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Fresnel-Zone Focused Antenna Arrays: Tolerance
Analysis for Biomedical Applications

Giovanni Buonanno

Abstract— A detailed tolerance analysis for antenna arrays
focused on the Fresnel zone is presented in this work, with the aim
to derive the field distribution guaranteeing health safety issues.
In particular, random errors related to the amplitudes and phases
of the radiators, and random element failures, are considered.
As such, the presented tolerance analysis falls within the more
prominent theory of random arrays. A particular stochastic
function related to the electric field distribution is analyzed
and partially characterized by first- and second-order statistics.
Subsequently, a discussion is carried out on the estimation of the
cumulative distribution function (cdf) for the squared magnitude
of the aforementioned random function. This leads to determine
(confidence) level curves inherent to the squared magnitude of the
electric field, representing a crucial aspect, in particular for safety
issues in biomedical applications. The achieved results confirm
the validity of the proposed approach, by extending also the
literature for far-field focused arrays.

Index Terms— Antenna arrays, biomedical applications, Fres-
nel zone, health safety, radiative near-field, tolerance analysis.

I. INTRODUCTION

NTENNA arrays play an extremely important role in a

variety of applications, including radar systems, radio
astronomy, communication systems, direction finding, electro-
magnetic heating, medical treatments, microwave imaging [1],
[2]. Due to their relevant played role, careful design procedures
should be applied. Anyway, even if proceeding with high
accuracy approaches, thus adequately fixing, for example,
the excitation coefficients and the positions of the elemental
radiators, as well as suitably sizing the feeding network to
obtain high performance, several error sources can cause the
actual electromagnetic field to deviate from the desired one.
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It is generally expensive to realize phased arrays not having
amplitude and phase errors [1]. However, even if properly
managing the so-called correlated errors [3], the presence of
random uncorrelated errors should be properly considered in
the design stage, due to their unpredictable nature. For this
reason, scientific advances in the tolerance theory of antenna
arrays [4] could be strongly beneficial.

To the best of the authors’ knowledge, studies involv-
ing errors have mostly concerned the far-field of antenna
arrays. Indeed, it is worth mentioning the pioneering stud-
ies of Ruze [5], Ashmead [7], Gilbert and Morgan [8],
Rondinelli [9], Elliott [10], Allen [11], and others [12],
[13], [14], [15]. The above studies, even if representing the
foundations of the tolerance theory for antenna arrays, are
also related to the theory of random arrays [4], leading to
deal with the analytical synthesis, in a probabilistic sense,
of aperiodic antenna arrays [16], [17]. Excellent discussions
on the tolerance theory of far-field focused antenna arrays can
be found in [3], [15], and [18]. For the sake of completeness,
it is worth mentioning the work in [19], where some results
related to antenna arrays in the Fresnel zone, subject to random
errors, are presented. The reader may also refer to [20] for
a more comprehensive description of the background of the
above results.

This work aims to contribute to the analysis of focused
antenna arrays in the Fresnel zone, when uncorrelated random
errors occur in the amplitude and phase of the excitation
coefficients, as well as random element failures may be
present. The problem of error characterization in antenna
arrays plays a crucial role, as confirmed by the extensive
literature at regard. However, most existing works have been
focused on the evaluation of the impact the above errors give
on the far-field [3], [7], [8], [9], [10], [11], [12], [13], [14],
[15], [18], [19], [21], while only a few studies have been
addressed to the radiative near-field [20]. This last context
is particularly relevant when considering systems designed for
security, medical and industrial applications [22], [23]. Thus,
the valuable need for the present study can be justified from
various perspectives. The first one is that as both the operating
frequencies and the physical dimensions of the arrays increase,
the relative Fresnel zone becomes more extensive, and there-
fore the far-field approximation for the electromagnetic field
may no longer be valid in the physical region of interest.

An additional, more relevant aspect is that in some appli-
cations, such as those occurring in the biomedical context,
radiating systems are specifically designed to operate in the
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Fresnel zone [20]. Just as an example, Fresnel-zone focusing
is of crucial importance in the framework of microwave hyper-
thermia applications [24], [25]. Here, the field concentration
is required into a specific (focal) point where the treatment
should be applied, while leaving untouched the surrounding
tissues, thus guaranteeing health safety [26]. The Fresnel zone
can be also relevant for biomedical implants, using microwaves
to recharge [27], [28], [29], [30].

In view of the above considerations, two objectives are
pursued in this work. The first one, which turns out to be the
incidental one, can be viewed as pedagogical, i.e., to empha-
size the link between the tolerance theory and the theory
of random arrays, which appear to have been independently
developed by scholars, regardless of the observation zone
(Fresnel or Fraunhofer) of the antenna array field. The present
work basically inherits the methodologies pertinent to the
theory of random arrays [16], [35], [36], [37], [38]. It is worth
specifying that the errors modeling related to element failures
also falls within the scope of the so-called statistically thinned
arrays [15], [39], still represented by random arrays [40], [41].
The second objective, the main one, is to extend some existing
methodologies for far-field focused arrays in the presence of
random errors [18] to the study of focused antenna arrays in
the Fresnel zone. For example, the present study may be more
attractive in the framework of superficial hyperthermia [26],
[27], [28], [29], [30], [31]. In particular, without loss of
generality, our analysis is addressed on linear arrays, even if
the extension to an arbitrary geometry can be easily performed.
Anyway, the choice of linear arrays is coherent with existing
literature, such as the study reported in [26], where linear
arrays of Antipodal Vivaldi antennas are examined. The most
significant concern we are addressing is related to the safety
issues regarding the electromagnetic field levels. In particular,
the purpose of the present work is to provide a methodology
allowing us to predict the behavior of electromagnetic fields
in the presence of errors affecting the radiating systems, so to
safeguard patients against any high levels of harmful radiation.

Considering a specific function related to the electric field
of (Fresnel) focused arrays, a partial first- and second-order
statistical characterization is performed. Subsequently, the
study of the cumulative distribution function (cdf) of the
squared magnitude of the same function is addressed, to deter-
mine suitable (confidence) level curves (level surfaces). These
curves precisely relate to the levels of squared magnitude of
the electric field, to which much attention should be paid in
particular applications, such as, for example, those related to
the biomedical context. Numerical results are presented and
discussed to confirm the validity of the proposed methodology.

II. SYSTEM MODEL

Let us consider a linear array of N similar (only complex
weights differences are assumed) current densities (antenna
elements), immersed into a homogeneous medium, and
directed along the z axis of an orthogonal Cartesian reference
system, with the relative reference points all arranged along
the x axis (Fig. 1). The electric field at a generic point P
belonging to the Fresnel (near-field) zone of the above antenna
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Fig. 1.

Array configuration in the Fresnel zone.

array, but placed in the far-field of each array element, can be

written as follows:
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where I, = A, e/ is the complex excitation coefficient (A, €
R*, a, € [0,27]), k = (2m)/A, A is the wavelength in the
medium, R, = /(x — x,)2 + y2 + 22, x,, gives the position of
the reference point of the nth antenna element, 6 and ¢ are the
zenithal and azimuthal observation angles, respectively related
to the field associated with the entire array, while h, (P) is the
effective height of the nth antenna element, given as follows:

h, (P)
= 9n sin 6,

* /xf/y,/i{J(xﬁ v, 7)

x ejk(x sin 6, cos ¢, +y’ sin 6, sin ¢, +7 cos@,,)} dx/dy’dz’

= hn(gn’ (bn) érp (2)

In the above expression, J(x, y, z) = J(x, y, z) Z is the current
density taken as a reference for all elements. Accordingly,
J.(x,y,2) = I, J(x,y, 2)z for the nth element. Moreover,
0, and ¢, are the observation angles of the field associated
with the nth element. Of course, 6, and ¢, can be seen as
functions of 6 and ¢ and also of x,. As regarding the phases
{¢a}Y_,, they can be chosen in such a way to realize a focus-
ing in correspondence with the focal point (Ry, 0y, ¢r) [4].
Therefore, in this case, we have

1= sin’ 0 cos? oy
" 2Ry

-/ hn (anv ¢nf) (3)
where 0,, and ¢,, are the values assumed by angles ¢, and
¢, when 6 = 6y and ¢ = ¢,. Moreover, for the sake of

clarity, as well as to give more emphasis on the geometric and
parametric properties of the array in the Fresnel zone, let us

a, = —kx,sinfycos ¢y + kx
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assume that: the directivity diagram of all antenna elements
reaches its maximum for 6 = m/2; the focal point is located in
the xy plane (6 = 7/2); let us observe the field in the same
plane (6 = n/2 = 6, =n/2 and 0, = = —Z V n), thereby
studying a mathematical model similar to that in [19] and [42]
(antenna arrays in Fresnel zone), in [4] (continuous sources
in Fresnel zone). It is worth highlighting that this setting
approach is also similar to that considered for the so-called
array factor in near field [2], where the focal point is also in
the xy plane, and the observation is made in the same plane.
Furthermore, it must be considered that for directions 6 # 0,
the directivity effects of the antenna elements also begin to
be felt. Therefore, the function to be studied is given by the
following expression:

E(R, /2, ¢)
. ; N
=" Ly ha(70/2, §y) /70 e TR 57" ()
4t R o
jou e kR A
= FR® (—2) “4)

deducing that, in this case, it is possible to study a simplified
scalar problem, gathering attention to the function F (R, ¢).
For the sake of simplicity, this function is hereinafter referred
to the “radiation function.”

Now, let us suppose that during the (real-time) operation
of the system, the following conditions hold true: 1) the
amplitudes and phases of the excitation coefficients are subject
to errors due to the mutual coupling and fluctuations in the
power supply network and 2) antenna elements can fail with
a given probability. Furthermore, the tolerances of the feeding
network components must be also considered. Consequently,
the actual version of the function F (R, ¢) can be modeled,
more realistically, as follows [k, = h,(7/2, ¢,)]:

F(R, )

N
= Z[ (A +8A,) Fy e/ 42
n=1

2
> ejkxn cos ¢ e—jkxf “';R‘I’ ]

I
M=

[(An +8A5) Fylhyl

n=1
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" 2R

X cos(kxn cos¢ — kx + o, + Sy, + Zh,,)]

N
+J Z{(An +8A,) Fylhy|
n=1
sin’¢
2R
= Fr(R,¢) + jFz(R, $) (5)

where fR(R, ¢) and fZ(R , ¢) are the real and the imaginary
part of the radiation function, respectively. By referring to
the tolerance theory of antenna arrays (in the far-field) [3],
[4], [15], here it is assumed that {F,,}flv:l, {8A,1},11V=1, {(Soz,,},’lv:1
are all independent random variables. More precisely, in a

X sin (kx,, cos q)—kxs +a,+6a, + Zhn) ]
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similar way as [18], it is assumed that {814,1},’:’:1 are continuous

independent random variables with zero mean but, in general,
with different variance (i.., 84, =0V n and o7, =8A2 #
JBZAm = m for n # m); the same holds for {Ban}fl\le
(E:O‘v’n,aﬁx“ :W;ﬁafam :@forn # m;
instead, as regards {Fn},]l\I:], they are modeled as independent
identically distributed (i.i.d.) binary random variables (F, = p
and F, € {0, 1} V n). Therefore, it follows that f(R, ¢) is a
stochastic process to be studied by means of probability theory.
It is worth mentioning that the considered errors are the most
common ones [3].

In the following, some implicit results are initially pre-
sented for (5), in the sense that no particular geometry for
radiators is considered (i.e., {h,(6,, ‘1’")},]1\/:1 are left implicit).
Subsequently, reference is made to dipole arrays, and then
the results are properly specialized to this type of geometry
for the antenna elements. It is worth emphasizing that this
approach does not invalidate the generality of the presented
methodology, since the directivity of the antenna elements is
a deterministic function, and therefore it does not affect the
various statistical properties that are analyzed.

An important point must be further highlighted. In the
model given by (5), the mutual couplings are assumed to be
weak enough so not to change the vector structure and the
shape of the current densities (or fields) on the radiators, lead-
ing all antenna elements to share the same radiation pattern.
More specifically, it is assumed that the mutual couplings can
only influence the values of the input currents of the radiators,
and such effects are implicitly taken into account through
the errors related to the excitation coefficients, even if in a
simplified way.

III. PARTIAL CHARACTERIZATION OF THE ACTUAL
RADIATION FUNCTION

A. Mean Characteristics of the Actual Radiation Function

The mean of the actual radiation function F (R, ¢) is given
as follows:

w(R, @)
= F(R, ¢)
N o
- . — . ., 2sin
= z (An +6An) Fn e/ gJden hn (T[/2, ¢n) e]kx,, cos¢ eijkx" 2R
n=1
N o in? p
. an . ., 2 sin
= D Al hy (/2 By e TR TR ()

n=1

in which it has been assumed that the phase errors are zero-
mean Gaussian random variables [15], [18], i.e., e/% =
e~ i, 2, taking into account that 0’82% is the variance of the
nth phase error. As can be seen, amplitude errors do not
affect the mean radiation function, whereas phase errors and
element failures do. In particular, these two errors imply lower
values for the magnitude of the mean of the actual radiation
function with respect to the ideal case [i.e., with respect to
F(R, ¢)]. One way to overcome this disadvantage could be to
multiply F(R, ) by a real constant that compensates for the
aforementioned decrease.
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In addition to the mean of the radiation function, it is very
useful to observe the behavior of the mean of the squared
magnitude of F (R, ¢), which is associated with the radiated
power density, given by (with h,(7/2, ¢,) = h,)

IF(R, )|

N N
- Z Z[(A” +384A,) (A + (SAm) F, F, ej(Oln—ot,,,)

n=1 m=1
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taking into account that, in this framework, Fn2 =F, Vn and
3AZ = G(SzAn is the variance of the nth amplitude error. As can
be seen, random errors are responsible for the appearance of
numerous (error) terms in addition to the squared magnitude
of the desired radiation function.

B. Variance of the Actual Radiation Function

The statistical mean of the actual radiation function is not
related to specific realizations of random errors, but it rather
describes the behavior of the above function averaged over
a very large number of statistical realizations of the errors.
Hence, there is a need to obtain more information regarding
even a generic sample path of F(R, ¢). The variance is a
statistical metric that can contribute to this, being related to the
average distance that the various sample paths of the radiation
function exhibit with respect to the mean. Thus, the variance
of F (R, @) is given as follows:

o*(R, $)
= |F(R, ¢) — (R, ¢’
— _2
= |FR. o) - |F(R.®)|

N . N o
= p > [(A2 +542)1h,P] - 7 Z[Aﬁlhnlz‘ef‘*“n ]
n=1 =1
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Observing (8), it is interesting to note that the variance of
the radiation function does not depend on the distance from
the origin of the reference system, i.e., it does not depend
on R, while it depends on the azimuthal observation angle, ¢,
through the angles {¢n}fl\’=1.

C. Characterization of the Real and Imaginary Parts of the
Actual Radiation Function

In order to perform an in-depth analysis, it is also advanta-
geous to statistically characterize the real and imaginary parts
of the~radiation function. In particular, the functions fR(R, b)
and Fr(R,¢) are first analyzed separately, and then their
covariance is also taken into account.

The mean and variance of Fg (R, ¢) are given as follows:

LR (R, @)
= Fr(R, $)

N
=pD { Aulhal
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The mean and variance of fI(R,qb) can be written as
follows:

1z(R, ¢)
= Fr(R, ¢)
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At this point, it is advantageous to consider the following
two cases: 1) the analysis of the behavior of F(R, ¢) as a
function of ¢ for R = R and 2) the analysis of the behavior
of F(R, ¢) as a function of R for ¢ = ¢;.

Observing the expressions of ur(R,¢) and wz(R, ),
we note that, if each «), is given by (3), at R = Ry and
¢ = ¢ the function ur (R, ¢) assumes the maximum value
while 7 (R, ¢) is equal to zero. Instead, for R # R, and/or
¢ # ¢r, LR(R, @) and pz(R, ¢) are given by “incoherent”
sums of cosines and sines, respectively. Consequently, looking
at ur(R,®) and uz(R, ¢) as only functions of ¢ and for
R = Ry, in the region of the main-lobe and near-in side-lobes,
uz (R, ¢) assumes negligible values with respect to ur (R, ¢).
Instead, in the region away from the main-lobe, ux (R, ¢) and
uz(R, ¢) have almost the same values. This aspect is all the
more valid the higher the number of antenna elements, as it can
be seen from Fig. 2, in which |ur(Rf, ¢)| and |uz(Ry, @)l
are shown as the number of antenna elements varies, for
Qf = 77.’/2, ¢f = 7T/2 and Rf = (Rmin + RMAx)/z, with
Ryin = 0.62,/L3/A (lower boundary of the Fresnel zone),
Ryax = 2(L?/2) (upper boundary of the Fresnel zone),
L = (N—1) (1/2) (array aperture), x, 1 —x, = A/2V n (half-
wavelength spacing), and where the antenna elements are short
dipoles. For each n: A, =1V, 054, = 0.1V, 05, = 0.1 rad
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Fig. 2. Magnitudes of ur (R, ¢) and uz (R, ¢) as functions of ¢ for R = Ry,
as the number of antenna elements varies.
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Fig. 3. Magnitudes of ur (R, ¢) and uz (R, ¢) as functions of R for ¢ = ¢,
as the number of antenna elements varies.

and p, = 0.97. Furthermore, for the construction of the
diagrams the normalization with respect to Az, i.e., with
respect to the length of the generic short dipole, has been
considered (that is, the behavior of F (R, ¢)/Az has been
observed).

Fig. 3 shows the behaviors of |ur (R, ¢)| and |uz(R, @)| as
a function of R for ¢ = ¢ . In this case, even if no main-lobe
and side-lobes appear along R the radiation function, it can
be observed that in the neighborhood of the focal point the
function uz (R, ¢) assumes increasingly negligible values with
respect to ur (R, ¢) as the number of elements increases.

Figs. 4 and 5 show the standard deviations along ¢ (for R =
Ry) and along R (for ¢ = ¢ ), respectively, as the number of
antenna elements varies. As can be seen, along ¢ the standard
deviations take on significantly different values at the ends
of the observation interval and in correspondence with the
focal point, while at the other point they have almost the same
values. And, as can be seen, this aspect is more pronounced
as the number of elements increases. This is consistent with
what is shown in the literature regarding the study of the
far-field of antenna arrays [18]. Indeed, for R = Ry, the
radiation function behaves similar to the array factor focused
at ¢ = ¢,. As regards the behavior of the standard deviations
along R, also in this case there is a substantial difference
since or (R, ¢s) and oz (R, ¢) are different throughout the
observation interval.

Now, let us study the (linear) correlation between the
quadrature components of the radiation function. Thus, the
covariance function between the real and imaginary parts of
the radiation function must be considered, namely

K(R, ¢)
= Fr(R,¢) Fz(R, ¢) — ur(R, ¢) uz(R, ¢)
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Fig. 4. Standard deviations of the real and imaginary parts of the radiation

function as functions of ¢ for R = Ry, as the number of antenna elements
varies.
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Fig. 5. Standard deviations of the real and imaginary parts of the radiation

function as functions of R for ¢ = ¢, as the number of antenna elements
varies.
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x sin| 2kx, cos ¢ —2kx? s’ ¢
2R
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which leads to the Bravais-Pearson correlation coefficient
p(R,9) = K(R, ¢)/[or(R, ®) oz(R, ¢)]. Figs. 6 and 7 show
the behavior of the correlation coefficient with the same array
settings as in the previous figures. In particular, Fig. 6 shows
the behavior of the correlation coefficient as a function of the
azimuthal variable ¢ (and for R = Ry) for different values of
N. As can be seen, except for a few points of the observation
interval, p(Ry, ¢) assumes increasingly smaller values as the
number of elements increases. Fig. 7, on the other hand, shows
the behavior of the correlation coefficient as a function of R/A,
for ¢ = ¢y. In this case, although the correlation coefficient
takes on relatively low values, it is not entirely negligible
even as the number of elements increases. However, it can
be observed that it crosses the zero level with a positive slope
for R ~ Ry, regardless of the number of elements, keeping
low values around this point.

Therefore, it can be observed that the quadrature compo-
nents of the (actual) radiation function are asymptotically (with
respect to V) uncorrelated for R = Ry, while, more generally,
they can be assumed to be uncorrelated around the focal point.

It is worth highlighting that the obtained results could be
quite easily generalized to the case in which the field is
observed in points not belonging to the xy plane.
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IV. DISTRIBUTION OF THE SQUARED MAGNITUDE OF THE
ACTUAL RADIATION FUNCTION

So far, the obtained analytic results do not depend on the
number of antenna elements. Instead, when the number of
radiators is high enough for the validity of the (multivariate)
central limit theorem (CLT) [43], it is possible to have a more
accurate description of the radiation function behavior. Indeed,
the real and imaginary parts of the radiation function can be
seen as asymptotically (with respect to N) jointly Gaussian.
Accordingly, their joint probability density function (pdf) can
be written as (with (R, ¢) implied)

_ [(ﬁR;#R)Z (Fr-1R) (Fz- #I)+(fI*HI)2i|
_ _ e 2(1—,;2) 0% R or o2
f(Fr. F1) = =
21 OROT 1-— 1Y

(14)
and therefore the distribution of the squared magnitude of the
radiation function, P (R, ¢) = |F (R, ¢)|?, is given by

PAP(R,¢) <&} = // . [f(Fr, Fr)dFrdF;
|F(R.$)|* <2

15)

for which, to the best of the authors’ knowledge, there is no
closed-form representation.

A. General Approach

This section proposes a general approach to obtain a lower
bound on the distribution of P(R, ¢). Referring to (14), it is
possible to write [44]

// FR,FI dFRdFI—l— N

offs

(16)
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in which A is the area included within the ellipse of the
following equation (with R and ¢ implied):

(Fr — ur)’ (Fr — ur) (Fr — uz) N
()-722 o7 or
=a*(1-p’)
whose center is the point (i, tt,), whose major radius is
a /Tuax, whose minor radius is @ \/Tiin, With Tyrax and T,
being the largest and smallest eigenvalues of the covariance
matrix, respectively [45]. The parameter a coincides with the
Mahalanobis distance of the point (IFR, fz) from the above
bivariate Gaussian distribution [45]. Consequently, through
(16)—(17) it is possible to determine a lower-bound for (15).
Indeed, if the smallest circle centered in (Fr, F7) = (0, 0)
and encompassing the aforementioned ellipse is considered,
then it is possible to write that

(Fr — nz)’
2

—2p

OR
(17)

N}

a

PAP(R, ¢) <E’}>1—¢ 7 (18)

in which & is precisely the radius of the circle. Thus,
considering an “extreme” case, if the area A is such that
(1 - e~ @/ 2) — 100%, then (18) becomes approximately an
equality. Also, from the same (18), it can be obtained a lower
bound for the parameter a. In fact, it can be written that (with
P, =P{P(R,¢) <&}

a>,/-2In(1-"P2).

Now, one last piece is missing, i.e., the determination of the
radius of the smallest circle which encompasses the ellipse and
is, therefore, tangent to this last one. To do this, the following
parametric representation of the ellipse can be exploited [45]
(with (R, ¢) implied):

19)

fRIQUR COSt + UR
Fr=aoz [,0 cost ++/1— p? sint]+uz

in which ¢ € [0, 2z ]. The variable & represents the radius of
the above smallest circle, which is

_ 52 | 2
& _mrax[ FR—l—FI], t €0, 2mr].

The above expressions can be useful for estimating the
punctual [namely, for fixed (R, ¢)] percentiles of P(R, ¢).
In fact, the n% level curve (in general, level surface) r, (R, ¢)
(with 0 < 5 < 100), which is such that P.{P(R, ¢) <
ry(R, ¢)} = n%, can be achieved first by setting P, = n%;
then, by determining the Mahalanobis distance a with the
assumption that (19) is equality; afterward, by computing
fR and fz as functions of ¢ by means of (20); finally,
by reckoning the radius & through (21), taking into account
that, in this circumstance, r, (R, ¢) ~ & for the generic point
(R, 9).

For the sake of completeness, it is worth noting that
Chebyshev inequality can also be exploited in the following
way:

(20)

21

__ 1
PA|P(R,¢) = P(R,§)| <E0p(R,¢)} = 1~ 2 (22)
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where P(R, ) = |F(R, ¢)|2, while op(R, ¢) is the standard
deviation of the P(R, ¢), which can be written as [38] (with
R and ¢ implied)
op (R, §) = 4punog +4uzoz + 205 + 207 — upiiz
- u%zo% — ,u%afz — 07230'%— + 2K [K 4+ 2urpuzl.
(23)

Moreover, exploiting the Dharmadhikari result [47], it is
possible to obtain bounds for the percentile surface

[ 1—1%
P(R.$) — op(R. $)
n%
< r,(R. )
_ %
< PR, &) +0pr(R, d). | — (24)

1—1n%

It is worth highlighting that in case the field is observed
in points not belonging to the xy plane, it is possible to
generalize the presented approach considering a multivariate
normal density [45] and therefore dealing with hyperellipsoids
and hyperspheres.

Finally, for the sake of clarity, it is worth specifying that
Fr and Fr appearing in (14)—(17) and (20)—(21) are not the
quadrature components of F(R, $) but variables associated
with them. The same symbols have been used to denote
different quantities in order not to overburden the notation.
The same holds for the other distributions that are presented
below.

B. Study of the Distribution of |F (R, ¢)| as Function of ¢
for R =Ry

So far, the results seen for the distribution of P(R, ¢) are
general, in the sense that they hold for any point (R, ¢).
However, for the particular cases that are shown below, it is
possible to exploit the arguments of the theory of random
arrays [16], [38] and of the tolerance theory of far-field focused
arrays [3], [12], [18].

Let us analyze the behavior of P.{P(R,¢) < &%} for
R = Ry. In this case, it has been seen that the correlation
coefficient is (asymptotically) negligible; therefore the quadra-
ture components of the radiation function can be assumed to
be independent. Accordingly, the distribution of P(R, ¢) can
be approximated as follows:

PAP(Rs. 0) =7}

/S of E2—F}—puz VE—Fh—uz
) oz oz
_ (Fr-nr)*
¢ " 4 (25)
X—
N2 o r

with Q(2) = (1/+/27) [° e~""/2dt being the Q-function [44].
It is worth noting that, by suitable manipulations such as those
in [48], it is possible to attain closed-form representations of
the Q-functions with very limited approximation errors [44].
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However, as can be seen, (25) still requires numerical inte-
gration, given that, as far as the authors are aware, not even
for it there exists a closed-form representation, though some
approximations can be found in [17]. However, as it has been
shown previously, as N increases, the standard deviations
of Fr(Ry,¢) and Fz(Ry, ¢) become similar to each other,
except for a limited portion of the domain of ¢. Conse-
quently, when oz(Ry, ¢) ~ or(Ry, ¢), P(Ry, ¢)/or(Ry, $)
becomes a non-central y-square random variables with two
degrees of freedom at point (Ry, ¢), thus being able to write

P(Rp.¢) ., l(Ry. 9)|
Pl——=< ~1-— _— 26
[owf,@ = ] Q'(GR<Rf,¢> ) e

in which Qi(a, b) is the Marcum Q-function of order 1 [49]
and (R, ¢)| is determined by means (6). This is a result
that can be found in random array theory [38] and implicitly
also in the tolerance theory for arrays in far-field [3]. Also,
following [38], it is possible to determine the following 1%
level curve of P(Ry, ¢>)/cr723(Rf, ¢) (with Ry and ¢ implied):

LC,(Ry, )

2
oR

4 (Infof +o%)
? (P +207)°

3

_4(ufog +o%)
7 (1P +20%)°
@7

in which v, is the nth percentile of the standardized Gaussian
random variable. Thus, for the generic point (R, ¢), the
value of EC%(R £, ¢) represents the approximate nth percentile
of P(Ry, ¢>)/0721(Rf, ¢), without recurring to any inversion.
What is more, the function /.ZC%(Rf,¢), for ¢ € [0, 2],
represents a level curve for P(Rf,¢)/a723(Rf,¢>). Accord-
ingly, in this case the estimate of the function r,(Ry, ¢) is
LC(Ry.¢) x 0% (R, ¢).

Finally, at points where even ur(Rs,¢) and
uz(Ry,¢) can be considered negligible (with respect
to or(Ry, ) and oz(Ry, ¢), respectively), the distribution
of P(Ry, ¢)/0723(R, ¢) becomes

. [ P(R;.9)

<gria~l-— e
ox(Ry. ¢) ]

C. Behavior of the cdf of |F (R, ¢)| Along R for ¢ = ¢

As it has been shown, along R the behaviors of the
quadratures components of F(R, ¢) do not allow to arrive
at a relation similar to (26). Furthermore, also the correlation
coefficient between Fr (R, ¢f) and Fz(R, ¢ ) is not entirely
negligible even as the number of antenna elements increases.
Consequently, also in this case it is necessary to refer to the
more general results given by (16)—(19).

(28)

V. CHARACTERIZATION OF THE ERROR BETWEEN THE
ACTUAL RADIATION FUNCTION AND THE IDEAL ONE

The variance given by (8) is a distance metric that exists
between the sample paths and the mean of F (R, ¢). However,
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the mean of F (R, ¢) does not represent the ideal radiation
function F (R, ¢). As a matter of fact, this is contained into
(4). For this reason, it is more appropriate to measure instead
the distance between F (R, ¢l and F (R, ¢), considering the
stochastic process € (R, ¢) = F(R, ¢)—F (R, ¢). Accordingly,
it is possible to calculate the following mean squared error:

MSE(R, ¢) = le(R, $)I?
= |F(R.¢) — F(R.$)|"

= |F(R, )" = 2R{u(R, ¢) F*(R, ¢}
+|F (R, $)°
= |W(R, §)* + o*(R, §)
—2R{u(R, ¢) F*(R,p)} + |F(R, 9)I* (29)

in which R{w(R,¢) F*(R,¢)} is the real part of
W(R,¢) F*(R,¢) and the symbol * stands for complex
conjugation.

It is worth highlighting that, referring to the results pre-
sented in Section IV, a deeper characterization of the stochas-
tic process €(R, ¢) can be performed. In fact, it is possible
to apply the same arguments for determining the cdf of the
magnitude of €(R, ¢). In this case, (14) has to be modified in
order to obtain the joint pdf between the real and the imaginary
parts of €(R, ¢) (with R and ¢ implied), namely

fler, €7)
1 (cr-1R+FR)* _0,CR=MRFFR) (eZ=HT+FT) (ez-nz+F)*
2(1—p2) 02 L R oz + o2
e R I

2

2morozy/1 — p

(30)

where Fr (R, ¢) and Fz(R, ¢) are the real and the imaginary
parts of F(R¢). Accordingly, the following ellipse equation
is associated to (30):

(er — ur + Fr)* _
0%

p(GR—,U«R-i-FR) (ez — nuz + F7)
OR or

€r — + Fp)?
+( A Mmz I) :a2 (1—,02)

2
o1

2

€1y

and therefore, referring to (18), in this case, the variable &
represents the radius of the smallest circle which contains the
ellipse given by (31). Therefore, by proceeding in a similar
way as with (16)—(21), it is possible to obtain a lower bound
for the cdf of |e(R, ¢)|>.

Then, studying €(R, ¢) as a function of ¢ and for R = Ry,
it is possible to assume p & 0 and therefore, referring to (25),
we can write

2
_ (E’R’“’Rz*FR)

Plelrr o) =€) = [ aen
h -& V27 or

S

o1

JEr—€k—puz+Fr

o1

x| Q

-0

(32)
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Fig. 8. Comparison of the squared magnitude of F (R, ¢) (blue line), the
mean squared magnitude of F(R, ¢) (black line), and the squared magnitude
of a sample path of F(R, ¢) (red line), for R = Ry, as the number of antenna
elements varies. Each function is in dB.

Again, at points where p(Ry,¢) =~ 0 and o7(Ry, ¢) ~
or(Ry, @), the function |e(Rs, $)|*/o% (R, ¢) is a non-
central x-squared random variable and its nth percentile is
given by

LC(Ry. ¢)
3
%(2+a_2 _4(‘1072"‘072)
R 9 (@ +203)°
(33)

in which a® = {[ur(Ry, ®) — Fr(Rs, ®)1* + [uz(Ry, ) —
Fr(Ry, o)1)

VI. NUMERICAL RESULTS

In this section, some significant examples are shown to
validate the previous arguments. As before, we consider arrays
of short dipoles for computational convenience, without loss
of generality. Indeed, it is worth noting that the reported
theoretical results do not depend on the type of antenna chosen
for the array. Also, the focal point is given as (R;, 60y, ¢r) =
([0.62/L3/A4+2(L*/A)1/2, /2, 7/2) and for each n: A, =
1 V, Xn+l — Xp = )L/Z, 054, = 0.1 V, Osa, = 0.1 rad, and
pn = 0.97.

Fig. 8 is inherent to the behavior of F(R, ¢) and F(R, b)
along ¢, for R = R, and different values of the antenna
elements. In particular, this figure shows the behaviors of the
squared magnitude of F(Ry, ¢), the mean squared magnitude
of F(Ry, ¢) and the squared magnitude of a realization (sam-
ple path) of the same F (R, ¢). As can be seen, for low values
(case N = 11) of the number of elemental radiators these three
functions show quite superimposable trends. Instead, as this
number increases, the curves gradually separate from each
other (case N = 21). This can be observed quite markedly
for the case N = 101. Indeed, the squared magnitude of
F(RF, ¢) decreases as the values of ¢ move away from ¢,
similar to what happens for far-field focused arrays; instead,
the mean squared magnitude of F(Ry, ¢) shows a main-lobe
superimposable on that of |F(R f,¢>)|2 but then an almost
constant level in the (pseudo) sidelobe region, similar to what
occurs for far-field focused random arrays [4]; finally, the
generic sample path of |f (Ry, ¢)|? is almost similar to that of
the other two functions in the region containing the main-lobe

7269
29 N=11 28 N=21
20
26
19
18 24
17 22
10 20 30 40 50 50 100 150 200
R/A R/
N=101
40
—ideal [F(R,)|” (in dB)
35 ——mean of the actual \F(R,d),)l2 (in dB)
—a sample path of the actual [F(R,¢,)? (in dB)

30

1000 2000 3000 4000 5000
R/X

Fig. 9.  Comparison of the magnitude of F(R, ¢) (blue line), the mean
squared magnitude of F(R, ¢) (black line), and the magnitude of a sample
path of F(R, ¢) (red line), for ¢ = ¢, as the number of antenna elements
varies. Each function is in dB.
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Fig. 10. Comparison between the magnitude of F (R, ¢) and the magnitude
of a sample path of F(R, ¢), in the whole Fresnel domain, for N = 11.
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Fig. 11.  Comparison between the magnitude of F(R, ¢) and the magnitude
of a sample path of F(R, ¢) in the whole Fresnel domain, for N = 21.

and near-in side-lobes, while it has a noisy behavior for ¢
values far from the main-lobe, once again similar to what
occurs for far-field focused random arrays [4].

Fig. 9 shows the behavior of [F (R, % |f(R, @))% and a
sample path of |F (R, ¢)|* along R for ¢ = ¢;. In this case,
contrary to Fig. 8, the deviation between the various curves
gradually becomes less marked as the number of radiators
increases.

The previous figures allow us to obtain only a partial
view of the functions under examination. For_ this reason,
in Figs. 10-12 the trends of |F(R, ¢)|> and |F(R, ¢)|> are
globally taken into consideration, i.e., in the whole Fresnel
zone of the array under consideration. These figures confirm
that the squared magnitude of the sample path of |F(R, $)|
globally presents higher levels than those related to the squared
magnitude of F(R, ¢).

Now, let us evaluate the performance of the estimates of
the cdf of P(R, ¢). Fig. 13 shows the mean and a sample
path of |f (Ry, #)|? along with the empirical 99% level curve,
obtained by Monte Carlo analysis, and the theoretical 99%
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Fig. 14. Mean and level curves of |I7(R, ¢f)|2 in dB, as the number of
antenna elements varies.

level curves obtained through the approaches of Section IV,
as the number of antenna elements varies. Considering the
99% level curves helps provide a margin of safety especially
when the arrays are used, for example, in biomedical scenarios.
As can be seen, the theoretical level curves provide a good
estimate even for low values of the number of radiators. In fact,
it is worth noting that they are based on the Gaussianity
assumption between the quadrature component of F(R, ),
which in turn is based on the multivariate CLT. Therefore,
even for such a small number of elements, it is possible
to obtain a good estimate of the level curves by exploiting
the aforementioned Gaussianity assumption. A fortiori, this
methodology can be used to study the performance of large
arrays in their Fresnel zone. However, as it is possible to
observe, the results are also valid in the case of arrays
composed of a moderate number of elements. Indeed, the
methodology shown was positively tested also for N = 11.

Fig. 14 shows the same functions as in Fig. 13 this time
along R for ¢ = ¢;. As can be seen, again there is a
good matching between the empirical 99% level curve and
the theoretical ones.
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Finally, for greater completeness, Fig. 15 also provides an
analysis relating to the error function €(R, ¢). In particular,
this figure compares the function MSE(R, ¢), given by (29),
a realization of |e(R, ¢)|*> and the 99% level curves associated
with the latter, along ¢ for R = Ry. These functions are
all normalized with respect to the supremum of |1‘7 (Ry, 0,
so that the 99% level curves represent a sort of estimate of
the (pseudo) peak sidelobe level of |F (R, ¢)|. As becomes
evident, also in this case the theoretical level curves provide
a good estimate of the true (empirical) one. Furthermore, it is
worth noting that as the number of elements increases, the
levels of the sample paths of |e(R, ¢)| decrease, and with it
also the levels of the related functions, thus indicating that the
impact of errors decreases. This is similar to what occurs for
random (far-field focused) arrays [38].

Finally, to have a complete view of the performance of the
arrays under investigation, Fig. 16 compares the behavior of
the errors-free and actual electric field magnitudes in the plane
parallel to the xz plane and placed at y = R,. The highest
field values are obtained around the focal point, but, again,
it can be observed that the effect of errors translates into a
general rise in field levels.

VII. CONCLUSION

A tolerance analysis applied to Fresnel-zone focused
antenna arrays has been presented in this work, with the
aim to predict the field levels and guarantee safety issues
in biomedical contexts. In particular, amplitude, phase, and
fault errors have been considered, which are modeled as usual
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in terms of independent random variables. Consequently, the
proposed methodology can also be regarded as an important
topic in the framework of random array theory. As a primary
objective, the work has been intended to study the near-
field randomness, by providing relationships to predict the
levels (i.e., confidence curves/surfaces) related to the stochastic
electromagnetic field both in range and azimuth. The study
has been primarily motivated to face the problem of arrays
errors in most common biomedical applications, such as
hyperthermia and implants recharging. Numerical results on
linear arrays have been discussed to confirm the validity of the
proposed approach, which can be easily extended to arbitrary
array geometries.

Finally, it has been assumed that mutual couplings could
only modify the excitation coefficients of the array, but leaving
unchanged the current distribution (or field) on the radiators.
In a simplified way, their influence has been taken into
account through the errors related to the excitation coeffi-
cients. Anyway, the presence of mutual couplings in antenna
arrays represents a serious problem, and future studies will be
addressed to accurately take them into account also in the case
of antenna arrays focused in the Fresnel-zone.
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