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Abstract—The safety prediction of rail transit system is a
fundamental problem in rail transit modeling and management.
In this paper, we propose a safety prediction model based on deep
learning for rail transit safety, which has been implemented as
a deep belief network (DBN). It can learn effective features for
rail transit prediction in an unsupervised fashion, which has been
examined and found to be effective for many areas such as image
and audio classification. To increase the accuracy of prediction,
we introduce user satisfaction and rare-event probability, the
new input prediction factors, into safety prediction. The former
takes account of human and the latter is computed by statistic
model checking. To show proof of the model, a real-world subway
data sets based on the Beijing Metro in China is presented to
demonstrate the feasibility of the model. Experiments on data sets
show good performance of our prediction. These positive results
demonstrate that deep learning and new factors are promising
in rail transit research.

Keywords—rail transit, safety prediction, deep learning, statis-
tic model checking.

I. INTRODUCTION

Rail Transit (RT) has expanded and become a core trans-

portation system in China. Once the failure or accident is

happened, consequence is serious. The safety prediction of

RT system aims at estimating the system safety level given

historical data. Existing mainstream approaches include: fuzzy

fault tree technique [1][2], comprehensive fuzzy evaluation

model [3], a neural network approach for railway safety

prediction [4], and fuzzy reasoning approach (FRA) and fuzzy

analytical hierarchy process (FAHP) [5], etc.

Most methods possess some failings. The fault tree analysis

can only analyze the (0,1) state events. The FAHP based

on the expert investigation method can be limited by the

depth and breadth of the expert knowledge, the possible data,

the industry prejudice and the professional preference. The

macro prediction model based on statistical regression analysis

method can have a greater error and is difficult to produce

satisfactory results.

The shallow neural network can more effectively predict

the system safety. It only has 3 layers and one hidden layer,

therefore, it is difficult to express complex functions. However,

as a kind of new artificial intelligence learning method, deep

learning can overcome these shortcoming and has better per-

formance than shallow neural network with more hidden layer.

Through learning a deep nonlinear network, it can realize

complex function approximation, and characterize distributed

representation of input data. It has powerful characteristic

extraction ability in data.

In this paper, we attempt to use deep learning for the

safety prediction of RT system that learns features with limited

prior knowledge. This is achieved by training a Deep Belief

Network (DBN) according to the work of Hinton et al. [6][7].

The DBN has been found to be very effective in learning

the representative features from the data in an unsupervised

fashion [8][9]. It has been used to predict the traffic flow

prediction [10]. For a RT system, such as a typical complex

system, the DBN can help us in learning and capturing

effective features without prior knowledge. Moreover, to make

more precise prediction, we make some improvements in

prediction model factors. We introduce user satisfaction and

rare-event probability as new factors.

The rest of this paper is structured as follows. Section II

presents the background knowledge of safety prediction of

RT system and DBN. In Section III we introduce the analysis

about choice of prediction model factors, the computational

method of rare-event probability and safety prediction model

of RT system based on DBN. Section IV presents our exper-

imental results and their analysis. Finally, the conclusion and

future works are described in Section V.

II. BACKGROUND

A. Safety prediction

With rapid railway construction in China, including high-

speed railway and subway, comes an urgent need for more

accuracy and reliability safety analysis methods.

Subway is a kind of transportation with complex tech-

nology and crowded passengers, which is also a typical RT

system. It needs a structured feed-back process that ensures

improvement of current safety analysis based on knowledge

of past accidents. If one or more stations were disrupted by

accidents, there would be a great impact not only on the

individual subway line but also on the whole subway network.

Communication system has a high failure rate and passenger

accidents is the second.

At present, in the field of system safety, system safety is

usually measured by the frequency or severity of the accident.

In order to measure the impact of the accident on the operation,
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this paper refers to the reliability theory, and puts forward the

operational safety expression of the following RT system.

Definition 1: System operational safety is the probability of

the system to avoid the occurrence of accidents in the specified

conditions and within the stipulated time.

S(t) = 1−
∑N

i=1 Tiαi

t
(1)

where t is evaluation cycle, N is the number of accidents

occurred in the t period, Ti is the time of the ith accident, and

αi the deviation factor of the ith accident. System operational

safety is the function of accidents frequency.

Definition 2: Operation accident is all kinds of accidents

occurred in the system. Accidents can be expressed in the

following form.

I = Γ{H,F, P,E} (2)

where H indicates casualties, F indicates equipments dam-

age, P indicates property loss, and E indicates environment

disruption.

Another preliminary is the measurements for the safety

prediction of RT system. We use mean absolute percentage

error (MAPE) to indicate the measurements. MAPE is used

as the basic measurement in our study when we determine the

model architecture. It is computed as

MAPE(s, s′) =
1

n

n∑

i=1

|si − s′i|
si

(3)

B. DBN

Deep Learning was proposed by Hinton et al. [6] in Science

in 2006. It is also a neural network with multi-layer, compared

with a shallow neural network. It has been successfully used

in classification, regression, image recognition and feature

extraction [8][11].

The DBN is the most common and effective approach

among all deep learning models. It is a stack of RBMs.

RBM has one layer of binary stochastic hidden units and one

layer of binary stochastic visible units, Typically, all visible

units are connected to all hidden units. The weights on the

connections and the biases of the individual units define a

probability distribution over the binary state vectors v of the

visible units via an energy function [12]. The energy of the

joint configuration (v,h) is given by:

E(v,h; θ) = −
|V |∑

i=1

|H|∑

j=1

wijvihj −
|V |∑

i=1

bivi −
|H|∑

j=1

ajhj (4)

where θ = (w, b,a) is the parameter set, wij is the symmetric

weight between visible unit i and hidden unit j, and bi and

aj are their bias. The number of visible and hidden units is

represented as |V | and |H|, respectively. The probability that

the model assigns to a visible vector v is:

p(v; θ) =

∑
h e
−E(v,h)

∑
u

∑
h e
−E(v,h)

(5)

This configuration makes it easy to compute the conditional

probability distributions.

Then, we can stack several RBMs together into a DBN.

Each layer of hidden units learns to represent features that

capture higher order correlations in the original input data.

The key idea behind training a deep belief net by training a

sequence of RBMs is that the model parameters, θ, learned by

an RBM define both p(v|h, θ) and prior distribution over hid-

den vectors, p(h|θ). Therefore, the probability of generating

visible variables can be written as

p(v) =
∑

h

p(h|θ)p(v|h, θ). (6)

After θ is learned from an RBM, p(v|h, θ) is kept. In addition,

p(h|θ) can be replaced by a consecutive RBM, which treats the

hidden layer of the previous RBM as visible data. This way,

it can improve a variational lower bound on the probability of

the training data, as introduced in [6]. The DBN can be used

as an unsupervised feature learning method if no labels are

provided.

III. PREDICTION MODEL

A. Prediction Model Framework

The prediction model framework is shown in Fig.1. Model

is mainly divided into three modules. We consider a subway

system in this framework.

First, we collect data sample from subway operating com-

pany and decide the prediction model factors. We use these

factors as input of DBN. The input data structure determines

the number of nodes in each layer. The collected data sample

include all kinds of accidents, basic information of train,

and operation information of company. We choose prediction

factors through analyzing these collection data.

Second, we establish the DBN based on processed data. We

determine the number of nodes in each layer and the number

of hidden layer through some experiments.

Last, we use data sample to train the DBN model and use

test sample to confirm the accuracy of prediction model.

Fig. 1. Rail transit system prediction model framework.

B. Determination of Prediction Model Factors

Prediction factors are composed of many qualitative ele-

ments and complicated quantitative elements, and these are

complex relationship. Therefore, human, equipment, environ-

ment and management are four major aspects in many analytic

methods.

In “human” aspect, we mainly chooses average age of staff

and user satisfaction as factors. According to survey, people

in different ages has a different judgment on safety. There are

obvious relationship between system safety and average age

of staff. User satisfaction is further extended into the social
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environment. User satisfaction can be divided into functional

satisfaction and non-functional satisfaction. The former indi-

cates the users experience of system function, such as the

capability of the candidate platform and the satisfaction of user

and equipment interaction. The latter focuses on the objective

factor of the system, such as passenger flow. Passenger flow

in RT system refers to the sum of the passenger flow direction

and number on RT line per unit time, which is the most

significant feature reflecting passenger safety. We define user

satisfaction as follows: Ω = βc ∗ ΩF + βq ∗ Ωo where ΩF

denotes the functional satisfaction, which includes platform

satisfaction and the satisfaction of user and equipment in-

teraction; βc and βq are weight coefficients; ΩF = Ψ + I ,

where Ψ represents the satisfaction of platform; and I denotes

the satisfaction of interaction. Each corresponds to a value

between 0 to 1. Regarding non-functional satisfaction, Ωo is

defined as follows: Ωo = F , where F denotes passenger flow.

In “equipment”, we chooses rare-event probability in RT

control system as a factor. Previous papers choose the failure

rate of all part of system based on sample and survey data,

rather than the simulation of the system. It can not analyze

the security from the system itself, and the data from the

outside will inevitably produce errors. Train control system

mainly use The Communication Based Train Control System

(CBTC). We simulate the movement authority (MA) in zone

controller subsystem and get rare-event probability based on

system operation randomly. We compute rare-event probability

using statistical model checking method that introduced in

Section III-C.

In “environment”, we choose the number of nature disaster

and man-made disaster in running section as factors. The

former indicates the effect of natural environment, such as

gale, rainstorm, flood and earthquake. They are also easy to

cause secondary disasters. The latter focuses on the effect of

human, such as many pessimistic people choose to suicide in

the subway or create accidents to revenge society, or terrorist

forces cause attacks by the explosion, shooting in the train.

In “management” we choose the rate of train punctual

operation and staff’s safety precautions training examination

as factors. The former can be expressed by the ratio of the

number of arriving on time and total within a year and we

can observe the distribution of delayed trains in time and

road sections through it. The latter is the key basic of safe

management’s implement. It can ensure effective handling of

accidents and benefit to the safe operation of RT system.

C. Rare-event probability

CBTC is the main communication system in subway system.

Zone controller (ZC) is the most important track-side subsys-

tem. When a train moves into a ZCs control track, ZC protects

the train by locking the zone avoiding other trains enter, and

tell the train a distance it can run without dangerous. The zone

that ZC keeps for the train called movement authority (MA).

We consider a rare-event case in MA.

Rare event is the critical problem in RT safety system.

Rare properties are often important but pose a particular

challenge for simulation-based approaches. One of the main

ways to solve this problem is statistical model checking

(SMC) [13]. This technique blends randomized (i.e., Monte

Carlo) simulation, model checking, and statistical analysis,

and it enjoys better scalability than other formal verification

techniques. With statistical model checking one can compute

approximations of the probability that a stochastic hybrid

system satisfies a given temporal logic specification. However,

estimating accurately rare-event probabilities using standard

Monte Carlo techniques requires very high sample sizes, hence

a key objective for SMC is to reduce the number and length

of simulations. In the literature, two of techniques to cope

with rare events is Importance sampling (IS) and The Cross-

Entropy.
Importance sampling is based on the Monte Carlo Method,

which can help us to reduce the variance of the Monte

Carlo method. Here we just present the result of Importance

Sampling. We define the Bernoulli random variable B that

return 1 or 0. B has a certain probability p which we want

to estimate whether B = 1 or not. Here we denote X as a

random variable, meaning the value of B = 1 or not, and

I(·) is an indicator function. For a given variable sequence

X1, . . . , XN , the crude Monte Carlo estimator p̂ will converge

to p as N → ∞(with probability 1) by the strong law of large

numbers. Here p̂ is:

p̂ =
1

N

N∑

i=1

IB(Xi) (7)

and its variance is:

V ar(p̂) =
V ar(IB(Xi))

N
(8)

For importance sampling to be efficient, it is thus crucial

to find good importance sampling distributions without con-

sidering the entire state space. If we consider a more general

situation combined with a random variable X , a measurable

function g : R → R
≥0 and an estimated variable c = E[g(X)],

the crude Monte Carlo estimator is

ĉ =
1

N

N∑

i=1

g(Xi) (9)

where X1, . . . , XN be random variables iid with density f . Its

variance is

V ar(ĉ) =
1

N
(E[g2(X)]− c2) (10)

Suppose we had another distribution for X , with correspond-

ing density f∗, such that the ratio
f

f∗
is well-defined. We

denote W (x) =
f

f∗
as the weighting function or likelihood

ratio. The Importance Sampling estimator is

ĉIS =
1

N

N∑

i=1

g(Xi)W (Xi) (11)

and its variance is

V ar(ĉIS) =
1

N
(E∗[g2(X)W 2(X)]− c2) (12)
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Now that the problem becomes to find a density which can

make V ar(ĉIS) as small as possible. In fact, it’s easy to verify

that when the function g is non-negative the following optimal

density results in a zero-variance estimator:

f∗(x) =
g(x)f(x)

c
(13)

However, since the optimal one depends on c = E[g(X)]
which we are trying to estimate. Therefore, we should using

a density close to the optimal one instead of the optimal one.

This is the approach taken by the cross-entropy method.

The cross-entropy method was introduced in 1999 by Ru-

binstein. The method chooses the biasing density from the

family such that the Kullback-Leibler divergence between the

optimal biasing density and the chosen density is minimal. It

has two basic steps:

1) find a density with minimal Kullback-Leibler divergence

with respect to the optimal biasing density;

2) perform importance sampling with the biasing density

computed in step 1 to estimate E[g(X)].
For the limitation of the paper, we just show the result here.

In the one-dimensional case we have that:

û∗ =
E[g(X)X]

E[g(X)]
(14)

However, in statistical model checking g(Xi) is either 1 or 0.

Furthermore, in the rare event case it will be very unlikely to

see a sample trace that satisfies the temporal logic property,

which means that for reasonable sample sizes û∗ would just

give
0

0
. We can circumvent the problem by introducing the

tilting parameter w, so the final result is:

û∗ =
∑N

i=1 g(Xi)W (Xi, w)Xi∑N
i=1 g(Xi)W (Xi, w)

(15)

D. Prediction Model Based On DBN

Many previous approaches of the safety prediction of RT

system are shallow in architecture. Instead, we use deep

learning method in this paper. For RT system such as a

complex system, one single hidden layer usually would not

be enough in describing the complicated relations between

inputs and outputs. Deep learning can show its advantage in

dealing with these complicated relations. In addition, it could

learn features more profoundly.

Here, we employ a DBN for unsupervised feature learning

for safety prediction of RT system. Recent work on deep

learning has made training deep NNs more effective since

Hintons breakthrough in 2006 [6]. Then, we use a sigmoid

regression at the top layer in our approach so that we can per-

form supervised fine-tuning on the whole architecture easily.

Our model architecture for safety prediction of RT system is

summarized in Fig.2. Input space X is, generally, the raw data

we collected. Prediction model has seven input data, including

all prediction factors. Seven raw data compose a group of input

data. Input vector X can be represented as

X = {A,U, P,N,M,R,E} (16)

Fig. 2. Rail transit system prediction model on deep learning.

where A indicates average age of worker, U indicates user

satisfaction, P indicates rare-event probability, N indicates

numbers of nature disaster, M means numbers of man-made

disaster, R means the rate of train punctual operation and E
means staff’s safety precautions training examination. So we

set that the number of nodes in input layer is seven.

Unlike the binary RBM, as introduced in Section II-B, we

replace it with real-valued units that follow normal distribution

to model the RT system because the collected data is not 0 or 1.

Moreover, since the RT system has its own model architectural

feature, we have to introduce a correlation coefficient λ to take

account into this feature. We observed the RT system model

and produced λ from the result of lots of model simulation.

Energy function and conditional probability distributions are

given as

E(v,h; θ) =
|V |∑

i=1

(vi − λbi)
2

2σ2
i

−
|H|∑

j=1

λajhj −
|V |∑

i=1

|H|∑

j=1

vi
σi
wijhj

(17)

p(hj |v; θ) = σ(

|V |∑

i=1

wijvi + λaj) (18)

p(vi|h; θ) = N(σi

|H|∑

j=1

wijhj + λbi, σ
2
i ) (19)

where σ is the standard deviation vector of normal distribution

visible units, and N(μ, σ2) is the normal distribution with

mean μ and variance σ.

We can treat the DBN as a feature learning model. Each

layer in the DBN is a process of nonlinear feature transfor-

mation. Features learned in the top layer of the DBN are

the most representative features for modeling the data. The

representative features are learned in an unsupervised way

and can be used for various tasks, such as classification and

regression. In our model architecture, the most representative

features are used as the input vector for prediction (the top

regression layer). Features learned from the DBN can be fine-

tuned via error backpropagation on the whole structure by

using labeled data for better prediction. It is also feasible if we
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TABLE I
EFFECT OF THE NUMBERS OF LAYERS

Layers MAPE Times
1 0.823 0.09s
2 0.841 0.2s
3 0.878 0.34s
4 0.898 0.42s
5 0.931 0.57s
6 0.883 0.67s
7 0.854 0.84s

do not perform fine-tuning on the whole structure. Then, the

DBN is the feature learning model, and the sigmoid regression

layer is the prediction model.

IV. EXPERIMENTAL

In this section, we use the Beijing Metro data sample in

2014 to demonstrate the application of the safety prediction

model to a real-world subway.

A. Experiment setting

Model Architecture: For all experiments, there are several

parameters that we have to define for the RT system prediction

model. For simplicity, the number of nodes in each layer is

set to be the same. As the Section III-D said, input vector X
is a seven tuple with seven factors. The input data structure

determines the number of nodes in each layer. Therefore, we

set nodes in layers = 7.

The number of hidden layer is key. The hidden layer’s

number parameter were optimized on the collected data set

and then the best performing setting was used to compute the

MAPE for the test set. We use MAPE to test the effect of the

hidden layer’s number parameter on our model architecture

while keeping the other parameters fixed.

The issue of network size is one of the most typical

problems for NN design. The learning time and the capability

of the particular NN model are highly affected by the network

size parameters. The result is reported in Table I.

Table I shows the MAPE and the training time with varia-

tions of the number of layers. In this experiment, the number of

nodes in each layer is similarly fixed (7 here). The performance

can be improved with the increase in layers from one to five.

The training time show the spatiotemporal complexity of each

model. They almost linearly increase with the increase in

layers. Therefore, we set hidden layer size = 5.

Output we expect is the prediction value of RT system

safety. Since, we employ sigmoid regression in the regression

layer.

Data Sets: A data sample set is used in this study. A group

of data X is collected in a runtime of the train. We collected

600 groups data and counted all kinds of accident, then the

model output is a probability

The input (the feature vector X) in the model is 500 groups

data. The output of the model is the prediction value of RT

system safety with corresponding input. We use the data of

500 groups as the training set and 100 groups as the testing

set.

TABLE II
RAIL TRANSIT SYSTEM SAFETY LEVEL

Level explanation Prediction Value
A very safe 0.90-1.00
B safe basiclly 0.80-0.89
C not safe 0.75-0.79
D dangerous less than 0.75

We model and train the deep architecture in MAT-

LAB2014a. Although deep learning costs a lot in storage and

computation, most of the experiments can be finished in less

than 1h in a single machine with Core i7 central processing

unit, 8-GB memory,

B. Results of DBN

In this section, we investigate the learning and prediction

capabilities of our model. We first give an illustration of the

performance of our approach in Fig.3 The prediction of the

safety and that of the real safety for the 100 groups data in

the testing set are presented in Fig.3, We set the RT system

safety level according to the different probability values. Our

standard is in Table II.

Fig. 3. Prediction of the safety of system and that of the real safety of
system for the 100 groups data.

In Fig.3, Our approach almost follow the fluctuation of the

real result, which means it can predict the safety of RT system

in each case according to input accurately. The prediction of

the RT system safety and that of the real RT system safety can

match very well. It implies that the deep learning is useful in

learning the patterns of a RT system. We computed the error

of prediction and real is between 0.08 to -0.08 and almost of

them are between 0.00 to -0.06. It is an acceptable error and

can not cause to make wrong system safety level.

In conclusion, our prediction model is effective in safety

prediction of RT system. It can imply the complex relation-

ship of a RT system. The advantage of unsupervised feature

learning would make this model easier for application. It

is promising to apply deep learning into more RT research.

Many related RT problems, such as RT induction and RT

management, can employ the deep learning method for better

results.
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V. RELATED WORK

Much research has been focused on the safety prediction

method in recent years.

Our work is similar in spirit to a neural network approach

for railway safety prediction [4]. In this paper, they have

advocated the use of Artificial Neural Networks (ANNs)

architecture to handle the prediction problem of the system

malfunction or equivalently. They also have found out the

best neural network structure and evaluated performances both

in terms of mean squared error and correlation coefficient,

but they only use ANN with two hidden layers due to the

limit of artificial neural networks training algorithm. With the

development of deep learning [6][7], many approaches are

proposed based on it. Our approach provides a model based

on deep learning.

In 2014, W. Huang et al. [10] have proposed a deep

architecture that consists of two parts, i.e., a deep belief

network (DBN) at the bottom and a multitask regression layer

at the top. This is the first paper that applies the deep learning

approach to transportation research. Our approach is inspired

by it and has an application on RT safety prediction.

On a different line of research, H. Z. Huang et al. [2] have

adopted fuzzy fault tree technique in railway traffic system

safety analysis. In addition, in the fuzzy fault-tree model, the

possibility of failure. However, fault tree only can relate to the

basic and top events in each unit with (0,1) state. Jin, L et al.
[3] have proposed a two-grade fuzzy synthetically evaluation

model of RT safety system to evaluate the running safety of

RT. They analyzed the various factors that affected the safety

of RT. Then the indexes of safety evaluation system of RT

were chosen by a conjoint way of integrating the qualitative

and quantitative methods from four parts.

In the area of safety analysis in RT system, Analytical

Hierarchy Process (AHP) is a classic method in safety anal-

ysis engineering. S Huang et al. [5] have presented a new

safety risk assessment methodology for conducting systematic

safety risk assessment using fuzzy reasoning approach (FRA)

and fuzzy analytical hierarchy process (FAHP). This method

can evaluate both qualitative and quantitative risk data and

information associated with railway operation efficiently and

effectively. Z Youpeng et al. [14] have presented a new risk

assessment method for railway signal system using Failure

Mode, Effects and Criticality Analysis (FMECA) and Fuzzy

Analytical Hierarchy Process (FAHP). Although these work

has good result, they are based on subjective judgment, so

they can not guarantee that the calculated value is the ob-

jective value of each factor of the complex system. Unlike

the traditional method, our proposed methodology attempt

to prediction safety from the perspective of objective data

analysis, excluding subjective factors and combining with the

methods of deep learning.

VI. CONCLUSION

In this paper, we have presented a prediction model based

on deep learning for RT safety prediction, which has been

implemented as a DBN. DBN is effective for unsupervised

feature learning. Meanwhile, we have some improvements in

input prediction factors, which are user satisfaction and rare-

event probability.

From experiments on data sets, we demonstrated that our

prediction model has a high accuracy in RT system safety

prediction. Moreover, the two factors we introduced can more

effectively reflect the system safety and improve the prediction

accuracy. It implies that deep learning is not only effective in

neural-related areas such as image and audio recognition. For

other complex systems, it is also useful.

In order to build a better safety prediction model, the train

data sample can be increased and the applicaton in larger-scale

system needs a further study.
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