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Abstract—Aviation image stitching requires real-time 
processing, while traditional key point descriptor generating a 
floating-point feature vector, thus the processing efficiency in 
embedded hardware platform such as DSP, FPGA is not 
satisfactory. Recently ORB feature point is proposed, which has 
binary vector for feature descriptor, it greatly speeds up 
processing procedure for feature extraction and matching. In 
order to calculate the homography matrix between stitching 
sequence robustly, best of 2nd nearest matcher, cross-validation 
and RANSAC estimation are adopted. Registered images still have 
some color deviation in the same pixel position. If the traditional 

-blending method is employed without consideration of the 
position information on the edge of the image, the stitching 
artifacts at image edges which largely affect the visual effects will 
be produced. A position-weighted image fusion algorithm which 
takes the location information of image pixels into consideration is 
also presented in this paper, so the image can be naturally stitched 
and the problem of artifacts is solved. The proposed algorithm is 
insensitive to complex noise presented in input image data. 
Furthermore, we propose a novel parallel framework for image 
stitching based on recent proposed ORB feature descriptor which 
is realized on a multicore DSP platform: TMS320C6678. With the 
implement of the parallel design, computing speed is obviously 
improved and real-time image stitching for airborne embedded 
application is realizable. 

Keywords—image-stitching  ORB  image registration image 

fusion  Parallel computing 

I. INTRODUCTION

The image-stitching has been developed for a long history in 
the area of the computer version and the image processing [1], 
this technology uses multiple image which has the overlap area 
to produce a high resolution panoramic image, which have been 
widely applied in disaster prevention and control, quality 
monitoring, digital entertainment and other fields. Especially in 
the enhancement of the aviation visual, the panoramic images, 
come from the stitch of the aerial images, are used in the aircraft 
cruising, take-off and landing tasks, which gives a lot of help to 
the pilot to understand the information comprehensively. As two 
key steps called parameter estimation and panorama generation 
in the image stitching, parameter estimation step calculates the 
geometric parameters of the image registration based on the 

feature points and the panorama generation step gets the 
naturally stitched image from the registration parameters. 

In the computer vision field, image stitching has been fully 
investigated, and a lot of method has been proposed for different 
applications. These methods often run in general computing 
platforms such as Intel or AMD CPUs, and the platform 
characteristics commonly not considered. But in airborne 
application, we employ some embedded computing platform to 
run our stitching application in nearly real time. The choice of 
the embedded platform is very important as well as a well-
designed stitching algorithm that is suitable for such platform. 

As seen in Fig. 1, the TM320C6678 DSP is a 40-nm-based 
fixed and floating point SoC of TI’s KeyStone architectures, 
integrating eight CorePac C66 cores, each operating at a 
frequency of 1.0 to 1.25 GHz. A single chip performance is 320 
GMACS / 160 GFLOPS with a power consumption of 10W.  Its 
main advantages are as follows: 

1) High-performance and highly integrated.
2) Low power consumption.
3) Multicore and easy communication features.
4) Peripheral scalable large-capacity DDR and multi-core

shared RAM. 

Fig. 1. Architecture of TMS320C6678 
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In this paper, we proposed an ORB feature point based 
method for aerial image stitching.  A position-weighted image 
fusion algorithm which takes the location information of image 
pixels into consideration is also further presented in this paper. 
By using a parallel designing of proposed method on multicore 
DSP platform TMS320C6678, the stitching shows nearly real 
time performance. 

The rest of the paper is organized as follows: Section 2 
presents the related work. Section 3 presents the method of 
feature extraction and mating. Section 4 present our proposed 
algorithm for image fusion. Section 5 present a parallel strategy 
for acceleration we designed. Section 5 shows the realized 
results on TMS320C6678. Finally, conclusion and future work 
are discussed.  

II. R  

Image-stitching based on pixel brightness by optimizing the 
similarity between pixels directly in the early, which matched 
the most similar part between the overlap of the adjacent images. 
Though the method above is accurate in the subpixel level, we 
can get a better result by matching the feature points which 
distribute sparsely in the image in recent research. Firstly, 
angular point or line is stable and can be identified in different 
images. Secondly, as the feature points is sparse in the images 
so that the whole-pixel calculation of the similarity between the 
images is unnecessary and the matching efficiency is increased 
especially which comes to the need for the processing of the 
aerial images. Thirdly, image-stitching algorithm based on 
feature points is insensitive to the geometrical features of 
imaging equipment, it can restore the geometric features of the 
image to some extent even if the imaging parameters such as 
focal length of the camera is changed, which is useful for the 
matching. Last but not least, the algorithm can search the 
matching target automatically without consideration of the 
position information of the images before, so that the panoramic 
image can be stitched from an unordered image sequence. All in 
all, image-stitching algorithm based on the feature points is 
widely used. 

Above all, how to find stable feature points in the images is 
the first step and researchers have been paid a great effort on it. 
Forsner [2] and Harris [3] get the feature points by using 
Gaussian function to convolute local images, so that Hessian 
matrix and image characteristics in gray can be calculated from 
a series of differential Gaussian filter joining algebra operations 
directly. Due to the differentiable characteristics of Gaussian 
function and there is no particular order between convolution 
step and derivation step, a difference step of the image area after 
Gaussian filter is equivalent to the convolution between the 
original image and the Gaussian function after derivation. 

There is usually some rotation relationship between images, 
in order to find a feature which is independent of rotation or 
zoom, Lowe [4] proposed a SIFT feature points, the feature 
vector can be described through gradient histogram formed by 
feature point neighborhood. Hager [5] fit a two-dimensional 
Gaussian kernel, the rotation invariant features are described by 
calculating the weighted features around an area. The feature 
vectors mentioned above are all using floating point Numbers. 
Leutenegger [6] group come up with a simple and effective 

feature called BRISK recently, use a FAST key point detector to 
find some features as alternatives, then feature vectors are 
formed by the binary comparison in a small neighborhood of the 
candidate feature. As binary description only takes a bit of data 
in the computer, this algorithm is simple and efficient.  

As BRISK feature is sensitive to rotation and noise, the scale 
is changed in different images, by define a main direction, 
Rublee [7] proposed a Rotation invariant BRISK feature, called 
ORB, based on pixel block binary comparison instead of pixel 
value comparison in BRISK feature in order to increased ability 
to resist noise. Though the scale-variant problem is still exists in 
ORB, as the scale of the aerial images changes little in general, 
it can meet the demand of image-stitching, so we choose ORB 
method in our paper. 

As the final step in image-stitching, registration error is 
inevitable image fusion, which is caused by the noise, distortion, 
exposure during image registration process. At the same time, 
color and position deviation would be caused by different 
camera which shoot the same scene. In order to solve the 
problems mentioned above, some algorithms are proposed such 
as -blending method, double linear differential method, 
laplacian pyramid method [8] and so on, these methods help to 
smooth the area of the stitching image and make it more natural 
accord to the human oEservation haEit. Į-blending method or the 
improved one are widely used as simple and efficient solution in 
aerial image stitching. Į-blending method is a weighted average 
of the image pixels from two sources. Color deviation in the 
edge of the stitching area would cause artifacts, which affect the 
Tuality of the image fusion. %ased on the Į-blending method, we 
proposed a position-weighted image fusion algorithm which 
takes the location information of image pixels into consideration, 
so the image can be naturally stitched and the problem of 
artifacts is solved. 

III. FEATURE EXTRACTION AND MATCHING 

A. The extraction of ORB feature points 
ORB feature based on the FAST feature to extract the feature 

conform to the requirements, As FAST feature points take 
consideration of the information on the edge of the image and 
are greatly influenced, a Harris filter is necessary. So the 
maximum response feature points are picked out, which have an 
angular feature but not the edge one. 

Firstly, the center of the brightness should be fixed by a pixel 
around the feature point which location in the image is O, define 
the moment of the area around the feature point  

                                                 (1) 

, with the center of the brightness: 

                                                                  (2) 

Construct a vector with the direction from center of the feature 
point O to the center of the brightness C, denoted as OC, define 
the rotation angle in pixel area: 

                                                    (3) 
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Based on the location of the feature point, we construct a 
binary feature string of ORB with the help of the improved 
BRISK feature vector. For instance, a pixel block p with smooth 
processing, define the binary test: 

                                          (4) 

In which p(x) is the brightness of the pixel block at that point, 
then we get the binary feature string, the number of which is n 
bits. 

                                        (5) 

The ORB feature point is training in several test positions 
around pixel block p, the number of the test position is n, where 
the variance of the ORB feature vector reach the highest. In other 
words, these vectors in the feature space is more differential than 
in the other position, make it more valuable to the matching and 
identification. What’s more, consider the rotation between the 
pixel block and the main direction, a rotation of each test 
position is necessary: 

                                                                           (6) 

In which  is the rotation matrix of the main direction, the 
rotation angle is ,  is the test position for the binary pixel 
after rotation. 

The BRISK feature after rotation still have the character of 
binary string, the feature distance in the feature space can be 
represented by Hamming distance, in other words, the distance 
of the feature vector is the number of the different values of the 
position corresponding to the binary string. The calculation of 
the Hamming distance is as simple as an operation bit-by-bit and 
a sum operation, which increase the efficient of the matching for 
feature points. 

B. Matching and registration 
Based on the ORB feature distance between two images in 

the sequence of stitching image, we get the nearest neighbor 
feature points of each feature point, a 2nd nearest neighbor 
feature points of each feature point can be calculated at the same 
time. In order to achieve a better degree of differentiation in 
feature space, we just choose those point whose ratio of the 2nd 
nearest neighbor distance and the nearest neighbor distance is 
large as the reliable matching points. Then we filter the matching 
point in low reliability with the help of cross validation method, 
in other words, we calculate the matching feature of one image 
and calculate the inverse matching feature of another, the 
matching is not credible unless the two matching features are 
both exist.  

As the reliable matching point is found, linear transformation 
[9] relationship between images will be calculated through the 
linear transformation. Let  be the homogeneous 
coordinate of a feature point in one matching image, in which  
is a constant, the coordinate of the matching feature point 
corresponding to the one above is , with the 
homography matrix:  

                                                                            (7) 

where: 

                                                          (8) 

Do the exterior products operation on both images: 

                                                     (9) 

Then we have: 

=0                                      (10) 

Where  is the vector of 
homography matrix in row , the degree of which is 8, formula 
(10) has two constraints (where line 3 is linear correlate with the 
first two lines), so at least 4 pairs of matching points would come 
to the unique solution of homography matrix H. Considerate that 
some mismatching is inevitable, least square method may cause 
a big bias. In this paper, we choose RANSAC to calculate the 
homography matrix H robustly. 

After the homography transformation based on formula (7), 
the pixel from two different images at the same position in the 
overlap area in matching image would cause color deviation, so 
image fusion processing is necessary. 

IV. PARALLEL POSITION-WEIGHTED IMAGE FUSION ALGORITHM 

A. Position-weighted image fusion algorithm 
As shown in Fig.2, image fusion based on two images which 

have already been matched. The color of the pixel in the overlap 
area is defined by the pixel from two images, let the scaling 
factor be . As we all know, the color of the pixel in the overlap 
area should be close to the left image and the same to the other 
side on the right, makes the scaling factor  not a constant, 
which decided by the weighted-position. We should note that the 
edge of the overlap area is always the edge of one image but not 
the other, a constant scaling factor  would cause a trace like 
artifact. 

 
Fig.2 Position-weighted image fusion algorithm 

Define the distance from a point  in the image to the 
left edge of the image, noted as  , the 
nearest distance from p to the left edge of the image is noted as: 

                                         (11) 

Note that there is a Positive correlation between DL and the 
confidence of point p in the left image, in other words, the value 
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of DL will increase as point p come closer to the center of the 
left image which means a high confidence degree from the left 
image and vice versa. Similarly, define the nearest distance from 
a point in the image to the right edge of the image, noted as 

, with a similar confidence degree from the right image. 

Considerate both DL and DR mentioned above, we define 
the factor of the fusion as follows: 

                                                              (12) 

In which , calculate the color-weighted of the 
point p in fusion image from left image. 

Define the pixel value of the point p from the left image and 
the right image respectively as  and , and the 
pixel value of the fusion image at the same point is , in 
which , the pixel value of point p in the 
image after position-weighted as follows  

                  (13) 

V. PARALLEL ACCELERATE STRATEGY 
As the Position-weighted image fusion algorithm above is 

pixel-wise operation, this operation could be sent to multi-cores 
using OpenMP. Thus, this parallel boosting operation is also 
parallel accelerated. Then divide this rectangle into N parts in 
row equally (N is the number of core in CPU). Finally, we give 
the pseudocode of our proposed method in Algorithm 1. 

Algorithm 1. Parallel accelerate algorithm  

Input: Number of Core N, Core Number i, input image x, 
output image y, image height h; 

Step 1: Parallel Feature Exaction  

Divide image into N parts equally. According to the method 
in Section 3(A), do the feature extraction of each part in each 
core to calculate feature points simultaneously. 

Step 2: Parallel Feature Matching  

Divided both the left and right images into N parts equally. 
According to the method in Section 3(B), for instance, match 
each part in the left image to the whole right image, do the 
matching of each part in each core simultaneously. 

Step 3: Parallel Image Fusion 

Note that the shape of the overlap area is not a rectangle 
necessarily, we take the minimum circumscribed rectangle of 
the overlap as our input image. Then divide this input image into 
N parts equally, according to the method in Section 4, all of the 
nearest distance, the factor of the fusion and the pixel value can 
be calculated.  

Output:  The pixel value of each point in the overlap area of 
two images. 

The specific strategy of dividing the image is as follows: 

row_start = (h*i)/N, row_end = (h*(i+1))/N; 

temp (row_start: row_end, :) = row_filter(I(row_start: 
row_end, :)); 

With the implement of the parallel design, computing speed 
is obviously improved and real-time image stitching for airborne 
embedded application is realizable. The specific results are 
shown and discussed in the next Section. 

VI. EXPERIMENTAL RESULTS 

A. Figures and Tables 
According to the implementation framework of parallel 

image detail enhancement on TMS320C6678, we can verify the 
proposed algorithm. This framework of video processing board 
based on TMS320C6678 is shown in Fig. 1. All methods are 
implemented with C++ and OpenMP programming languages.  

Fig.3 shows the stitching result of aerial image sequence in 
different brightness, matching by the ORB feature method then 
optimized by several robust algorithm (such as best of 2nd 
nearest matcher, cross-validation and so on), the final matching 
result is shown in Fig.3(c). 

    
 

a Left-side Image                   b Right-side Image 
 

 
 

c Result of Image Matching 
Fig. 3 Result for feather matching 

After the registration process, the result of Į-blending 
method and position-weighted method we propose for image 
fusion are as follows, we can obviously find the artifact on the 
edge of the overlap in Į-blending method but not in ours. 
Thanks to the position-weighted algorithm, the image can be 
naturally stitched, the final result for image fusion as shown in 
Fig.4 

 
a Į-blending method 
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   b Position-weighted method 

Fig. 4 Result of image fusion 

We apply our method in DSP platform using different image 
resolutions. The total time costs using 8 cores in 1024*768 and 
720*576 resolution are 55.3ms and 28.9ms respectively. The real-
time performance is proved in lower 720*576 resolution. 

Table 1. shows the multi-core processing time and 
acceleration ratios. 1024*768 and 720*576 resolution images 
are listed in the table. The acceleration ratio is nearly linear to 
number of cores. Therefore, it’s proved that all steps of Position-
weighted image fusion algorithm are exactly parallel. 

TABLE I.  ACCELERATION RATIOS FOR DIFFERENT NUMBER OF CORES 
WITH DIFFERENT RESOLUTIONS 

Number 
of 

Cores 

1024*768 720*576 
Processing 
Time (ms) 

Acceleration 
Ratios 

Processing 
Time (ms) 

Acceleration 
Ratios 

1 368.2 1.00 192.6 1.00 
4 98.4 3.47 53.1 3.62 
8 55.3 6.66 28.9 6.66 

VII. CONCLUSION 
This paper proposed an accurate and efficient algorithm for 

aerial image stitching based on the ORB feature point, to well 
eliminate the artifact of the stitching on the edge of the matching 
images. Then we gave out a parallel strategy realized on the TI’s 

latest multicore DSP platform: TMS320C6678 to accelerate the 
algorithm above. Experimental results show that even for 
720*576 resolution images, the processing time is below 30ms, 
which fulfilling the real-time application requirements, 
especially for airborne embedded application. Our method is 
insensitive to complex noise presented in input image data and 
proved to be a stable and efficient algorithm for image stitching 
and can be widely applied in airborne application field  

ACKNOWLEDGMENT 
This work was supported by the AVIC Technology I 

novation Foundation under Grant No.2014D63130R and the 
Aviation Science Foundation under Grant No.2014ZC31004. 

REFERENCES 
[1] R.Szeliski, Image alignment and stitching: A tutorial[J]. Foundations and 

Trends in Computer Graphics and Vision, 2006, 2(1): 1-104. 
[2] W.A.Forstner, feature based correspondence algorithm for image 

matching [J]. International Archives of Photogrammetry and Remote 
Sensing, 1986, 26(3): 150-166. 

[3] C.Harris, M.A.Stephens, combined corner and edge detector [C]// Alvey 
vision conference, 1988: 15-50. 

[4] D.G.Lower, Distinctive image features form scale-invariant keypoints[J]. 
International journal of computer vision, 2004, 60(2): 91-110. 

[5] G.D.Hager, P.N.Belhumeur, Efficient region tracking with parametric 
models of geometry and illumination[J]. Pattern Analysis and Machine 
Intelligence, IEEE Transactions on, 1998, 20(10): 1025-1039. 

[6] S.Leutenegger, M.Chli, R.Y.Siegwart, BRISK Binary robust invariant 
scalable keypoints [C]// Computer Vision(ICCV), 2011 IEEE 
International Conference on. IEEE, 2011: 2548-2555. 

[7] E.Rublee, V.Rabaud, K.Konolige K, et al. ORB: an efficient alternative 
to SIFT or SURF [C]// Computer Vision(ICCV), 2011 IEEE International 
Conference on. IEEE, 2011: 2564-2571. 

[8] Xiangmin Zhao, Liming She. An Automatic and Robust Image Mosaic 
Algorithm[J]. Journal of Image and Graphics(Chinese), 2004, 9(4): 417-
422. 

[9] R.Hartley, A.Zisserman, Multiple view geometry in computer vision [M]. 
Cambridge: Cambridge University Press, 2000 

 

773



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


