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Abstract—Link prediction is to calculate the probability of a 

potential link between a pair of unlinked nodes in the future. It 

has significance value in both theoretical and practical. The 

similarity of two nodes in the networks is an essential factor to 

determine the probability of a potential link between them. One 

of the important methods with the similarity of two nodes is to 

consider common neighbors of two nodes. However, the number 

of common neighbors only describes a kind of quantitative 

relationship without taking into account the topology of given 

networks and the information of local structure which consist of 

a pair of nodes and their common neighbors. Therefore, we 

introduce the concept of the degrees of nodes and the idea of 

community structure and propose a new similarity index, namely, 

local affinity structure(LAS). The LAS method describes the 

closeness of a pair of nodes and their common neighbors. We 

evaluated LAS on twelve different networks compared with other 

three similarity based indexes which consider the degree of nodes. 

From the experimental results, our method shows obvious 

superiority in improving the accuracy of link prediction. 

Keywords—link prediction, common neighbors, degrees of 

nodes, community structure 

I. INTRODUCTION 

Link prediction builds a bridge between complex networks 
and information science which deals with the prediction and 
restoration of missing information. In the study of complex 
networks, many of the networks which can be observed are 
incomplete, and there are still parts of networks’ properties 
unknown. Link prediction is researched to fill the missing links 
and identify the spurious link, etc. by calculating the possibility 
of missing links between a pair of nodes using the information 
of nodes and the structure of networks. There are various 

methods to solve this predicting problem and the data in the 
networks can be depicted in different ways. In computer 
science, the main approach based on the Markov chains and 
machine learning. Sarukkai applied Markov chains to predict 
the links and analysis paths of the networks [1]. Then Zhu 
extended the link prediction method based on Markov chains to 
the prediction of WWW networks [2]. The accuracy of link 
prediction by using the information of nodes properties and 
other external information, nevertheless, it is difficult to get 
these information, sometimes, impossible. Compared with 
properties of nodes, it is easier to obtain more reliable 
information of the structure of networks. Recently, more and 
more attention has been paid to the structure of networks to 
predict the unknown links. The methods of link prediction 
which based on the topological structure of networks can be 
classified into two categories: similarity-based algorithms and 
maximum likelihood estimation based methods. Similarity-
based algorithms can achieve high precision in most networks 
and have a linear time complexity. The main drawbacks are that 
this kind of algorithms cannot make a fully use of the 
information of networks and deeper structures of networks 
cannot be found. The maximum likelihood estimation based 
methods can discover the hidden structures of networks such as 
hierarchical structure model and stochastic block model. 
However, the computational complexity prevents this kind of 
methods from being widely used. 

The similarity-based algorithms include various indices, 
Local similarity indices, such as CN, Salton Index, Jaccard 
Index, Sørensen Index, RA [3- 7], Global similarity indices, 
such as Katz, SimRank [8, 9], and Quasi-local indices, such as 
Local Path and Local Random Walk [10, 11]. Local similarity 
indices only consider direct neighbor information. These 
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indices can achieve high precision in most networks and have a 
linear time complexity when calculating the similarity score for 
every possible link. So, local methods are still good candidates 
for solving link prediction problem in large networks. However, 
in this kind of algorithms, the original method only consider the 
quantitative relationship among a pair of nodes and their 
common neighbors but not the structural relationship among 
them. 

In this paper, considering the deficiency of common 
neighbor algorithm, we proposed an approach that combines the 
similarity of two nodes and local information. We used the 
neighborhood information of a pair of nodes to predict the 
potential link between them and then combined this link 
prediction approach with local information of the two given 
nodes. We tested our method with real-world data sets. The 
results showed that this approach could improve the accuracy of 
predicting unknown links. 

II. LINK PREDICTION METHODS 

A. Link prediction 

In the real world, we would abstract some entities and some 
sorts of phenomenon into objects (nodes).Their relationships 
can be described as connected links. Therefore, a complex 
network is one of complex systems which contain many objects 
and relationships between them. For any real-world network, 
we can get observed network. However, most of the complex 
networks are sparse, which means there are many missing links 
in the observed networks. These missing links can be divided 
into two categories: 1) links exist but not observed, 2) links 
should exist or will occur in the future. So, the goal of predicting 
missing links is to calculate the probability of potential links 
between two unlinked nodes in the future by analyzing the 
information of nodes and links in the observed networks [12, 
13]. 

Here we provide some description of networks. Any given 
networks can be denoted by G = (V, E), V and E represents the 
set of nodes and links in the networks, respectively. For any 
nodes x and y belonging to V, there are 

: The set of neighbor of node  
: Common neighbors of nodes  and . 

: The degree of node . 

B. Similarity index considering the degrees of nodes 

Salton index [4] - Salton index is defined as: 

 

Jaccard index [5] - This index was proposed by Jaccard over 
a hundred years ago, which is defined as: 

 

Sørensen index [6] - This index is mainly used for ecological 
community data, which is defined as: 

 

III. LOCAL AFFINITY STRUCTURE INDEX 

Our method motivated by the algorithms illustrated above 
only consider the quantitative relationship among a pair of 
nodes and their common neighbors but not the structural 
relationship among them. Community structure is one of the 
topological characteristics of complex networks. The 
characteristics of community structure represent that there are 
more links within one community than the amount of links 
among different communities. A given network can be made up 
of some different communities. By analyzing the structure of 
the community, it can reveal the structure of function modules 
of the networks and characterize some important properties of 
the networks. Accordingly, we introduce the idea of community 
structure into link prediction and improve the similarity index 
between two nodes. Based on the idea of community structure, 
the similarity of any pair of nodes in the networks is related to 
the density of the local structure. The more affinity of two nodes 
and their common neighbor, the higher probability of potential 
link between the two nodes. By analyzing the affinity 
relationship of local structure which includes any two nodes and 
their common neighbors, we define a new link prediction 
method. 

Here, we provide an example to introduce the idea of our 
algorithm. Suppose we are analyzing social networks and 
predicting potential friendship between two individuals. 
Assume that individuals a, b and c are newcomer of a football 
club. a and b has three common neighbors in this club, as well 
as b and c. a is reserved, so he have limited friends. On the 
contrary, c loves sports, and not only joins the football club but 
also joins the basketball club and swimming club. So we can 
say that a and b has a more affinity relationship than b and c, no 
matter that the number of common neighbors of a and b and b 
and c is same, or not. The possibility of potential friendship 
between a and b is greater than b and c. 
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Fig.1. A simple network to illustrate LAS index 

 
 

As shown in Fig.1, the degree of nodes a and b is 4, and the 
degree of node c is 8. Also, the number of the common 
neighbors of nodes a and b and nodes b and c are 3. We need to 
determine which link, between nodes a and b or between nodes 
b and c, is more likely to appear in the future. Hereby, we use 
the concept of degree of nodes and the idea of community 
structure. The ratio of the number of common neighbors and 
degree of nodes a is 3/4, correspondingly, this ratio is 3/8 for 
node c. The ratio for node a is greater than the ratio for node c. 
So, the relationships between nodes a and b and their common 
neighbors are closer; they have a more affinity local structure, 
furthermore, nodes a and b may locate in the same community 
structure. The neighbor nodes of node c except the common 
neighbors for nodes b and c may have a greater attractiveness 
for node c, the relationship for them may be closer. Based on 
the analysis above, it is more likely that the node a and node b 
will be connected with each other in the future.  

Based on the idea above, any two nodes x, y and their 
common neighbors of one network, we define the following 
local affinity structure (LAS) index as: 

 

Obviously, LAS index depicts the affinity relationship of a 
pair of nodes and their common neighbors. 

IV. EXPERIMENT 

A. Evaluation method 
To verify the algorithm, we should divide the set  into 

two parts: training set and test set . It is clearly that
and . In this paper, AUC (area under the 

receiver operating characteristic curve) is adopted to measure 
the accuracy of link prediction algorithm [14]. When verifying 
a given prediction algorithm, the unknown links of the network 

were divided into two parts: non-existed links and the links used 
for test. The algorithm calculates a score for each link. 
Therefore, AUC can be interpreted as the probability that the 
score of a link in the test set is higher than a non-existed link. 
These two links are randomly selected. That is, each randomly 
selected link in the test set is compared to a randomly selected 
non-existed link. The AUC is defined as: 

 

Where denotes the times that a link in the test set has a 
higher score than a non-existing link and  denotes the times 
that both have the same score. For the definition of AUC, the 
value of AUC ranges from 0.5 to 1. Higher of the value of the 
AUC, better the method performed. 
B. Data sets of real-world networks 

a) Celegan [15]: the neural networks of C. elegans.  
b) Karate [16]: the social relationship networks of 34 

members of a karate club. 
c) Lesmis [17]: the relationship networks of characters in 

Les Miserable 
d) Netscience [18]: the networks of co-authorship of the 

study of complex networks. 
e) Dolphins[19]:a social network of frequent associations 

between 62 dolphins. 
f) Polbooks [20]: a network of books about US politics 

published in 2004. 
g) Metabolic [21]: metabolic network of C.elegans. 
h) Polblogs [22]: a network of hyperlinks between 

weblogs on US politics, recorded in 2005. 
i) Football [23]: a network of American football games. 
j) Hep [24]: network of coauthor ships between scientists 

posting preprints on the High-Energy Theory E-Print.  
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Fig.2. Comparison of AUC for different methods with each networks 
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TABLE I. THE TOPOLOGICAL FEATURES OF THE TEN NETWORKS 

C. Experiments on real-world networks 
In this part, twelve real-world networks were used to 

evaluate our method. In the experiments the test set fraction  
ranges from 0.5 to 0.9, and the interval was set to be 0.1. The 
results are shown in Fig. 2 by AUC values with each data set. In 
each graph in Fig. 2, we compared the AUC of our method with 
other three similarity indexes which are considered the degrees 
of nodes in the networks. It is obvious that the accuracy of our 
method is higher in all these networks when applied to 
predicting missing links. The reason is that it is more likely to 
have a link between two nodes in a more compact local 
structure. Consequently, the accuracy of link prediction has 
improved to some extent by our method. 

Compared the results of experiments on twelve networks, 
the networks which has a higher average clustering coefficient, 
the performance of AUC on it is better. Clustering coefficient can 

reflect the density of triangles within a local network environment. 
The basic idea of our method is that more affinity of two nodes, 
the more likely there has a link between them. The higher the 

clustering coefficient of the networks, the higher the accuracy 
of link prediction. 

Also, we find that for some networks that the clustering 
coefficient are not very large, our method still has a good 
performance. For instance, the clustering coefficient of Hep is 
only 0.636, however, during the experiment, we found that the 
modularity of Hep is high which means the Hep has clear 
community structure. As a result, there had a good accuracy of 
prediction on Hep. The reason for this phenomenon is that a 
more compact local structure compensates for the loosening of 
the global structure in some extent. Also proves the validity of 
the idea of community structure that we introduced to our 
method. 

Moreover, for a large network with more nodes and links, 
even if the clustering coefficient is not large and it does not have 
clear community structure, it has a good prediction accuracy. 
That is because more nodes and links can provide us with more 
information, in contrast to the sparse network, and a better 
performance. 

Finally, from Fig.2, the value of AUC decreases fast with the 
increase of the fraction of missing links, which means that the 
ratio of training set decreased. With the increase of the fraction 
of missing links, the part of the networks which used to predict 
shows limited properties of the networks, such as common 
neighbors of a pair of nodes and the existed relationship 
between nodes. So the less the data of training set, the lower the 
accuracy of link prediction. 

V. CONCLUSION 

Link prediction is an important research area in the complex 
networks; it has a strong application foreground. The 
community structure of networks is which internal structure is 

Network V E Average  

Degree 

Average Clustering 

coefficient 

Adjnoun 

Celegan 

Polblogs 

Football 

Polbooks 

Karate 

Hep 

Metabolic 

Usair 

Netscience 

112 

297 

1490 

115 

105 

34 

8361 

453 

332 

1589 

425     

2345 

19090 

613 

441 

78 

15751 

4596 

2126 

2742  

7.589 

14.465 

25.642 

10.661 

8.4 

4.588 

3.768 

20.291 

12.807 

3.451 

0.190 

0.308 

0.360 

0.403 

0.488 

0.588 

0.636 

0.655 

0.749 

0.878 
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high compacted and external connection is relatively sparse. 
The higher clustering coefficient of networks, the higher the 
clustering degree of the networks. LAS index depicts the 
affinity of nodes x and y and their common neighbors, so LAS 
index has a better performance in the networks which has a 
higher clustering coefficient. Simulation experiments were 
carried on twelve real-world networks with different clustering 
coefficient showed that our analysis was reasonable. 
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