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Privacy-Aware Human Activity Recognition From  
a Wearable Camera
Highlights From the IEEE Video and Image Processing Cup 2019 Student Competition

T he Video and Image Processing (VIP) 
Cup is a student competition that 
takes place each year at the IEEE 

International Conference on Image 
Processing. Undergraduate students 
are encouraged to form teams to work 
on a specific challenge, which, for the 
2019 IEEE VIP Cup, focused on video 
processing from a chest-mounted cam-
era for the privacy-aware recognition 
of activities of the wearer.

The motivation behind this chal-
lenge is the increasing use of wearable 
cameras to collect first-person videos 
(FPVs) that can be used for the recogni-
tion of activities at home, in the work-
place, and during sporting activities  
[1], [2]. FPV activity recognition has 
important applications, which include 
assisted living, activity tracking, and life 
logging. The main challenges of FPV 
activity recognition are the presence 
of outlier motions (for example, other 
people captured by the camera), motion 
blur, illumination changes, and self-
occlusions [1]–[3]. Moreover, as videos 
captured by body cameras may leak 
sensitive/confidential information about 
individuals (e.g., bank details), the 2019 
IEEE VIP Cup encouraged the design 
of privacy-enhancing solutions that pro-
tect privacy but are not detrimental to 
the activity recognition performance. 
An annotated data set of activities from 
several subjects (see http://www.eecs 

.qmul.ac.uk /~andrea /f pvo)  a nd  a 
so-called Getting Started code (see 
https://github.com/girmaw/VIPCUP) 
were provided [4].

In this article, we present an over-
view of the 2019 IEEE VIP Cup ex
perience including the competition 
setup, the teams, and their technical 
approaches. Finally, we share the expe-
rience along with feedback obtained 
from the finalists.

Tasks, resources, and  
evaluation criteria
The 2019 IEEE VIP Cup focused on the 
recognition of 18 activities (see Table 1) 
in videos captured by a chest-mounted 
body camera and, through appropriate 

data transformations, on the preserva-
tion of the privacy of the wearer and of 
subjects captured by the camera. The 
tasks were:

■■ Task 1: Activity recognition from raw 
body camera videos

■■ Task 2: Privacy protection in body 
camera videos

■■ Task 3: Activity recognition from 
privacy-protected (transformed) 
body camera videos to evaluate the 
effectiveness of the privacy pro-
tecting methods in maintaining the 
discriminating characteristics for 
recognition of the activities.
The “Getting Started” code was 

provided, which implements optical 
flow-based [2] and centroid-based [3] 
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Table 1. A definition of activities considered in the IEEE VIP Cup 2019.

Activity Label Definition 
Walking Walk Walking naturally 
Chatting Chat Chatting with another person 
Shaking hands Shake Shaking hands with another person 
Reading from paper Paper Reading a printed document 
Reading from screen Read Reading from a computer screen 
Smartphone surfing Mobile Navigating smartphone apps 
Typesetting Typeset Typesetting using a computer keyboard 
Printing Print Taking out a printed document from a printer 
Stapling Staple Stapling paper sheets using a stapler 
Writing on paper Write Handwriting using a pen or a pencil 
Writing on a board Whiteboard Writing on a whiteboard using a marker 
Cleaning a board Clean Cleaning a whiteboard using a duster 
Operating a machine Machine Placing an order at a vending machine 
Taking Take Taking a bottle or can out of a vending machine
Drinking Drink Drinking from a bottle, a can, or a cup 
Microwave heating Microwave Using a microwave oven 
Washing Wash Washing hands in a sink 
Drying Dry Using an electric hand dryer 
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feature extraction from the videos and 
classification of activities using support 
vector machines (SVMs) and k-nearest 
neighbors classifiers.

The first training and validation data 
sets were collected with a chest-mount-
ed GoPro Hero3+ camera with a 1,280 
× 720 pixels resolution at 30 frames/s 
(Figure 1). Nine male and three female 
subjects participated in the data collec-
tion. Each subject recorded a video of 
approximately 15 min on average, result-
ing in a total of 3 h of videos. Teams were 
evaluated in two rounds on two data sets 
containing the same set of activities that 
appeared in the first training and valida-
tion data set, but with videos recorded in 

new scenes and with five new subjects 
for each data set (videos recorded in this 
different office environment were pro-
vided as an additional training data set). 
The three best-scoring teams (finalists) 
were selected in the first round using test 
data set 1, whereas test data set 2 was 
used to rank the finalists and determine 
the winner on the final day of the 2019 
IEEE VIP Cup.

The classification performance was 
evaluated using precision (P), recall (R), 
and the F1-score (F) for each activity and 
their average (and standard deviation) 
across all of the activities. The activity 
recognition F-score was calculated on 
the original video data (i.e., before pri-

vacy protection is applied), on the priva-
cy-protected video data across all of the 
activities, and was also used to rank the 
teams for task 1 and task 3. Task 2 was 
instead evaluated based on the effective-
ness of the automated privacy-preserving 
technique(s) employed. A privacy-pre-
serving technique was considered effec-
tive if it could conceal (from a classifier 
or a human observer) privacy-sensitive 
information in the videos, such as, for 
example, the face of a person or the con-
tent of a computer screen which may 
expose login credentials. Two indepen-
dent observers ranked the effectiveness 
and distortion of the protected video 
content on a five-category scale: 1) no 

(a)

(b)

(c)

(d)

(e)

FIGURE 1. The keyframes of activities from sample videos in the first training and testing data sets: (a) typeset, print, staple, and paper; (b) read, clean, 
whiteboard, and write; (c) machine, take, open, and drink; (d) mobile, microwave, wash and dry; (e) chat, shake, wave, and walk.
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protection when needed (score: 0) 2) 
effective but disturbing protection (score: 
0.25) 3) effective but distracting protec-
tion (score: 0.5) 4) effective, noticeable 
but not distracting protection (score: 0.75) 
5) effective and not noticeable protec-
tion (score: 1). 

The overall score was the average of 
the F-scores for task 1 and task 3 and the 
privacy score of task 2. Moreover, up to 
an additional 0.3 score bonus was avail-
able for the ranking of the three finalists 
based on the quality of the presentation 
and on the applicability of the method 
used by a team.

The finalists
The finalist teams of the 2019 IEEE 
VIP Cup (see Figure 2) and their final 
ranking were:

Team PolyUTS (First place)
■■ Affiliations: University of Technology 

Sydney, The Hong Kong Polytechnic 
University

■■ Students: Hayden Crain, Alex Young, 
Van Khai Do, Nirosh Rambukkana, 
Tianqi Wen, Jichen Zhang, Zihang 
Lyu, Yifei Fan, Chris Lee, and 
Evan Cheng

■■ Mentor: Rui Zhao
■■ Supervisor: Sean He
■■ Technical approach: STANet [5] spa-

tial temporal attention reasoning and 
classifier misleader via private-fast 
gradient sign method (P-FGSM) [6].

Team Ravenclaw (Second place)
■■ Affiliation: Bangladesh University of 

Engineering and Technology
■■ Students: Sheikh Asif Imran Shouborno, 

Md. Tariqul Islam, K.M. Naimul 
Hassan, Md. Mushfiqur Rahman, 
and Md. Farhan Shadiq

■■ Supervisor: Mohammad Ariful 
Haque

■■ Technical approach: Convolutional 
neural network (CNN)-based feature 
extraction [7], with multilayer percep-
trons (MLPs), SVM classification, 
and object-detection (YOLOv3 [8]) 
with template matching and blurring.

Team Synapticans (Third place)
■■ Affiliation: Bangladesh University of 

Engineering and Technology
■■ Students: Partho Ghosh, Md. Abrar 

Istiak Akib, Asif Shahriyar Sushmit, 
Ahsan Habib Akash, Ridwan Abrar, 
Nayeeb Rashid, and Ankan Ghosh 
Dastider

■■ Supervisor: Taufiq Hasan
■■ Technical approach: Recurrent neu-

ral networks (RNNs) ensemble [9] 
(attention module) and Mask R-CNN 
[10] to identify and blur sensitive 
(recognizable) parts of a video.

Technical highlights
For the classification of the activities, 
both handcrafted features (mainly derived 
from the optical flow) and features ex
tracted from hidden layers of existing 

deep neural networks were employed. 
Inception [11], DenseNet [12], and 
ResNet [13] architectures were consid-
ered to extract deep features. Different 
classifiers based on SVMs [14], MLPs 
[15], and RNNs [16] were used. To exploit 
discriminative information available 
in specific spatiotemporal instances, 
attention mechanisms were also applied 
[17], [18]. Ensembles of different models 
were also used to improve the perfor-
mance of individual models. As for the 
training process, a variety of data aug-
mentation techniques were employed, 
such as rotating, mirroring, and varying 
image resolution. Furthermore, Mixup 
[19] was employed, which takes differ-
ent classes into account during the gen-
eration of an augmented sample, thus 
reducing the instability and improving 
generalizability of the model for practi-
cal problems.

Similarly, a variety of techniques were 
applied for the privacy-protection task. 
These methods can be broadly classi-
fied as blurring/masking [8], [10] and 
adversarial [6]. Blurring involves the 
detection of sensitive objects, such as a 
computer screen using YOLOv3 [8] and 
blurring or masking the detected region 
(see Figure 3). Postprocessing tech-
niques, such as erosion, were applied to 
smooth the edge of the mask. Adver-
sarial protection involves adding noise, 
such as using P-FGSM [6], to mislead 
a classifier.

(a) (b) (c)

FIGURE 2. The members of the three finalist teams from the 2019 VIP Cup: (a) first place, the PolyUTS Team; (b) second place, the Ravenclaw Team; and (c) third 
place, the Synapticans Team.
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Finally, the methods were also eval
uated in terms of execution time on 
a randomly selected 5-s video (see 
Table 2). The major difference in pro-
cessing time is due to the privacy 
protection task for which the detec-
tion and blurring of sensitive objects is 
more time-consuming than the adver-
sarial approach.

Summary of the 2019 VIP  
Cup experience
The teams gave very informative and 
well-organized presentations of their 
work on the final day. As for their 
experience with the VIP Cup, Fan 
Yifei found that “ the competit ion 
gave a practical example to under-
stand different network architectures 
for a specific application as well as 
the how computation improvements 
may need to be made for real world 
applications, in this case leading us 
to explore further the accelerations 
provided by Tensorflow.” Abrar Istiak 
Akib observed that “the competition 
was the first signal processing problem 
we’d attempted with videos, as previ-
ous work in the team had been with 
static images. Using video was a whole 
new problem while we found task 2 to 
be especially novel in this case.” Rui 
Zhao remarked that “Task 2 was cer-

tainly the most challenging; reading a 
paper from the organizers gave clarity 
for the team on how to mislead a clas-
sifier and served as a good starting 
point.” Moreover, Naimul Hassan com-
mented that “we found the competition 
pushed us outside of our lecture mate-
rial, being an extracurricular activity to 
our studies of between 10–15 h a week, 
online resources helped us to acceler-
ate development while we were able to 
use a dedicated PC as hardware for the 
team.” As a final remark, Mushfiqur 
Rahman affirmed that “it was a great 
experience and platform to learn new 
things and apply these to real world 
problems, while I’m also inspired to 
continue to participate in these types of 
competitions.”
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FIGURE 3. A sample privacy-protected frame: (a) Team PolyUTS using an imperceptible adversarial approach [6], and Team Ravenclaw (b) and Team 
Synapticans (c) using blurring techniques [10].

Table 2. The time elapsed (in seconds) for 
each task for a sample video of 5-s.

Team Task 1/3 Task 2 
PolyUTS 30.31 32.67 
Ravenclaw 47.25 649.16 
Synapticans 94.42 1,868.34
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