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Beamforming is a signal processing technique to steer, shape, 
and focus an electromagnetic (EM) wave using an array 
of sensors toward a desired direction. It has been used in 

many engineering applications, such as radar, sonar, acoustics, 
astronomy, seismology, medical imaging, and communications. 
With the advent of multiantenna technologies in, say, radar and 
communication, there has been a great interest in designing 
beamformers by exploiting convex or nonconvex optimization 
methods. Recently, machine learning (ML) is also leveraged for 
obtaining attractive solutions to more complex beamforming 
scenarios. This article captures the evolution of beamforming 
in the last 25 years from convex to nonconvex optimization and 
optimization to learning approaches. It provides a glimpse into 
these important signal processing algorithms for a variety of 
transmit–receive architectures, propagation zones, propagation 
paths, and multidisciplinary applications.

Introduction
Beamforming is ubiquitous and essential to a multitude of ar-
ray processing applications, such as radar, sonar, acoustics, 
astronomy, seismology, ultrasound, and communications [1]. 
Recent advances in mobile communications, usage of large 
arrays, high-frequency sensors, near-field signal recovery, and 
smart radio environments open up interesting and novel signal 
processing problems in beamforming. These applications are 
driving the need for higher robustness, flexible deployment, 
and low complexity in beamforming algorithms and an em-
phasis on advanced signal processing that should be tailored 
for emerging application-specific requirements.

Early experiments with beamforming could be traced 
back to Guglielmo Marconi, who used a circular array with 
four antennas to improve the gain of trans-Atlantic Morse 
code transmission in 1901 [2]. A similar early demonstra-
tion of gains provided by a phased array to direct radio waves 
was in 1905 by Karl Ferdinand Braun, who shared the Nobel 
Prize in Physics with Marconi in 1909 for their contributions 
to wireless telegraphy [3]. In the 1940s, antenna diversity as a 
technique to overcome fading was developed for phased array 
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radars and radio astronomy [4]. By the 1950s–1960s, with the 
development of phased arrays for sonars, the steering of signals 
with antenna arrays was no longer restricted to EM waves [5].

Adaptive beamforming [6], [7] emerged in the late 1960s, 
wherein a processor at the antenna back end updates and com-
pensates the array weights. In particular, Bernard Widrow intro-
duced the least mean square algorithm to update the weights at 
every iteration by estimating the gradient of the mean-square 
error (MSE) between the desired and received signals [7]. Sub-
sequently, J. Capon proposed selecting the weight vectors, or 
beamformers, to minimize the array output power. The Capon 
beamformer is subjected to the linear constraint that the signal 
of interest (SoI) does not suffer from any 
distortion, e.g., direction mismatch, signal 
fading, local scattering, etc. [6], [8]. Hence, 
this technique is also usually referred to as 
the minimum variance (MV) distortionless 
response (MVDR) beamforming.

The performance of the Capon beam-
former strongly depends on the knowledge 
of the SoI, which is imprecise in practice 
because of the differences between the 
assumed and true array responses. The beamforming per-
formance is usually measured by the signal-to-interference-
plus-noise ratio (SINR). This may severely degrade even in 
the presence of small errors or mismatches in the steering 
vector [8]. In the past, numerous approaches were proposed 
to improve the robustness against errors/mismatches in the 
look direction [9], [10]; array manifold [11]; and local scatter-
ing [12]. These techniques were limited to only the specific 
mismatch they treat [13], thereby giving rise to early gen-
eralization of robust beamforming approaches, such as the 
sample matrix inversion (SMI) algorithm [14], robust Capon 
beamforming [15], eigenspace-based beamformer [16], worst 
case performance optimization [13], and general-rank beam-
former [17], [18].

In the late 1990s and early 2000s, significant progress was 
made toward robust beamformer design by exploiting convex 
optimization [19]. These methods typically consider minimiz-
ing the effect of mismatches in the array-steering vectors and 
the look direction based on the worst case performance opti-
mization [13], [15], [20]. Here, the optimization problem is cast 
as a second-order cone (SOC) program and efficiently solved 
by interior-point methods. It may also be desirable to design a 
robust MVDR beamformer by including the uncertainty in the 
array manifold via an ellipsoid or a sphere model for a particu-
lar look direction [15], [20].

During the late 2000s, certain applications of beamform-
ing that have nonconvex objective functions or constraints 
gained salience. These included robust adaptive beamforming 
with additional constraints related to the positive semidefinite-
ness (PSD) of the signal covariance matrix [18], norm of the 
steering vectors [21], [22], [23], [24], and stochastic distortion-
less response [25], [26]; multicast transmit beamforming [27]; 
and hybrid (analog/digital) beamforming [28]. The solution 
to these nonconvex optimization problems usually requires 

recasting the problem into a tractable form through the use of, 
for example, semidefinite relaxation (SDR), compressed sens-
ing (CS) [28], and alternating optimization [19]. Solving for 
beamforming weights is generally considered as a continuous 
optimization problem. However, there is a smaller body of lit-
erature [29], [30] on discrete/combinatorial techniques. Here, 
the beamforming weights are selected from a set of exponen-
tials with discretized angles.

In the last decade, with the advent of new cellular com-
munications technologies, beamforming has been extensively 
investigated for multiantenna systems [28]. The 4G networks 
(2009 to present) operating at 2.2–4.9 GHz use up to 32 anten-

nas in a multiple-input, multiple-output 
(MIMO) configuration. The 5G systems 
(2019 to present) offer support for larger 
antenna arrays as well as communication 
at frequencies above 24 GHz. Support for 
larger arrays is essential in millimeter-wave 
(mm-wave) systems to overcome shrinking 
antenna sizes [31]. To reduce the hardware, 
cost, power, and area in mm-wave massive 
MIMO systems, hybrid (analog and digital) 

beamforming has been introduced [28], [31]. Unlike a conven-
tional digital beamformer employing a single radio-frequen-
cy (RF) chain dedicated to each antenna, hybrid approaches 
employ a few (large) RF chains (analog components, e.g., phase 
shifters) to reduce the hardware cost. The hybrid beamformer 
design is also nonconvex because of the unit-modulus con-
straint owing to the use of phase shifters in the analog beam-
formers. This problem has been addressed through techniques 
such as sparse matrix reconstruction via CS [28], optimization 
over Riemannian manifolds [32], phase extraction [33], and 
Gram–Schmidt orthogonalization [34].

Very recently, data-driven methods, such as ML, have 
been leveraged to obtain beamformers. ML is a subset of 
artificial intelligence (AI) that allows neural networks (NNs) 
to learn directly from precedents, data, and examples without 
being explicitly programmed. Many beamformers involve 
nonlinear operations. In this context, NNs are particularly 
attractive because they successfully approximate nonlinear 
functions or predict the class of a function that is divided by a 
nonlinear decision boundary. Compared to the model-based 
techniques, ML has lower posttraining computational com-
plexity, expedited design procedure, and robustness against 
imperfections/mismatches [35], [36], [37]. The ML-based 
hybrid beamforming is also envisioned as a key to realize 
massive MIMO architectures beyond 5G communications 
[38], such as 6G systems operating at terahertz (THz) bands. 
This is largely because ML is helpful in processing copious 
amounts of antenna array data generated by massive MIMO 
systems employed at higher frequencies.

To shed light on the evolution of beamforming tech-
niques, this article presents an overview of the aforemen-
tioned approaches while focusing on major breakthroughs 
during the last 25 years. Specifically, the article aims at 1) 
highlighting the two significant leaps in this research, i.e., 
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convex to nonconvex optimization, and optimization- to 
learning-based beamforming; 2) depicting in detail the ana-
lytical background and the relevance of signal processing 
tools for beamforming; and 3) introducing the major chal-
lenges and emerging signal processing applications of beam-
forming. Figure 1 summarizes some important classes of 
beamformers discussed in this article.

Notation
Throughout this article, uppercase and lowercase bold let-
ters denote matrices and vectors, respectively. Also, ( )$ R  and 
( )H$  denote the transpose and conjugate transpose operations, 
respectively. For a matrix A CM N! #  and a vector ,a CN!  
[ ] ,A ij  [ ] ,A k  A0" , and ,A1" ,  and ai  correspond to the (i, j)
th entry, kth column, real and imaginary parts of A, and ith 
entry of a, respectively, while A@  denotes the Moore–Penrose 
pseudo-inverse of A, and I is the identity matrix of proper size. 

)( aa /
i i
N

2 1
2 1 2< < ; ;R= =  and ( )[ ]A AF

/N
i i
M

j j1 1
2 1 2< < ; ;R R= = =  denote 

the l2  norm and Frobenius norm, respectively.

Convex optimization for beamforming
Convex optimization recasts originally difficult-to-design beam-
formers as computationally attractive problems that yield exact 
or approximate solutions through algorithms, such as interior-
point methods. Its applications have traditionally advanced 
from the simple exact Capon approach to more complex trans-
mit, multicast, network, and distributed beamformers; see, e.g., 
[19] and the references therein for details. In the following, 
we summarize the techniques that yield exact solutions. The 

approximate solutions are considered under nonconvex beam-
formers in the sequel. 

Capon beamformer
Consider an antenna array with N elements. Define ( )a CN!i  
as the array response to a plane-wave narrowband SoI ( ),s ti  

, , ,i T1 f=  where T is the number of snapshots arriving from 
the direction of arrival (DoA) angle .i  In particular, the steer-
ing vector ( )a i  is

	
R

( ) , , ,
N

e e1 1a
( )

sin
N d

2
1

j2 sin jd
fi = r

m
i r

m
i- -

-8 B � (1)

where d is the element spacing, and m  is the wavelength. Then, 
the N 1#  antenna array output is

	 ( ) ( ) ( ) ( )t s t ty a ei i ii= + � (2)

where ( )te Ci
N!  denotes the temporarily and spatially white 

Gaussian noise vector with variance .2v

The received signals are multiplied by the beamforming 
weights, i.e., , , .w w CN1 f !  Therefore, the combined beam-
former output becomes

	 ( ) ( ) ( ) ( ) ( )y t t s t tw y w a w eH H H
o i i i ii= = + � (3)

where R, ,w ww N1 f= 6 @  includes the beamformer weights. To 
recover the signal ( ),s ti  the beamformer weights are optimized via

	 ( ) 1minimize subject to w R w w aHH
yw

i = � (4)
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FIGURE 1. The major classes of beamforming methods by (a) transmission range: far and near fields; (b) transceiver architectures: analog, digital, and 
hybrid beamforming; (c) paths: LoS and NLoS beamforming, wherein the NLoS path is controlled via joint active (transmitter) and passive (intelligent 
reflecting surface) devices; (d) applications: radar, communications, and joint radar-communications. LoS: line-of-sight; NLoS: non-line-of-sight. 
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where ( ) ( )( / ) t tT1R yy H
y i ii

T
1R= =  is the sample covariance 

matrix of the array output. The optimal solution for (4) yields 
the Capon beamformer [6]:

	 ( ) ( ) ( ) .w a R a R aH
y y

1 1 1
opt i i i= - - -^ h � (5)

This beamformer requires the knowledge of ( )a i  and .Ry  
Therefore, its performance depends on the accuracy of the 
steering vector constructed from the estimate of i  as well as 
the sample covariance matrix .Ry

To stabilize the main beam response in the presence of a 
pointing error [9], additional constraints are added to the opti-
mization problem as

	 minimize subject tow R w C w uH H
yw

= � (6)

where L many constraints are represented by C CL N! #  and 
.u CL!  For example, if it is desired to maximize the beam pat-

tern at 30° and place a null at 40°, then R( ), ( )° ° .30 40C a a= 6 @  
and R, .1 0u = 6 @  The solution to this constrained problem is 

( )w R C C R C uH
y y

1 1 1
C =

- - -  [10].

Loaded SMI beamformer
Even in the ideal case, wherein the SoI direction i  is accurately 
known, beamforming performance may significantly deterio-
rate because of a small training sample size T. This is mitigated 
by adding a regularization term c  to the objective function in 
(4) leading, to loaded SMI (LSMI) beamforming [14]:

	 ( ) .1minimize subject tow R w w w aH H
y 2w

< <c i+ = � (7)

Its solution is ( ),w R aLSMI LSMI
1 i= -  where .R R Iy NLSMI c= +

Robust Capon beamformer
The exact knowledge of the SoI direction i  required by the Ca-
pon beamformer is not available in practice. This is addressed 
by robust beamforming, which provides tolerance against the 
inaccuracies in the estimated SoI direction and the correspond-
ing steering vector. A robust variant of Capon beamforming was 
introduced in [15], wherein the convex optimization problem is

	 ,minimize subject tow R w w aH
y

1
2w

< < # e-- r � (8)

where ( )aa Ti= + ir  is the inaccurate steering vector for the 
mismatched direction .Ti + i

Beamforming with worst case performance optimization
A more general approach is considered in [13] by taking into 
account the distortions in the steering vector as ( ) ,a a aTi= +u  
where CN

aT !  represents the steering vector distortions. As 
a result, the optimization problem is based on the worst case 
beamforming performance. Relying on the bounded Euclid-
ean norm as 2aT< < # f  corresponding to the case of spherical 
uncertainty [13], the following convex problem is formulated:

	 , ,1minimize subject tow R w w aH H
y 2w aT; ; $ < < # fu � (9)

for which the LSMI-based solutions may also be obtained [8], 
[19]. A similar approach, called robust MV beamforming, 
introduced in [20], is based on ellipsoidal uncertainty. Both 
spherical [e.g., ( )aa 2< < #i f-u  in (9)] and ellipsoidal [e.g., 
( ) ( ) ,a a V a aH # f- -u u u  where V CN N! #  is a PSD matrix] mod-
els are used to ensure robust solutions. The latter may naturally 
lead to a more accurate uncertainty description [20] than that 
with spherical models [20], [39] if more information than just 
the same uncertainty radius in all mismatch dimensions is 
available, and an uncertainty ball is replaced by an uncertainty 
ellipsoid. Assuming the availability of more information about 
the mismatch is, however, somewhat contradictory to the notion 
of robustness.

The structure of the beamformer design problem also 
depends on the noise model. Some beamforming techniques 
are based on the MV criterion mentioned earlier. However, this 
criterion is statistically optimal only when the SoI, interfer-
ence, and noise are Gaussian. The non-Gaussian case leads to 
a nonconvex problem as

	 , ( ) 1minimize subject to Y w a wH H
p
p

w
< < i = � (10)

where ( ), , ( ) ,t tY y y CT
N T

1 f != #6 @  and ( ) ( ( ))t y ty /
n
N

i p
p

n i
p

1
1< < R= =  

denotes the p,  norm for .p 1$  Note that (10) reduces to Capon 
beamforming of (4) for .p 2=  The solution for (10) is achieved 
via iterative reweighted MVDR techniques [40]. In addition to 
generalizing the noise model, a specific choice of priors over 
the distribution of the beamforming weights may also be used 
in, say, sparsity-driven beamforming [41].

Beamforming for a general-rank source
In practice, the source signal is incoherently scattered such that 
the point-source assumption may not hold [17], and the array 
covariance matrix is no longer rank–1. Therefore, instead of a 
constraint on a single steering vector, the SoI covariance matrix 
is used. The corresponding MVDR-type optimization problem is

	 1minimize subject tow R w w R wH H
y sw

= � (11)

where Rs  is the SoI covariance matrix [18]. The optimal solu-
tion to (11) is P ,w R Ry s

1
GR =

-6 @  where P $6 @ is the principal 
eigenvector operator.

Nonconvex beamformer design
Nonconvex beamformers [21], [22], [23], [24], [25], [26], [27], 
[28], [42] tackle the design problem by recasting or relaxing it 
into tractable convex forms. This may be achieved by dropping 
the nonconvex constraints or decoupling the beamforming de-
sign into multiple convex subproblems.

PSD-constrained beamforming
The general-rank beamforming solution in (11) requires the 
knowledge of signal covariance matrix ,Rs  which is not al-
ways available [17], [18]. The actual signal correlation matrix 
is, then, not guaranteed to be PSD and usually modeled as 

.R Rss sT= +u  To guarantee the PSD-ness of Rsu  decompose 
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it as R QQH
s =u  with the mismatch parameter QT  bounded as 

.QQ 2T< < # f  The resulting nonconvex problem is

	
( )

( ) ( )

max

min 1

minimize

subject to 

w R w

w Q Q w

H

H H

y y

Q Q

w y y

Q Q

2

2

T

T T $

+

+ +

T

T

< < #

< < #

f

f

�
(12)

where ,yT  with ,y y2T< < # f  represents the mismatch in .Ry  
The efficient solution to the nonconvex problem in (12) is ob-
tained via the polynomial-time difference-of-convex functions 
algorithm [18].

Norm-constrained beamforming based on  
steering vector estimation
Apart from the uncertainty constraint (8) of the robust Capon 
beamformer [15], [21] considers an additional norm constraint 
for beamformer weights in a more general setting as

, Nminimize subject to w R w a a aH
a

1
2
2

w
< < # < <e- =-

2
t u � (13)

which is identical to (8) and convex without the constraint 
.Na 2

2< < =  The nonconvex problem in (13) is called doubly 
constrained robust Capon beamforming [21]. It is iteratively 
solved by interpreting the optimization as a covariance fitting 
problem. Thus, a robust beamformer is obtained by robustly 
estimating the array-steering vector. This formulation was fur-
ther improved in [23], where the difference between the actual 
and presumed steering vectors is iteratively estimated without 
making any assumption on either the norm of the mismatch 
vector or its probability distribution.

The solution developed in [23] has led to a formulation in 
[24] of a new constraint, which guarantees that an estimate of 
the source steering vector does not converge to any steering 
vectors of interference signals as well as their linear combina-
tions. This steering vector estimation problem is

	 ,Nminimize subject to a R a Caa aH H1
2
2

0
a

T#=-t t t t t u t
t

� (14)

where the last constraint is new; a CN!t  is the estimate of 
a; ( ) ( )y dC a aHi i i= H
u

u  Hu  is the complement of the angular 
sector ,min maxi iH = 6 @ where the desired signal is located; 
and 0T  is a uniquely selected value for a given ,H  that is, 

( ) ( ),max a aCH
0T _ i i!i H u  representing the boundary line to 

distinguish approximately whether or not the direction of a is 
in the actual signal angular sector .H

To account for gain perturbations in the steering vector, [22] 
added the double-sided norm constraint to the problem (14) as

	
,

( ) ( ), ( )N N1 1

minimize subject to a R a a Ca

a V a aH

H H

u

1
1

1 2
2

2 0 2

2
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T$

# # #h h e- + -

-t t t t t

t t

t
�

(15)

where ( ),a a0 0i=  /( ) 2max min0i i i= +  is the middle value of 
the region ;H  V CN N! #  denotes a generalized similarity con-
straint together with a0  and ;ue  y ( ) ( ) ;dC a aHi i i= H  and ,1T  

,1h  and 2h  are selected values. In (15), the generalized similar-
ity condition implies that imperfect knowledge of the desired 
steering vector at  is described as in a convex set (in particular, 
an ellipsoidal set when V  is of full row rank).

All of these problems are nonconvex but can be often 
exactly solved through SDR, iterative SOC program, quadratic 
matrix inequality, and bilinear matrix inequality approaches.

Chance-constrained beamforming
In many applications, it is more natural that the distortionless 
constraint is satisfied with a certain probability. This leads to the 
chance-constrained robust adaptive beamforming problem [25]:

	 Pr p1minimize subject to w w wR aH H
w

$ $t u$ . � (16)

where p is a certain preselected probability value, and Pr $" , 
stands for the probability operator. This problem corre-
sponds to minimizing the beamformer output power subject 
to the stochastic constraint that the probability of the sig-
nal distortionless response is greater than or equal to some 
selected value p. The constraint may also be viewed as a 
nonoutage probability constraint where the outage probabil-
ity p p1out = -  is defined as that of violating the inequal-
ity 1w aH $u  for a random au  that consists of a presump-
tive steering vector and the mismatch that is assumed to be 
random. Problem (16) is nonconvex and specified by the 
mismatch distribution. The solutions of (16) for the case of 
Gaussian-distributed mismatch of the signal steering vector 
and for the worst case distribution are well approximated by 
the corresponding SOC programs [25].

In [26], a chance-constrained nonconvex formulation of 
robust adaptive beamforming considers a more practical scenar-
io, wherein both interference-plus-noise covariance matrix Ri n+  
and the true steering vector a  are not precisely known. It also 
shows the chance-constrained beamformer to have a higher out-
put SINR than other convex (LSMI) and nonconvex (worst case 
optimization) beamformers [26]. Considering both Ri n+  and a 
as random variables, the robust adaptive beamforming becomes
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where  E EG G1 2$ $^ h" ", ,  denotes the statistical expectation 
under the distribution G1  ( ),G2  and S1  S2^ h is a set of dis-
tributions G1  ( )G2  for random matrix Ri n+  (random vector a) 
as, respectively,
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where M1  and M2  are sets of all probability measures; Z1  
and Z2  are Borel sets; S0  is the empirical mean of ,Ri n+  
that is, the sample covariance matrix ;Ry  and PrG1 $" , is the 
probability of an event under the distribution .G1  Assume the 
mean a0  and covariance matrix 0(R  of random vector a 
under the true distribution G2r  are known. Then, the set S2  
includes all probability distributions on Z2  that have the same 
first- and second-order moments as .G2r  This problem is called 
distributionally robust beamforming because it considers dis-
tributional uncertainty in both the steering vector and .Ri n+

Multicast transmit beamforming
In wireless communications, multicast beamforming is used 
for broadcasting data streams ( )s ti  toward multiple radio re-
ceivers. Consider a transmitter with an N-element antenna 
array that aims to deliver a signal to U single-antenna users. 
Denote the wireless channel between the transmitter and the 
uth receiver by .h Cu

N!  Then, for the beamformed transmit-
ted signal ( ) ( ),t s tx wi i=  the received signal at the uth user is 

( ) ( ) ( ),y t t e th xH
u i u i u i= +  where ( )e tu i  is the noise signal with 

variance .u
2v  Then, the multicast beamforming problem is [27]

, , ,u U1 1minimize subject tow w hH
u2w

f< < $ !u " ,� (20)

where /h h ,minu u u
2t v=u  is the normalized channel vector 

with the minimum received signal-to-noise ratio (SNR) ,min ut  

and the noise variance u
2v  for the uth receiver. The optimiza-

tion in (20) is a quadratically constrained quadratic program-
ming problem with nonconvex constraints. A rigorous solution 
is based on reformulating the problem using SDR. To this end, 
define an N N#  rank-one matrix .M wwH=  Then, the rank 
constraint is removed to recast the problem in a convex form as

,1 0minimize trace subject to traceM MD Mu
M

$ *" ", , � (21)

where ,D hh H
u u u= u u  and the beamformer weight is obtained via 

eigenvalue decomposition of M. A more accurate solution to 
(20) is obtained by rewriting M w wH

1 2=  and then alternat-
ingly solving for w1  and w2  using an iterative procedure until 
convergence [30].

Hybrid analog/digital beamforming
Compared to analog- and digital-only beamformers, hybrid 
analog/digital beamforming architecture may have a lower 
hardware cost while also providing satisfactory spectral effi-
ciency (SE) and multiple beams (Figure 2). In fact, for massive 
antenna array processing applications, such as 5G commu-
nications, hybrid beamforming has emerged as the preferred 
means to realize large arrays with only a moderate increase in 
baseband signal processing [31], [33].

Consider a hybrid beamforming scenario, wherein the 
transmitter employs N antennas and NRF  RF chains to send NS  
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FIGURE 2. The transmitter architectures for (a) analog, (b) digital, and (c)–(f) hybrid beamforming. Analog beamforming generates only one beam 
because it employs a single RF chain. On the other hand, multiple beams are obtained via digital beamformers but at the cost of multiple RF chains. It is 
possible to generate multiple beams with fewer RF chains in the hybrid approach through configurations such as (c) subarray connected, (d) fully con-
nected, (e) sparse antenna-selective, and (f) wideband architectures. IFFT: inverse fast Fourier transform. 
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data streams. Denote the analog and digital beamformers by 
matrices F CN N

RF
RF! #  and ,F CN N

BB
RF S! #  respectively. Here, 

each element of FRF  has a constant modulus because they are 
realized by phase shifters, i.e., / N1F ,i jRF =6 @  for , , ,i N1 f=  

, , .j N1 RFf=  The transmitted signal is .x F F sRF BB=  The 
goal is to maximize mutual information 

( ) log det
N

,F F I HF F F F HI H H H
N

n
2 2RF BB

S
RF BB BB RFS

v

l= +` j

where H CN NR! #  is the wireless channel matrix, NR is the 
number of antennas at the receiver, l  is the average received 
power, and n

2v  is the noise power [28]. The hybrid beamform-
ing problem is
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, [ ]N
N
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F F

F F F
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,
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< < ; ;= =
�
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which is nonconvex because of the constant-modulus con-
straint. The product ,FRF  FBB also makes this problem non-
linear. Recast (22) to an equivalent form by minimizing the 
Euclidean cost between the hybrid beamformer F FRF BB  and 
the unconstrained baseband-only beamformer F CN N

C
S! #  as
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where FC  is obtained from singular value decomposition of the 
channel matrix H [31]. In the wideband scenario, subcarrier-
dependent (SD) digital beamformers are used, and the result-
ing signal is transformed to the time domain via the inverse 
fast Fourier transform (Figure 2). Then, subcarrier-indepen-
dent analog beamformers are employed for all subcarriers 
because the direction of the generated beam does not change 
significantly with respect to subcarriers in the mm-wave band  
[31], [43]. The hybrid beamforming problem for a wideband 
system with M subcarriers is
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m m
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where [ ]mFBB  is the SD digital beamformer that corresponds 
to the mth subcarrier, , , .m M1M f! = " ,

For the nonconvex hybrid beamforming formulated in 
(23), the traditional route is to alternately optimize each  
(FRF  and )FBB  beamformer iteratively while keeping the 
other one fixed [28], [32], [33]. This has been shown to 
provide satisfactory SE performance, often close to that of 
digital-only beamformers, i.e., FC  [28], [32]. During these 
alternations, while estimation of digital beamformer FBB  
is straightforward as ,F F FBB RF C= @  the analog beamformer 
FRF  is difficult to obtain. Often FRF  is obtained in terms of 
the steering vectors via CS-based techniques, e.g., orthogo-

nal matching pursuit (OMP). Here, a dictionary of possible 
steering vectors or atoms is employed, and the beamform-
ers are iteratively selected from these atoms based on the 
similarity between the dictionary and the measurements 
(i.e., channel data) [28]. In manifold optimization (MO)-
based approaches [32], the search space of FRF  is regarded 
as a Riemannian submanifold of CN  with a complex circle 
manifold to account for the constant-modulus constraint. 
Then, the analog and digital beamformers are alternatingly 
optimized. This method aims to solve the unconstrained 
optimization problem ( ),min f xx  x Cn!  where ( )f x  is the 
cost function, and vector .vecx FRF= ^ h  To ensure global 
convergence, the cost function is defined over the Rie-
mannian manifold , , , .x x n N1 1x CM N

n n f! ;= = =)" ,  
Then, x is iteratively computed and the solution becomes 

( )( ),fRetr gradx xk k k1 xk a= -+  where Retr is the retraction on 
,M  and ( )fgrad xk  denotes the Riemannian gradient [32].
The implementation of hybrid analog/digital beamform-

ing imposes another constraint in the system design: a limited 
number of phase shifters and analog-to-digital converters 
(ADCs). Although the power consumption of phase shift-
ers is typically lower than that of baseband beamform-
ers, their number increases with the number of antennas. 
The implementation of hybrid analog/digital beamformers 
becomes more complex and expensive at higher frequen-
cies (e.g., the upper mm-wave and THz). As an alternative, 
lens-based beamformers have been proposed [44]. Instead 
of using a phase shifter network, they use lenses to generate 
a directional beam from the EM sources placed at the focal 
points of the lenses. Thus, lens-based beamformers offer 
reduced computational complexity when compared with 
phase shifter-based architectures. Lens-based beamform-
ers, though, only realize directional beams and not more 
sophisticated beam patterns, as may be useful in a spatial 
multiplexing or interference cancellation setting. A low-
power design in [45] suggests using Butler matrices, which 
consist of an N N#  matrix of hybrid couplers and fixed 
phase shifters.

Low-resolution ADCs
Low-resolution (1–3-bit) ADCs for digital beamformers bring 
down the overall power consumption and hardware cost. In 
particular, 1-bit ADCs do not require hardware components, 
such as automatic gain control and linear amplifiers. Hence, the 
corresponding RF chain is implemented cost-efficiently [46]. 
Denote the received signal at the receiver and the correspond-
ing beamformer matrix to be r CNR!  and ,W CN N

RF
R S! #  

respectively. Then, the received signal sampled by low-resolu-
tion ADCs is ( ),Qr W rH

q b RF=  where ( )Qb $  is the quantization 
operator with b-bit resolution. The received signal rq  is then 
used to design the receiver via zero-forcing or maximum-rate-
combining techniques [42], [46].

Finite-resolution phase shifters
In practice, continuous-valued phase angles are expensive to 
implement, and finite-resolution phase shifters may be used 
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with low-resolution ADCs. Here, the beamformer weights are 
selected from the finite set W , , , , ,1 2 2 1b

f~ ~ ~= -" ,  where

j2r

N
e1

2b~ =

and b is the number of bits. Then, the constant-modulus con-
straint in (23) is replaced by W[ ] .F ,i jRF !  A feasible solution 
to hybrid beamforming with finite resolution is to first solve 
(23) under the infinite resolution assumption and then quantize 
the phase elements of the beamformers [33].

Figure 3(a) shows the comparison of fully digital beam-
forming and hybrid beamforming with low-resolution phase 
shifters. The hybrid architecture with MO-based design has 
a performance very close to that of fully digital beamformers. 
The OMP with b 5-bit=  phase shifters performs closest to 
infinite-resolution phase shifters. The gap from the fully digi-
tal performance is larger for OMP-based techniques compared 
to MO-based beamforming.

Learning-based beamforming
Lately, as has been the case with many signal processing 
problems, beamforming has also not remained untouched by 
ML techniques. In learning-based hybrid beamforming, the 
problem is approached from a model-free viewpoint by con-
structing a nonlinear mapping between the input data (e.g., 
the channel matrix and array output) and output (beamform-
ers) of a learning model [35], [36], [37]. This method has the 
following advantages over model-based techniques: 

■■ The model-free/data-driven structure of a learning-based 
approach yields a robust performance in terms of SE 
against the corruptions (e.g., a mismatched number of 
received paths or imperfectly estimated channel gain and 
path directions [36], [37]) in the input.

■■ Learning techniques extract feature patterns in the data. 
Hence, they easily update incoming/future data and adapt 
in response to environmental changes. The model-based 
beamformers lack these abilities and may employ statisti-
cal predictive algorithms [see Figure 3(c)].
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■■ Learning exhibits lower computational complexity in the 
prediction stage than optimization. 

Through parallel processing, ML significantly (~10-fold 
[36]) reduces the computational times. On the other hand, a 
parallel implementation of conventional convex/nonconvex 
optimization-based beamforming is not straightforward. 
Beginning from the earlier simpler networks, such as mul-

tilayer perception, to more complex deep learning models 
like convolutional NNs (CNNs), ML has come a long way 
in successfully performing feature extraction for analog 
and digital beamformers [47]. Table 1 summarizes various 
learning models, including the well-known unsupervised/
supervised learning (UL/SL) and the more recent federated 
learning (FL).

Table 1. Learning models.

Network Model Data Application in Beamforming 
Unsupervised Learning

Unlabeled Neural Network
Dataset

Beamformers
Dataset

Be

Unlabeled Fast beamforming: Minimize a given optimization objective to 
implicitly obtain the beamformers. Unsupervised learning is 
useful, especially for mobile transmitters, where labels are not 
available. 

Supervised Learning
Labeled Neural Network
Dataset

Beamformers
Dataset

Be

Labeled Uplink/downlink beamforming: The network is trained to con-
struct a nonlinear relationship between the input and the 
labeled data (beamformers). 

Reinforcement Learning
Unlabeled Deep Q Network
Dataset Action

(Beamformers)State

Reward
Environment: Beamformer

Design Problem 

Unlabeled Uplink/downlink beamforming: The network learns the beam-
formers based on a reward/punishment mechanism in accor-
dance with optimizing the overall system’s SE. 

Centralized Learning

.--------------

Cloud Server

Datase
ts

Estimated

Beamformers

.--------------

ud Server

Datase
ts

Estimated

Beamformers

Labeled/ 
unlabeled 

Uplink multiuser beamforming: The training datasets are trans-
mitted to a centralized cloud server, wherein the model is 
trained. Posttraining, each user sends the input data (channel) 
to the server that sends the output (estimated beamformers) to 
the users. 

Federated Learning

Cloud Server Updated Local Model

Estimated Beamformers

Agg
re

ga
te

d 
M

od
el

loud Server Updated Local Model

gggggggggggggr
eg

at
ed

 M
od

el

Labeled/ 
unlabeled 

Downlink multiuser beamforming: Instead of transmitting the 
whole dataset to the cloud server, each user processes its own 
local dataset, computes the corresponding model update, and 
transmits only the updates to the server. Then, the server broad-
casts the aggregated model updates to the users, which can 
estimate their own beamformers. 

Offline
Dataset

Untrained
Layers of ML
Model

Online Learning 
Pre-trained ML
Model on Offline
Dataset

Freeze Lower
Layers to Keep
Learned Features

Update Only
Higher Layers
With Online Data

Trained
Layer

Untrained
Layer

Updated
Layer

Online
DatasetOffline

Dataset
Trained
Layer

Untrained
Layeyy r

Updated
Layer

Online
Dataset

Labeled Adaptive beamforming: The learning model is updated when 
the prediction performance degrades because of deviations in 
the input compared to the training data. 
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UL, SL, and semi-supervised learning
UL studies the clustering of unlabeled data into smaller sets 
by exploiting the hidden features/patterns derived from the 
dataset, for which an answer key (label) is not provided before-
hand. Hence, the “distance” between the training data sam-
ples is optimized without prior knowledge 
of the “meaning” of each clustered set. In 
SL, however, the labeled data are used for 
model training while minimizing the error 
between the label and the model’s response. 
The cost function of the training is generally 
the MSE, but other functions (e.g., the mean  
error, mean absolute error, cross entropy, 
and Kullback–Leibler divergence) may also 
be used. Note that beamforming may be 
cast as either a regression (the output is the 
beamformer weights) or a classification (the output is an in-
dex of a vector from a predefined set of possible beamformers) 
problem. SL is widely used for several applications of beam-
former design in radar and communications [43].

Define RX Nin!  and RY Nout!  as the input and label data 
of a learning model whose real-valued learnable parameters 
are stacked into the vector .RQ!H  Then, the relationship 
between the input RX Nin!  and output RY Nout!  is repre-
sented by a nonlinear function , :f R RX N Nin out"H^ h  such that 

;fY X H= ^ h The input data are, say, the vectorized elements of 
the channel matrix H as R R R, ,vec vecH HX 0 1= 6 @" " " ", , , ,  
and the labels are beamformers. In the case of the unit-modu-
lus constraint, it suffices to represent the beamformers in terms 
of only the angle, i.e., .FY RF+= " ,  Note that the baseband 
beamformers are readily computed as F F FBB RF C= @  [28].

Apart from hybrid beamforming, ML techniques have been 
applied to other applications, such as robust beamformers [35]. 
Here, the sample covariance matrix is fed to a CNN whose 
output is the beamformer weights. The labels are obtained 
by solving the robust Capon beamformer problem in (8). The 
training dataset was , , ,D D DJ1 f= " ,  where ,D X Yi i i= ^ h 
denotes the ith input–output sample for , , .i J1 f=  The model 
is trained by minimizing the MSE cost 

;
J

f1 Y Xi i
i

J

1
2
2

H-
=

^ h/

over .H  Posttraining, the learned parameters are used for pre-
diction purposes for beamforming.

The acoustic beamformers in [48] are obtained via semi-
supervised learning (SSL), where both labeled and unlabeled 
data are used. When a small set of labeled data are available in 
addition to a large volume of unlabeled data, using both sets in 
SSL is more advantageous than SL alone.

Reinforcement learning
In reinforcement learning (RL), the learning model is initial-
ized from a random state, and the algorithms learn to react to 
the channel conditions on their own [49]. The model accepts the 
analog and baseband beamformers of the previous state as input 
and then updates the model parameters by taking into account 

the corresponding average rate as a reward. In general, RL has 
autonomous AI agents that gather their own data and improve 
based on their trial-and-error interactions with the environment. 
It shows a lot of promise in basic research. However, so far, RL 
has been harder to use in real-world beamformer applications 

because its dataset does not include labels. 
Consequently, RL requires longer training 
times for learning the features of wireless 
channels, especially in dynamic, short-co-
herence time scenarios.

Online learning
The online learning (OL) algorithm involves 
a learning model whose parameters are up-
dated when there is a significant change in 
the received input data. For example, con-

sider the beamformer design for a wireless communications 
system [Figure 3(c)], wherein the user is moving away in the 
DoA domain from the base station (BS). Then, the received 
array data become significantly different from the collected 
offline training data, thereby degrading the network perfor-
mance. Here, hybrid beamforming and channel estimation 
may be performed jointly because the beamformer weights 
are directly related to the channel matrix. Moreover, OL is a 
suitable choice for this problem [36]; it updates the model pa-
rameters when the normalized MSE of channel estimates is 
higher than a predetermined threshold. From Figure 3(c), the 
learning model requires retraining every °4+  for a massive 
MIMO scenario.

FL
Compared to centralized learning (CL), FL is more suited 
for multiuser scenarios. Using the same NN structures, CL 
has a better performance than FL because the former has ac-
cess to the whole dataset at once, whereas the latter employs 
decentralized training. The FL is ideal for downlink, wherein 
the trained model is available to the user at the network edge. 
As an example, consider a downlink scenario wherein U com-
munications users collaborate to train a model with learn-
able parameters H  with local datasets ,D X Y( ) ( ) ( )u u u= ^ h for 

, , .u U1 f=  Here, the output data Y ( )u  are the beamformer 
weights corresponding to the uth user. The FL-based training 
problem minimizes the averaged local cost 

min
U
1 Lu

u

U

1

H
H

=

^ h/

where , ,i J1 uf=  and J D( )
u

u=  denotes the number of sam-
ples in ,D ( )u  over .H  Different than the cost in the “UL, SL, 
and Semi-supervised Learning” section, the local cost here is 

;
J

f1L X Y( ) ( )
u

u
i
u

i
u

i

J

2

2

1

u

H H= -
=

^ ^h h/  

for the uth user. This is efficiently solved by iteratively apply-
ing gradient descent, which updates the model parameter at the 
tth iteration as 

Using the same NN 
structures, CL has a 
better performance than 
FL because the former 
has access to the whole 
dataset at once, whereas 
the latter employs 
decentralized training.
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U
1

t t u
u

U

t1
1

bhH H H= -+

=

^ h/

where tH  is the computed model parameter vector at iteration 
t, RLu t u t

Qd !b H H=^ ^h h  is the gradient vector, and h  is the 
learning rate. Figure 3(b) compares the performance of FL and 
CL with model-based techniques, such as OMP, and the fully 
digital beamformer in terms of SE [50]. Both CL and FL out-
perform OMP, but the performance gap between CL and FL 
increases with the nonuniformity of the local dataset.

Emerging applications
Research in beamforming continues to be highly active in light 
of emerging applications and theoretical advances. For exam-
ple, the hybrid approach of a model-driven network or deep 
unfolding for beamforming [51] allows for bounding the com-
plexity of algorithms while also retaining their performance. 
Convolutional beamformers are gaining salience in acoustics 
[52] and ultrasound [53] as a means to combine multiple, usu-
ally nonlinear, operations with beamforming. There is also 
recent interest in beamforming for biomimetic antenna arrays 
that are based on the direction binaural mechanism of humans 
or animals [54], [55]. Synthetic apertures across a wide variety 
of applications, including quantum Rydberg sensing, present 
unique beamforming challenges [56]. Holographic beamform-
ers [57] are currently investigated as attractive solutions for 
multibeam steering for future wireless applications. In the fol-
lowing, we illustrate a few major applications in the context of 
radar and communications.

Joint radar communications
For several decades, sensing and communications systems 
have exclusively operated in different frequency bands to mini-
mize interference with each other at all times. However, this 
conservative approach for spectrum access is no longer viable 
because of the demand for wider bandwidth for the improved 
performance of both systems. In the last few years, there has 
been substantial interest in designing joint radar and commu-
nications (JRC) [58] to share the spectrum. From a beamform-
er design perspective, the problem settings of communications 
and sensing are combined in JRC. Recall the hybrid beam-
forming for a communications-only problem as explained in 
(23). The sensing-only beamformer composed of the steering 
vectors corresponding to, say, K sensing targets is F CN K

R
T! #  

[43]. Then, similar to (23), the hybrid beamformer for a sens-
ing-only system is obtained by minimizing the Euclidean dis-
tance between F FRF BB  and F PR  as

, , , ,N
N

i j1

minimize

subject to

F F F P

F F F PP IH

F

F ,i j K

, ,
RF BB R

RF BB S RF

F F PRF BB

6

< <

< < ; ;

-

= = =6 @
� (25)

where the unitary matrix P CK NS! #  is an auxiliary vari-
able to account for different dimensions of F FRF BB  and FR  
without causing any distortion in the radar beam pattern. 
Define F CN N

CR
T S! #  as the unconstrained JRC beamformer 

( )1 ,F F F PCR C Rg g= + -  where 0 1# #g  provides a tradeoff 
between radar and communications performance. Then, the 
JRC hybrid beamformer is obtained by solving the following 
optimization problem [43]:
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Radar and communications can be combined in other ways, for 
example, leveraging the radar information in a different band 
to reduce the overheads of configuring the beamforming for 
communication [59].

THz communications
THz-band (0.1–10-THz) wireless systems have ultrawide band-
width and very narrow beamwidth. The signal processing for 
these systems must address several unique THz challenges, 
including severe path loss arising from scattering and mo-
lecular absorption. In general, THz communications systems 
employ ultramassive antenna arrays, which may be various-
ly configured as an array of subarrays or group of subarrays 
[43] (Figure 4) to achieve even higher beamforming gain than 
mm-wave systems. The wideband beamforming required at 
THz uses a single analog beamformer for all subcarriers for 
a hardware-efficient and computationally inexpensive de-
sign. However, this leads to beams generated at the lower and 
higher subcarriers pointing at different directions, resulting in 
the beam-squint phenomenon [43]. For comparison’s sake, the 
angular deviation in the beam space due to beam squint is ap-
proximately 6° (0.4°) for 0.3 THz with a 30-GHz (60 GHz with 
a 1-GHz) bandwidth, respectively. One approach to deal with 
beam squint is to use time-delayer networks, which is classi-
cally known as space–time filtering. Alternatively, one may 
design a single analog beamformer while passing the effect of 
beam squint into the subcarrier digital beamformers.

Consider the problem in (24), where the analog beamform-
ers are subcarrier independent but the mitigation of beam 
squint implies their SD-ness. Define [ ]mFBBu  as a beam-squint-
aware digital beamformer. This is obtained via [ ]mFBB =u  

[ ] [ ],m mF F FRF RF BB
@ r  where [ ]mFRFr  is the SD analog beam-

former derived from FRF  for m M!  [43].

Intelligent reflecting surfaces
An intelligent reflecting surface (IRS) is composed of a large 
number of (usually passive) metamaterial elements, which 
reflect the incoming signal by introducing a predetermined 
phase shift [60]. Thus, IRS-assisted beamforming allows the 
BS to reach distant/blocked users/targets with low power con-
sumption (Figure 4). Here, joint optimization of the beam-
formers at the BS as well as the phase shifts of IRS elements 
is necessary. Consider an IRS-assisted scenario, wherein the 
IRS is equipped with NIRS  elements, and the BS has N an-
tennas. The transmitted data symbol s C!  is received at the 
user as ,y s eh H h fH H

IRS IRS BS D}= + +^ h  where ,h CN
IRS

IRS!  
,h CN

D !  and H CN N
BS

IRS! #  are the user–IRS, user–BS, 
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and BS–IRS channels, respectively; the diagonal matrix 
, ,diag CN

N N
1 IRS

IRS IRSf !} } }= #6 @" ,  represents the IRS 
phase elements; f CN!  is the beamformer vector at the BS; 
and e C!  is additive noise. The joint active/passive beam-
former design becomes

	
,p 0 2

maximize

subject to

h H h f

f

H H

,

n

2

2

IRS BS D
f

< < # # #

}

} r

+
}

r

^ h
�

(27)

where pr  denotes the maximum transmit power, and 
, , .n N1 IRSf=

Near-field beamforming
Depending on the operating frequency, the wavefront of the 
transmitted signal appears to have different shapes in accordance 
with the observation distance. The wavefront is a plane wave in 
the far-field region. In the near field (Figure 4), where the trans-
mission range is shorter than the Fraunhofer distance, i.e., 

R
c
A f2 c

0

2

NF =

with A being the array aperture, the wavefront takes a spherical 
form. As a result, unlike the far field, the near-field beam pat-
tern is range dependent. For example, the array response vector 
for uniform linear array (ULA) is a function of both direction 
i  and range r as

R

( , ) , ,r
N

e e1a r r2 2j j( ) ( )N1

fi = m
r

m
r- -8 B  

where (( ) ) ( ) ( )sinr r n d n dr r n1 2 1 1( ) /n 2 2 1 2
.i= + - - - - -6 @  

,sind i  ( , , )n N1 f=  is a range-dependent parameter cor-
responding to the receiver and the nth transmit antenna. 

Hence, the beamformer design needs to account for this 
spherical model.

Summary
The many beamforming algorithms, their possible variants, 
and their relative advantages provide a Swiss-knife approach to 
choosing the most appropriate technique for a specific applica-
tion. We presented an overview of those algorithms that had 
a considerable impact on signal processing and system design 
during the last 25 years. We focused on radar and communica-
tions applications while also mentioning in passing the devel-
opments in beamforming for ultrasound, acoustics, synthetic 
apertures, and optics.

A typical use case of convex beamforming is to allow 
robustness against various sources of uncertainties, such as 
a small number of snapshots, mismatched SoI direction, and 
mismatched steering vectors. In nonconvex beamforming, 
each of the problem settings imposes different constraints on, 
e.g., PSD-ness (general-rank beamforming), the probability 
distribution (chance-constrained robust beamforming), con-
stant-modulus (hybrid beamforming), and received SNR (mul-
ticast beamforming).

Each learning algorithm offers specific advantages of its 
own. The most common SL (UL and RL) admits labeled (unla-
beled) datasets. Furthermore, the inherent reward/punishment 
mechanism in RL to optimize the learning model for a pre-
defined cost function yields better performance than UL. FL 
is particularly helpful for multiuser scenarios, whereas CL is 
preferred if the dataset is small compared to the size of the 
learning model. When data are updated over time, then OL is 
beneficial. Note that SL, UL, and RL may also be combined 
with FL, CL, and OL depending on the problem and data; 
examples abound, such as federated RL, online RL, online 
CL, centralized RL, and so on.
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FIGURE 4. A summary of beamforming in emerging applications. In mm-wave wideband beamforming, the generated beams are squinted while pointing 
to the same direction, but, at THz, these beams are squinted in considerably different directions. In a JRC scenario, a joint optimization of the beam 
pattern for both communications users and radar targets should be considered. For IRS-assisted wireless systems, the beamformer weights at the 
transmitter and the phase shifts of the IRS elements are jointly designed. When the users are in the near-field region of the transmitter, range-dependent 
beamforming is considered for spatial multiplexing.
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