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 
Abstract—Since the high penetration of renewable energy 

complicates the dynamic characteristics of the AC power 
electronic system (ACPES), it is essential to establish an accurate 
dynamic model to obtain its dynamic behavior for ensure the safe 
and stable operation of the system. However, due to the no or 
limited internal control details, the state-space modeling method 
cannot be realized. It leads to the ACPES system becoming a 
black-box dynamic system. The dynamic modeling method based 
on deep neural network can simulate the dynamic behavior using 
port data without obtaining internal control details. However, 
deep neural network modeling methods are rarely systematically 
evaluated. In practice, the construction of neural network faces 
the selection of massive data and various network structure 
parameters. However, different sample distributions make the 
trained network performance quite different. Different network 
structure hyperparameters also mean different convergence time. 
Due to the lack of systematic evaluation and targeted suggestions, 
neural network modeling with high precision and high training 
speed cannot be realized quickly and conveniently in practical 
engineering applications. To fill this gap, this paper systematically 
evaluates the deep neural network from sample distribution and 
structural hyperparameter selection. The influence on modeling 
accuracy is analyzed in detail, then some modeling suggestions are 
presented. Simulation results under multiple operating points 
verify the effectiveness of the proposed method. 
 

Index Terms—AC power electronic system, Dynamic behavior, 
Neural network, Systematic evaluation.  

I. INTRODUCTION 

C power electronic systems (ACPESs) are widely applied 
in power grids, driven by the rapid development of 

renewable energy generation, electric vehicles, and energy 
storage systems (ESS). The dynamic behaviors of 
converter-based power system are complicated, which are 
affected by the fluctuation of renewable energy and the 
dynamic interaction of these ac power electronic systems 
[1]-[3].   Moreover,  the integration  of   large-scale  distributed  
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energy may reduce the inertia of the system and make the 
system vulnerable to interference [4]-[6]. The dynamic 
behaviors of ACPES are more complex and prone to stability 
issues. Therefore, it is quite significant to establish the dynamic 
model to master its dynamic characteristics. 

Modeling methods based on state-space modeling method 
are still the most commonly used methods [7]-[9], such as small 
signal modeling method, impedance modeling method, etc. To 
ensure the dynamic behavior of ACPES, the state-space 
modeling method needs to establish the linear time-invariant 
(LTI) system in synchronous coordinates, then the system is 
linearized near equilibrium point to obtain the LTI model [10]. 
Finally, the system stability is revealed according to the 
eigenvalues of state matrix. For this modeling method, detailed 
equipment parameters are indispensable [11]-[13]. However, in 
practice, it is almost impossible to obtain all the detailed 
parameters of equipment due to equipment aging, property 
rights protection and other factors [14]-[15]. Therefore, ACPES 
becomes a black-box dynamic system. Although the impedance 
modeling method can establish the impedance model by 
frequency scanning method, it is effective only at a single 
operating point. However, the dynamic behavior of ACPES 
may change significantly at different operating points [16], due 
to the nonlinear parts in the ACPES such as Phase Lock Loop 
(PLL) [17]-[18], Park transformation [19], power control loop 
[20], etc. Therefore, the establishment of a large-scale black 
box model is the key to ensuring the safe and stable operation of 
ACPES. 

With the rapid development of deep learning in recent years, 
it provides new solutions for many research fields. In [21], a 
fault diagnosis strategy based on long short-term memory 
(LSTM) is proposed. Recursive neural network (RNN) is used 
to predict power fluctuation in [22]-[23]. The modeling method 
based on artificial neural network (ANN) is a powerful 
nonlinear modeling method, which can theoretically fit any 
complex nonlinear system. In [24]-[25] RNN and LSTM are 
used to obtain the dynamic model of grid-tied ACPES. In [26], 
LSTM is used to establish the dynamic equivalent model of 
active distribution networks. In the field of power systems, 
deep learning is emerging in more and more solutions. 

However, these modeling methods are simple to describe the 
modeling process. There is no deep neural network modeling 
guidance for power system and detailed evaluation of the 
performance under different structural hyperparameters and 
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sample distribution. The construction of network models often 
faces the problems of data screening and network structure 
determination. Data is the basis of model training. In practice, it 
is always faced with massive data, different sample 
distributions lead to extremely different performance after 
training. Moreover, different network structures also represent 
different convergence time. These all lead to the inability to 
quickly and conveniently implemented neural network 
modeling with high precision and high training speed in 
practical engineering applications. To fill this gap, this paper 
evaluated the performance from two aspects of sample 
distribution and structural hyperparameter selection. The 
influence of sample distribution and hyperparameter selection 
on network performance is analyzed in detail, which provides 
guidance for deep neural network modeling in power systems. 
The key contributions of this paper are as follows 

(1)  It is the first time for the neural network modeling in 
power system is systematically and comprehensively 
evaluated. The performances of different sample 
distributions and different structural hyperparameters 
are described in detail. Design guidelines for general 
neural network model establishment are also provided. 

(2)  Discussion and explanation about the reason of LSTM 
neural as one state variable are originally conducted in 
detail. Recommendations for the selection of sample 
distribution and structural hyperparameters in practical 
engineering applications are presented. 

The remainder of this paper is organized as follows. The 
framework of dynamic modeling based on neural network is 
presented in Section II. In Section III, then the impact on 
accuracy of this framework is evaluated in detail from sample 
distribution and hyperparameter selection. In Section IV, 
according to the evaluation results, the hyperparameter setting 
and sample distribution recommended under the framework are 
provided. 

II. FRAMEWORK OF DYNAMIC MODELING BY USING DEEP 

NETWORK 

 
Fig. 1. Typical AC power electronic system diagram. 

Fig. 1 shows the typical grid-connected AC power electronic 
system diagram. Different inverters have different operating 
points, which may vary with the power distribution plan. This 
operating point dependent property means that the small signal 
method of a single operating point cannot express its dynamic 
behaviors. In addition, all the required detailed modeling 
parameters cannot be obtained in practice. The modeling 
method based on deep neural network can fit the dynamic 

characteristics according to the input and output data of the 
system. The modeling framework is shown in Fig. 2 This 
framework shows the procedure from the data preparation to 
the desired neural network. 

 
Fig. 2. General framework of the dynamic modeling method based on deep 
neural network. 

From the above analysis, it can be seen that ACPES system 
in practice is considered as a black-box model so that its output 
dynamic behavior is only affected by the input. According to 
the structure shown in Fig. 1, the dynamic behavior of ig is only 
affected by grid voltage ug. Therefore, the input data vector is 
defined as x(t)= [Pg(t), Qg(t), uα(t), uβ(t)], and the output is 
defined as y(t)= [iα(t), iβ (t)]. 

Data preparation is the basis of neural network dynamic 
modeling. Reasonable sample distribution selection can enable 
the neural network to learn enough details and make the model 
achieve satisfactory accuracy. Before collecting data, the first 
thing to be determined is the sampling rate. Higher sampling 
rate means more transient details but also brings greater 
computational burden and sampling cost. According to [27], 
the sampling rate of kHz is sufficient for millisecond level 
transient analysis. Then, each inverter integrated in the power 
system is measured by PMU at different operating points to 
obtain data sets under multiple operating conditions. 

Network structure determination is the most significant step. 
Different hyperparameter combinations directly affect the final 
training result. The neuron type selection is the first 
consideration. Firstly, the selection of neuron type depends on 
the type of modeling task. Dynamic modeling of ACPES is a 
regression task, which generates model from measured data. 
There are two types of neurons often used to deal with 
regression tasks: RNN and LSTM. Due to the special design of 
the LSTM hidden layer, it avoids the problems of gradient 
disappearance and gradient explosion at long time scales. 
Moreover, the forgetting gates enable neurons to compare input 
data to avoid recent non-important information occupying large 
storage space. Therefore, LSTM neurons are selected for 
modeling in this paper. The formulations of a LSTM neuron are 
as follows. 

( ) ( [ ( ), ( 1)] )=g f ff t W x t o t b                        (1) 

( ) ( [ ( ), ( 1)] )=g f ii t W x t o t b                         (2) 

( ) tanh( [ ( ), ( 1)] )=g c cc t W x t o t b                      (3) 

( ) ( [ ( ), ( 1)] )=g o oo t W x t o t b                         (4) 
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( ) ( 1) ( ) ( )= g g gs t f s t i t c t                                (5) 

( ) tanh( ( )) ( )= go t s t o t                                   (6) 

 
Fig. 3. The proposed generalized neural network. 

In addition, adding normalization calculation in the input 
layer is an effective means to accelerate the network 
convergence, which can transfer the input data to 0~1 according 
to the maximum and minimum values of each feature sequence 
in x(t). Based on the above consideration, the network structure 
is proposed in Fig. 3. As shown in Fig. 3, the proposed network 
structure contains an input layer, a LSTM layer, a FC layer and 
an output layer. The vector is input to network after normalized. 
In the LSTM layer, each neuron is a processing unit, which 
iterates the cell state according to the network input value x(t) at 
the current moment, the previous LSTM output value h(t-1) and 
the previous unit state c(t-1).The result is next processed 
through the FC layers,which are used to build nonlinear 
algebraic equations and integrate with differential equations. 
Finally, the processed vector is output through the output layer. 

III. PERFORMANCE EVALUATION 

A. Configuration Setup 

In order to verify the influence of sample distribution and 
structural hyperparameters on accuracy, the power system is 
studied as shown in Fig. 4. The whole system is connected to 
the grid by two microgrids. The nominal frequency amplitude 
distribution is 50Hz and 311V. Network and loads parameters 
are shown in Table I. The cable length of line AB is 4km. The 
impedance parameters of all lines are with Rline=0.16Ω/km and 

Lline=0.26mH/km. The detailed parameters of the inverters are 
shown in Table II. Training data and test data are collected on 
bus A. Sampling rate is set to 2kHz to simulate PMU. 

 
Fig. 4. The framework of testing system. 

TABLE I 
PARAMETERS OF NETWORK AND LOADS 

Bus 
Load Line 

Bus 
Load Line 

R(Ω) L(mH) (km) R(Ω) L(mH) (km) 

A1 29 — 1.2 B1 14.5 231 0.3 

A2 14.5 231 0.3 B2 72.6 — 1.6 

A3 42 — 0.8 — — — — 

TABLE II 
PARAMETERS OF INVS 

Droop INV1 INV2 INV4 INV5 PQ INV3 

Rf(Ω) 0.2 0.3 0.2 0.2 Rf(Ω) 0.2 
Lf(mH) 
Lg(mH) 
Cf(mF) 
Rg(Ω) 

1 
1.8 
25e-3 
0.2 

0.8 
1.8 
25e-3 
0.2 

1.2 
1.4 
0.7 
0.08 

1.2 
1.4 
0.7 
0.08 

Lf(mH) 
kcp 
kci 
P(W) 

2 
30 
10000 
2000 

kvp 0.07 0.05 1.2 1.2 Q(W) 0 
kvi 100 90 200 200 - - 
kcp 1 1 15 15 - - 
kci 30 30 1000 1000 - - 
mp(rad/W) 2e-4 2e-4 1e-5 1e-5 - - 
mq(V/Var) 4e-4 4e-4 1e-4 1e-4 - - 

B. Impact Analysis of Sample Distribution 

TABLE III 
LIST OF SAMPLE DISTRIBUTION TESTED 

Type of samples Steady-state Transient Fault 

A 
B 
C 

100 
90 
70 

0 
10 
30 

0 
0 
0 

D 88 10 2 
E 85 10 5 

This section discusses the impact of sample distribution on 
accuracy. To evaluate the impact of sample distribution in 
isolation, the neural network structure is determined. Based on 
the Fig. 3, the neuron type is selected as LSTM. The overall 
structure consists of two LSTM layers and two FC layers (m=2, 
n=2). Each LSTM layers set 64 neurons and each FC layers set 
64 neurons (k=64, j=64). The sampling rate is set to 2kHz and 
the sampling time is 5s. 100 groups of sample data were 
collected at random operating points, 75% of the data used for 
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model training and the rest as performance test. The data 
structure under different sample distributions is shown in Table 
III. After 3000 iterations, training stops uniformly. In order to 
facilitate comparison, only the change of α-axis current in 
αβ-frame is considered. 

In practice, steady-state data at different operating points is 
the most and easiest data to obtain. In first scenario, the fitting 
performance of type A samples after 3000 iterations as shown 
in Fig. 5. Pref changed from 5kW to 3kW in 3s and Qref 
remained at 3kW. There are obvious errors in iα in the Fig. 5. 
The peak error of iα reaches 23.5%. 

Since the data under steady-state cannot reflect the dynamic 
response characteristics of the system, the high-precision fitting 
performance cannot be achieved within 3000 iterations only 
depending on the data under steady state. 

 
Fig. 5. The transient response of iα under type A samples. 

During the operation of the ACPES, its operating point 
always drifts according to the demand. The system operating 
point change process includes the dynamic response 
characteristics. Therefore, in scenario 2, type B samples replace 
10 samples in type A with data samples under operating point 
changes. The fitting performance is shown in Fig. 6. With the 
addition of transient samples, the fitting accuracy is 
significantly improved. the peak error of iα drops to 11.7%. 

 
Fig. 6. The transient response of iα under type B samples. 

As the proportion of transient samples increases, the fitting 
accuracy becomes higher and higher. It achieves a high level of 
accuracy under type C samples. The peak error of iα error drops 
below 4%, as shown in Fig. 7. Fig. 8 shows the estimated 
transient behavior of two types of samples. During the Pref 
changing process, the type C samples can provide a more 
accurate transient behavior than type B samples, which 
fluctuation converges within two cycles. The dynamic response 
contained in the transient samples enables the neural network to 
obtain a large amount of information in a short period. Adding 
transient samples to the dataset can significantly improve 
model accuracy. 

External short-circuit fault can seriously affect the system 
dynamic behavior, although it rarely occurs, all the dynamic 
characteristics of the system under fault are fully exposed. 
Therefore, the data under fault are added to study. 

 
Fig. 7. The transient response of iα under type C samples. 

 
Fig. 8. The comparison of type B and type C when Pref changes from 5kW to 
3kW at 3s. 

In scenario 3, as shown in Fig. 9(a), the fitting performance 
of type D samples set is verified under operating point changing 
conditions. The peak error is 3.2% for iα. Compared with the 
type C samples, it can be seen that the performance of adding 
two fault samples reaches the accuracy of 20 transient samples. 
Even a small number of fault samples can greatly improve the 
accuracy. With the addition of type E samples, the accuracy 
reaches a very high level. The peak error is 0.06% for iα as 
shown in Fig. 9(b). From the comparison in Fig. 9(c), it can be 
seen that the samples under fault are significant helpful to the 
transient response, the accuracy of E-type samples achieved far 
more accuracy than others. By adding the data samples under 
external short-circuit fault, the model better fits the dynamic 
behavior of the system. 

C. Impact Analysis of Structural Hyperparameter 

Hyperparameter determination is also a crucial step. 
Different hyperparameters can lead to huge differences in 
network performance. In order to verify the influence of 
hyperparameters on network performance, this section studies 
under the fixed samples distribution, according to the analysis  

 
(a) 

 
(b) 
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(c) 

Fig. 9. The transient response at terminal when Pref changes from 5kW to 3kW 
at 3s.(a) Transient response of iα under type D samples. (b) Transient response 
of iα under type E samples. (c) The comparison among type C, type D and type 
E. 

of samples type in the above section, it is determined as type E 
samples. Similarly, the training stopped after 3000 iterations. 

Generally, after determining the network framework, the 
width and depth of the network need to be tested repeatedly. It 
can be seen from Eq. (1) to Eq. (6) that the current output of 
LSTM neurons is also affected by the previous state variable, so 
it can also be regarded as a discrete dynamic system, which can 
be regarded as DAEs. Therefore, the calculation process of 
LSTM can be expressed as state space model as. 

, , , , , ,( ) ( ( 1), ( ), , )= f i c o f i c oh t F h t x t W b                 (7) 

, , , , , ,( ) ( ( ), ( ), , )= f i c o f i c oo t G h t x t W b                    (8) 

Where h(t)=[o(t), s(t)] is considered as the state variables. 
From the mathematical level, the whole ACPES system is a set 
of DAEs, which can be described as. 

( , , )=acpes acpesx f x u p                                 (9) 

( , , )acpesy g x u p                              (10) 

Where xacpes is considered as the state vector, u, p and y 
represent the input and output and the parameters in the system, 
respectively. Comparing Eq. (7) to Eq. (8) and Eq. (9) to Eq. 
(10), it can be seen that theoretically a neuron can represent a 
system state variable. 

TABLE IV 
LIST OF HYPERPARAMETER TESTED 

net (j, k) Network depth (m, n) 

j=k=46 
j=k=52 
j=k=58 

m=n=2 
m=n=2 
m=n=2 

j=k=64 m=n=2 
j=k=70 m=n=2 

For the studied system, there are a total of 58 system 
variables, so we preliminarily set the network width to 58 and 
verify it nearby. The depth of the network means the 
complexity of the fitting function. The more layers, the more 
mapping of the original data, and the deeper information can be 
obtained. However, more layers also mean heavier training 
burden and more information attenuation. Therefore, the 
number of network layers is generally selected based on 
experience or repeated tests. The number of network layers is 
selected as 4 layers by repeated testing. Based on Fig. 3, the 
detailed parameters of the test are shown in Table IV. 

A comparative study is implemented among the different 
network width, as shown in Fig. 10, Pref changed from 2kW to 
4kW in 2s and Qref remained at 3kW. It can be seen from Fig. 10 
that the error increases with the decrease of network width. 

With the decrease of network width, the coupling between 
neurons decreases and the fitting ability decreases. In contrast, 
with the increase in the number of neurons, the fitting ability 
initially increased, then decreased as the network width 
continued to increase. This is because too many neurons 
increase the difficulty of network training, resulting in a longer 
convergence time. The comparison shows that the best 
performance is j=k=64, which the network width is slightly 
larger than the number of system state variables. Although each 
neuron can represent a state variable in theory, the space of the 
neuron in the training process is occupied by some other 
information, so the selection of network width should be 
slightly larger than the number of state variables. 

 
(a) 

 
(b) 

Fig. 10. The transient response at terminal when Pref changes from 2kW to 4kW 
at 2s. (a) The comparison of network width among 46, 52 and 58. (b) The 
comparison of network width among 58, 64 and 70. 

 
Fig. 11. The transient response at terminal when Pref changes from 2kW to 4kW 
at 2s by using ANN. 

A comparative study is implemented between the proposed 
LSTM-based method and ANN-based model [28]. All these 
methods are developed for black-box nonlinear modeling. In 
order to fairly compare the performances, the ANN is 
constructed with same structure as the proposed model. Fig. 11 
depicts the ANN network width among 58, 64 and 70. It can be 
seen that the best performance is j=k=64.  

By comparing Fig. 10 to 11, it can be seen that the accuracy 
of the proposed model is much higher than the ANN-based 
model even when the worst performance (j=k=46). When 
j=k=46, the error peak of the proposed model is 2.5A and 
rapidly converges to 0.1A after 0.1s. In contrast, the error peak 
of the ANN-based model is 5.2A under the best performance 
(j=k=64), and it still remains around 2A after 0.1s. The 
comparison results demonstrate that although the ANN-based 
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model can also predict the transient behavior under transient 
response, its accuracy still lags far behind the proposed 
LSTM-based model even in the best performance of j=k=64. 

 
Fig. 12.  Total loss between with and without BN layers. 

In addition, adding batch normalization (BN) calculation in 
the hidden layer can reduce the saturation effect of activation 
function and accelerate the network convergence, which is 
ignored by many people. The performance with and without 
BN layers is tested under the optimal network width. It can be 
seen from Fig. 11 that the training speed was significantly 
improved after adding BN layer. 

D. Modeling Suggestions 

From the evaluation of the previous section, it can be seen 
that the modeling performance relying solely on steady-state 
samples is inaccurate. Adding additional transient and fault 
samples can significantly improve the accuracy of the model, 
especially the fault samples. On the other hand, the network 
width seriously affects the training efficiency. The best 
efficiency is achieved when the number of neurons is slightly 
larger than the system state variables. In addition, the addition 
of BN layer also significantly improves the training efficiency. 
Therefore, the suggestions are as follows. 

(1)  In data acquisition, as far as possible to collect transient 
samples, especially under fault.  

(2) The network width should be slightly larger than the 
number of system state variables. In addition, the 
addition of BN layer is necessary to improve training 
speed.  

IV. CONCLUSION 

In this paper, the dynamic modeling method based on neural 
network is systematically verified from the sample distribution 
and structural hyperparameter selection level. The modeling 
framework and design guidelines are presented in detail. 
Suggestions for the selection of sample distribution and 
hyperparameter selection are given by simulation. Firstly, 
transient samples are collected as far as possible in data 
collection, especially those under fault. Secondly, the network 
width should be slightly larger than the number of system state 
variables. Finally, adding BN layers can significantly improve 
the training speed. 
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