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Nonlinear Distortion Noise and Linear Attenuation in
MIMO Systems—Theory and Application to

Multiband Transmitters
Daniel Rönnow and Peter Händel , Senior Member, IEEE

Abstract—Nonlinear static multiple-input multiple-output
(MIMO) systems are analyzed. The matrix formulation of
Bussgang’s theorem for complex Gaussian signals is rederived and
put in the context of the multivariate cumulant series expansion.
The attenuation matrix is a function of the input signals’ covariance
and the covariance of the input and output signals. The covariance
of the distortion noise is in addition a function of the output signal’s
covariance. The effect of the observation bandwidth is discussed.
Models of concurrent multiband transmitters are analyzed. For a
transmitter with dual non-contiguous bands expressions for the
normalized mean square error (NMSE) vs input signal power are
derived for uncorrelated, partially correlated, and correlated input
signals. A transmitter with arbitrary number of non-contiguous
bands is analysed for correlated and uncorrelated signals. In an
example, the NMSE is higher when the input signals are correlated
than when they are uncorrelated for the same input signal power
and it increases with the number of frequency bands. A concurrent
dual band amplifier with contiguous bands is analyzed; in this case
the NMSE depends on the bandwidth of the aggregated signal.

Index Terms—Bussgang theory, carrier aggregation, concurrent
dual band, MIMO, multiband transmitter, nonlinear distortion.

I. INTRODUCTION

A STATIC nonlinear single-input single-output (SISO) sys-
tem with a Gaussian input signal can be modeled as a

linear system with a noise term, where the noise is uncorrelated
to the input signal according to the Bussgang theorem [1]. The
theorem has been used for weakly nonlinear devices [2], as well
as for devices with strongly nonlinear properties such as clipping
[3]. In system identification Bussgang’s theorem has been used
for systems with a static nonlinearity cascaded with linear filters
[4], [5]. It has been extended to complex-valued signals [6] and
has therefore found applications in wireless communications,
in particular for signals that are similar to Gaussian signals,
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like orthogonal frequency domain multiplexing (OFDM) [7],
[8], wideband code division multiple access [9], and filter bank-
based multicarrier [7] signals. In telecommunication Bussgang’s
theorem has been used in the derivation of decoding algorithms
in receivers for decoding of nonlinearly distorted signals [10]
and for analyzing the effect on bit error rate from nonlinear
amplifiers [7].

The Bussgang theorem can be derived as a special case of
the cumulant expansion of the covariance of the output and
input signals, when the static nonlinear system is described
by an analytic function. The cumulant expansion is a Taylor
series in cumulants of different order [11], [12]. For real valued
Gaussian [11] and circular complex Gaussian variables [12] only
cumulants of order up to two are non-zero. For zero mean signals
the first order cumulants become zero and the Bussgang theorem
is obtained, since the second order cumulant is the variance.

Nonlinear multiple-input multiple-output (MIMO) systems
and devices have attracted interest because of the applications in
wireless communications. Bussgang’s theorem can be used for
MIMO transmitters, in which case the system is decomposed
such that a part is a nonlinear static SISO system to which
the theorem can be applied [13], [14]. In [13] an analytical
expression for the optimum back-off of a 2× 2 transmitter were
derived using Bussgang’s theorem. In [15] a frequency domain
method to identify weakly nonlinear 2× 2 systems is presented,
where the input signals are multi-sine signals. In [16] a matrix
formulation of Bussgang’s theorem is derived and used to ana-
lyze the effect of quantization on MIMO channels. The matrix
formalism has been used to analyze 1-bit quantization effects
in transmitters [17]–[19] and receivers [20], [21] in MIMO
systems, or amplifier nonlinearities [22] in MIMO systems, and
quantization effects on positioning in satellite navigation sys-
tems [23]. In these applications the different signals go through
different nonlinear devices and the matrix corresponding to the
Bussgang attenuation in SISO systems becomes diagonal.

In telecommunication multiband transmitters have attracted
attention the last years. In such transmitters, baseband signals
are upconverted to different center frequencies and amplified
[24]. The output signals at different center frequencies are
downconverted separately in the receivers and such transmitters
are therefore analyzed as MIMO systems. Concurrent dual or
multiband transmitters are used in telecommunication [25] and
wireless sensor networks [26], [27] applications. In these trans-
mitters multiple signals go through the same nonlinear device.
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In this paper, we rederive the matrix formalism for complex
valued signals and systems in [16] and put it in the context of the
multivariate cumulant expansion of a multivariate Gaussian pro-
cess distorted by a nonlinear function [28]. The matrix formalism
is used for systems with signals at different center frequency and
the effects of observation bandwidth of the output signals and
its relation to the nonlinear order are discussed. We analyze the
linear attenuation and distortion noise of multiband transmitters,
in which the signals go through the same nonlinear device. A
decomposition into nonlinear SISO systems as in [13], [14] is not
possible for such transmitters. We analyze three types of multi-
band transmitters. The first is a concurrent non-contiguous dual
band transmitter. The effect of the correlation of the input signals
is addressed. Secondly, we analyze a concurrent non-contiguous
multiband transmitters and thirdly a concurrent contiguous dual
band transmitter in which the two output signals at different
center frequency are adjacent. The formalism could be used also
for nonlinear effects in receivers, although nonlinear distortion
typically is more important in transmitters.

We formulate the theory for complex-valued continuous time
signals and systems; the results in Section II are valid also for
real valued signals, whereas the example in Section III is for
complex valued signals. Sampled signals are briefly discussed
in Section II-D.

Notation: Vectors and matrices are represented by lower and
upper case bold fonts (u andU, respectively).F(·) is a nonlinear
static multidimensional function and f(·) its nonlinear part.

U, U, and δA are matrices specific to a formulation of the
nonlinear MIMO system. Elements of vectors and matrices are
represented by italics with indices as subscript (ui and Uij ,
respectively). Capitals in italics, like N , are used for numbers
e.g. of signals or sub-carriers. E[·], (·)H , (·)∗, and (·)−1 represent
the expectation value, hermitian transpose, complex conjugate,
and inverse, respectively. An index (·)Q of a matrix means that
the system has been rewritten to be full rank. σ2

i represents the
variance of signal i; ρ is used for the polynomial coefficients of
third order nonlinearities.

II. THEORY

A. General Nonlinear MIMO Systems

We consider a time invariant static nonlinear N ×M MIMO
system,

r = F(u), (1)

where u ∈ CN×1 are the N input signals, r ∈ CM×1 the M
output signals, and F(·) is a nonlinear static function. The
input signals gathered in u are circular complex zero mean
Gaussian (ch. 2 in [29]) and may be correlated, uncorrelated or
partly correlated; F(·) is holomorphic (i.e., complex analytical
or complex differentiable) [30]. In the case of non zero mean
input signals, the signals can be substituted by zero mean signals,
u− E[u], as in the SISO case [11].

We want to write the output signal as a linear static MIMO
system

r = r0 +Au+ v, (2)

where the Bussgang attenuation A ∈ CM×N is a deterministic
M ×N matrix, v is the distortion noise, and r0 = E[r]. We
require that the distortion noise is uncorrelated to the inputu. We
formulate the condition that the distortion noise of each channel
should be uncorrelated to each input signal, i.e., the covariance
matrix should be the M ×N null matrix,

E[vuH ] = 0. (3)

Accordingly, using (2) and (3)

W
�
= E[ruH ] = AE[uuH ] + E[vuH ] = AU, (4)

where U = E[uuH ] is the covariance matrix of the input sig-
nals. From (4), we get the expression for the attenuation matrix,

A = WU−1, (5)

assuming that the matrix inverse exists. We notice that the
attenuation matrix in (5) is the linear minimum mean squared
error estimate (cf. ch. 5 in [29]). Solving for v in (2) and using
(3) we get the covariance of the distortion noise,

V
�
= E[v vH ] = R−AUAH , (6)

where R = E[(r− r0) (r− r0)
H ].

For N = M = 1, (5) becomes the Bussgang attenuation and
(6) the distortion noise covariance for SISO systems.

In (4) each element Wij of W is the covariance of
Fi(u1, . . . , uN ) and uj . Such a covariance can in general be
written as a cumulant expansion [12], [28]

E[Fi(u1, . . . , uN )u∗
j ] = E[Fi(u1, . . . , uN )]E[u∗

j ]

+

N∑

c=1

AicE[ucu
∗
j ] +O(3), (7)

if Fi(·) is holomorphic. In (7), O(3) are cumulants of order
three and higher and the coefficients Aic are functions of the
partial derivatives of Fi(·). If (u1, . . . , uN ) are circular jointly
Gaussian complex signals with zero mean all E[u∗

j ] and O(3)
terms are zero [31], which means that (4) holds and (2) can be
used for a system (1). For non-Gaussian signals the O(3) terms
are non-zero and the Bussgang theory on matrix form cannot be
used.

Thus, like SISO systems, a linearization as in (2) of a system
F(·) as in (1), can be made for static MIMO systems if F(·) is
holomorphic and the input signals, u, are zero mean circular
jointly Gaussian complex signals. For real valued functions,
F(·), and signals,u, the derivation (1) to (6) holds forF(·) being
analytic and u being zero mean Gaussian. For nonanalytical
functions, F(·), such as soft limiters, Bussgang’s theorem can
still be applied if the static nonlinear function can be written as
converging series of Hermite polynomials [32].

B. Correlated Inputs and Rank

Notice that if the input signals are correlated in such a way
that K = rank(U) < N , U−1 does not exist and (5) cannot
be used. In such cases the system in (1) can be reformulated
as r = F(u(z)) with u = Qz, where Q is an N ×K ma-
trix and U = QZQH . Instead of (2) we get r = AQ z+ vQ

where AQ = WQ Z−1, where WQ = E[r zH ], Z = E[z zH ],
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and VQ = E[vQ vH
Q ]. Notice that AQ is an M ×K, Z a

K ×K, and VQ an M ×M matrix.

C. Nonlinear Systems With a Linear Term

We now consider a nonlinear system with a linear term

r = F(u) = Hu+Gf(u), (8)

whereH andG are aM ×N matrices, and f(u) is the nonlinear
part of F(u). Using (8) in (4) gives

W = H E[uuH ]︸ ︷︷ ︸
U

+G E[f(u)uH ]︸ ︷︷ ︸
U

(9)

and (5) and (9) gives

A = [HU+GU]U−1 = H+GUU−1
︸ ︷︷ ︸

δA

, (10)

i.e. for nonlinear systems with a linear term, the attenuation
matrix A in (2) can be written as a sum of the linear part in (8),
H, and a matrix, δA, which is a function of the nonlinear part,
f(u), in (8) and u. Inserting (8) in (6) gives

V = G (U−UU−1 U
H
)GH , (11)

where

U = E[f(u) f(u)H ]. (12)

The covariance matrix V of the distortion error v is a function
of the matrix G of the nonlinear part in (8), and the moment

properties of the input signal u via U−1, U and U.
If the system in (8) is not full rank and we use u = Qz, (8)

becomes

r = F(u(z)) = HQ z+Gf(u(z)), (13)

where HQ = HQ. Furthermore, W, H, A, U, U, and U

are replaced by WQ, HQ, AQ, Z, Z, and Z, respectively, in
(9)–(12).

D. Multiple Bands and Observation Bandwidth

We analyze transmitters for multiple frequency bands using
continuous time complex baseband models. In Fig. 1 the cases
of non-contiguous signals (top) and contiguous signals (bottom)
are illustrated. The bandwidth of the input signals is B and the
maximum nonlinear order is P .

In the non-contiguous case, the baseband signals, u� are
upconverted to different center frequencies, that are widely
separated. The nonlinear distortion at one center frequency, is
affected by both input signals, if the input signals goes through
the same nonlinear element. We use the observation bandwidth
P ×B for each output signal, which is wide enough to com-
prehend the distorted signal around its center frequency. The
different output signals, r�, are, thus, observed independently.

In Fig. 1 (bottom) the case of two contiguous signals in one
band is illustrated. The two adjacent signals form one output
signal in one band. The out-of-band distortion of one signal
leaks into the band of the other. The aggregated output signal, r,
is observed. The observation bandwidth, (P + 1)×B, is wide
enough to comprehend the aggregated signal.

Fig. 1. Illustration of the frequency bands of the input signals, u1 and u2, and
output signals r1 and r2 (top) and r (bottom) of nonlinear concurrent dual band
transmitters. The top figure shows the case of non-contiguous bands with output
signals, r1 and r2, observed at center frequencies fc1 and fc2, respectively.
The bottom figure shows the case of contiguous bands aggregated to a signal r
observed at a center frequency of fc. B is the bandwidth of the input signals
and P is the maximum nonlinear order.

In complex baseband models of bandpass systems, like radio
frequency amplifiers, the nonlinearites are odd functions and,
hence, r0 = 0 in (2).

The nonlinear distortion gives an in-band error (within the
bandwidth B) and out-of-band error (outside of B), both of
which are parts of the distortion noise, v. Combining (8) and (2)
with r0 = 0, we get

v = (H−A)u+Gf(u), (14)

where the term (H−A)u contributes to the in-band error; the
termGf(u) contributes to the error within the bandwidthP ×B
or (P + 1)×B, respectively, i.e., it contributes to the error both
in-band and out-of-band. The in-band error is uncorrelated to
the input signal and Bussgang’s theorem can be used also for
the in-band error [33]. However, the in-band error is a filtered
version of the distortion noise caused by the static nonlinearity.

In the derivation above, as in the derivations of Bussgang’s
theorem for a SISO system, it is assumed that the distorted sig-
nals, r, are caused by static nonlinearities. Thus, the observation
bandwidth has to be large enough to observe the entire signal.
In Fig. 1 (top) it should be P ×B and in Fig. 1 (bottom) it
should be (P + 1)×B. Smaller observation bandwidths could
be relevant if the effects of non-ideal receivers are of interest.
For example, an observation bandwidth equal to the undistorted
signals’ bandwidths can be used (B and 2×B, respectively,
in Fig. 1) if the signal is not filtered before observation. In
such cases the out-of-band distortion is aliased in-band and the
distortion error’s variance is unchanged.

The sampling rate has to be considered in the case of discrete
time models of the nonlinear transmitters and in the case of non
ideal receivers. Ideally, the Nyquist frequency - when sampling
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the down converted signal - should be P ×B/2 and (P + 1)×
B/2 in the cases in Fig. 1 (top) and (bottom), respectively.

III. APPLICATION TO CONCURRENT DUAL

BAND TRANSMITTER

In a concurrent non-contiguous dual band transmitter there
are two or more signals at widely separated carrier frequencies,
as shown in Fig. 1 (top).

In an application where the signals are for different users
the signals would be uncorrelated. Concurrent non-contiguous
dual or multiband transmitters used in telecommunication base
stations would be such an application. Partly correlated signals
could occur if such transmitters are used in dual or multi fre-
quency wireless sensor networks [26] with network coding.
Using network coding, data packages of different users can
be mixed when forwarded by a wireless node [27]. Correlated
signals occur as a special case in this type of application. In both
telecommunication and wireless sensor network applications
signals that are similar to zero mean circular complex Gaussian
signals, such as OFDM, are used.

In this section a concurrent non-contiguous dual band trans-
mitter model with nonlinear distortion is investigated using
the formalism in Section II for uncorrelated, correlated, and
partly correlated input signals. We give more details for the
correlated case to illustrate the method. We analyze a transmitter
architecture in which the two signals are fed through the same
nonlinear amplifier [24].

A. Nonlinear Device Model

The largest hardware impairment in radio frequency ampli-
fiers is typically the static third order nonlinear distortion. The
third order intercept point - a common quality measure - relates
the inter-modulation distortion to the polynomial parameter of
third order [34]. A complex-valued baseband behavioral model
[35] with normalized small signal gain including the main im-
pairments in the form of (8) is

r=

(
1 0

0 1

)

︸ ︷︷ ︸
H = I

u+

(
ρ1,1 0 ρ1,2 0

0 ρ2,1 0 ρ2,2

)

︸ ︷︷ ︸
G

⎛

⎜⎜⎜⎝

u1 |u1|2
u2 |u1|2
u1 |u2|2
u2 |u2|2

⎞

⎟⎟⎟⎠

︸ ︷︷ ︸
f(u)

,

(15)
where {ρ1,1, ρ2,2} ∈ C cause inter-modulation distortion and
{ρ1,2, ρ2,1} ∈ C cause cross-modulation distortion [36]. The
input signals u1 and u2 are complex baseband representations
of the signals at the different center frequencies. The thermal
noise, n, is in general modelled as added at the output of the
amplifier, [34]

y = r+ n, (16)

where the thermal noise is uncorrelated, but with the same
variance, σ2

n, in both channels, i.e., the thermal noise covariance
is N = σ2

nI. Notice that σ2
n is the variance of the noise within

the observation bandwidth.

The model in (15) cannot be decomposed into SISO subsys-
tems that are static nonlinearities, such that the SISO Bussgang
theorem can be used. In such decompositions the input signal of
each SISO system is a linear combination of the input signals
to the MIMO system. The reason is that the model in (15)
includes baseband signals in each frequency band and that
the corresponding radio frequency signals of different center
frequency are fed through the same nonlinear amplifier; there
are nonlinear but not any linear cross-terms.

B. Linear Device Model - Uncorrelated Signals

In the case of uncorrelated signals the input signals u =
(u1 u2)

T are complex-valued uncorrelated zero-mean Gaussian,
with

U =

(
σ2
1 0

0 σ2
2

)
. (17)

We determine the matrices A and V that describe the system

in (15) on the form in (2). We first determine U and U. The
matrix U reads

U=E

⎡

⎢⎢⎢⎣

⎛

⎜⎜⎜⎝

u1 |u1|2
u2 |u1|2
u1 |u2|2
u2 |u2|2

⎞

⎟⎟⎟⎠(u
∗
1 u∗

2)

⎤

⎥⎥⎥⎦=

⎛

⎜⎜⎜⎝

2σ4
1 0

0 σ2
1 σ

2
2

σ2
1 σ

2
2 0

0 2σ4
2

⎞

⎟⎟⎟⎠, (18)

where it has been used that the odd order moments equal zero.
Further, it was used that E[(u� u

∗
�)

n] = n!E[u� u
∗
�]
n for positive

integers n and � = 1, 2, where ! denotes the factorial operation
[13].

For the matrix U we get

U = E

⎡

⎢⎢⎢⎣

⎛

⎜⎜⎜⎝

u1 |u1|2
u2 |u1|2
u1 |u2|2
u2 |u2|2

⎞

⎟⎟⎟⎠
(
u∗
1 |u1|2 u∗

2 |u1|2 u∗
1 |u2|2 u∗

2 |u2|2
)

⎤

⎥⎥⎥⎦

=

⎛

⎜⎜⎜⎝

6σ6
1 0 2σ4

1 σ
2
2 0

0 2σ4
1 σ

2
2 0 2σ2

1 σ
4
2

2σ4
1 σ

2
2 0 2σ2

1 σ
4
2 0

0 2σ2
1 σ

4
2 0 6σ6

2

⎞

⎟⎟⎟⎠ . (19)

In (18) and (19) the sixth order moments were calculated as
described in [13].

Using (15), (17), (18), and (19) in (10) we get

A =

(
1 + 2ρ1,1 σ

2
1 + ρ1,2 σ

2
2 0

0 1 + 2ρ2,2 σ
2
2 + ρ2,1 σ

2
1

)
.

(20)
Using (15), (17), (18), and (19) in (11) we get the covariance

of the distortion noise

V=

(
2|ρ1,1|2 σ6

1+|ρ1,2|2 σ2
1σ

4
2 0

0 2|ρ2,2|2 σ6
2+|ρ2,1|2 σ4

1σ
2
2

)
.

(21)
Notice that A is diagonal, i.e. r1 is linearly proportional to

u1 but not to u2. However, the element A11 contains σ2
2 , which

means that r1 depends on u2 through its variance σ2
2 . V is also
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diagonal, which means that the error signals of channels 1 and
2 are uncorrelated.

As a measure of the device performance we use the normal-
ized mean square error (NMSE), which for channel � is [37]

NMSE� =
E[e�e

∗
�]

σ2
�

, (22)

where e� = y� − u�. Using (20) and (21) with (2) and (16) we get
for the concurrent dual band amplifier with uncorrelated input
signals

NMSE� = 6|ρ��|2 σ4
� + 2|ρ�k|2 σ4

k + 4�[ρ�� ρ∗�k ]σ2
l σ

2
k +

σ2
n

σ2
�

,

(23)
where k, � = 1, 2 or 2, 1. The three first terms are proportional
to the square of the power of the input signal; the fourth term
is proportional to the inverse of the signal power. The two first
terms do not depend on the phase of ρ�� and ρ�k whereas the
third term depends on ρ��ρ�k. The effect on the NMSE from
nonlinear distortion is large at high values of σ2

� and σ2
k.

C. Linear Device Model - Correlated Signals

In the case of correlated signals we model the input signals
as u1 = u2 and the system’s rank becomes 1 instead of 2. We
use Q = (1 1)T ; we set u1 = u2 = z and the covariance of z
becomes scalar Z = σ2. We derive AQ and VQ as described in
Section II-B. For the attenuation matrix we get

AQ =

(
1 + 2σ2(ρ1,1 + ρ1,2)

1 + 2σ2(ρ2,2 + ρ2,1)

)
, (24)

for the covariance of the distortion noise we get

VQ = 2σ6×
(

|ρ1,1+ρ1,2|2 (ρ1,1+ρ1,2)(ρ2,2+ρ2,1)
∗

(ρ1,1+ρ1,2)
∗(ρ2,2+ρ2,1) |ρ2,2+ρ2,1|2

)
,

(25)

and for the NMSE

NMSE� = 6|ρ�� + ρ�k|2 σ4 +
σ2
n

σ2
, (26)

where � = 1 or 2. The first term is proportional to the square of
the input signal power, σ4, and dominates the NMSE at large
input signal power. Notice that in the first term the complex
numbers ρ�� and ρ�k are added and this term could become zero.

D. Linear Device Model - Partly Correlated Signals

Partly correlated signals are modeled as u1 = uc + u1u and
u2 = uc + u2u where uc with variance σ2

c is the correlated part
identical for both signals and u1u and u2u with variance σ1u

and σ2u are the uncorrelated parts of u1 and u2, respectively
[38]. The signals u1u and u2u are also uncorrelated to uc. The
covariance matrix of u is

U =

(
σ2
c + σ2

1u σ2
c

σ2
c σ2

c + σ2
2u

)
. (27)

We follow the derivations in Section III-B, but for partly
correlated signals. For the attenuation matrix, A, we get the

elements

A�� = 1 + 2ρ�,�[σ
4
c (σ

2
�u + σ2

ku)

+ σ2
cσ

2
�u(σ

2
�u + 2σ2

ku) + 2σ4
�uσ

2
ku]/γ

+ ρ�,k[σ
4
c (σ

2
�u + σ2

ku) + σ2
cσ

2
ku(2σ

2
�u + σ2

ku)

+ σ2
�uσ

4
ku]/γ (28)

and

A�k = ρ�,kσ
2
c [σ

2
c (σ

2
�u + 2σ2

ku) + σ2
�uσ

2
ku]/γ, (29)

whereγ = σ2
c (σ

2
�u + σ2

ku) + σ2
�uσ

2
ku andk, � = 1, 2 or 2, 1. The

distortion noise covariance, V, becomes

V�� = 2|ρ�|2(σ2
c + σ2

�u)
3 + 2(ρ∗�ξ� + ρ�ξ

∗
�)σ

4
c (σ

2
c + σ2

�u)

+ |ξ�|2(2σ6
c + σ4

c (σ
2
�u + 3σ2

ku)

+ σ2
c (2σ

2
�uσ

2
ku + σ4

2u) + σ2
�uσ

4
ku) (30)

and

V�k = 2ρ�ρ
∗
kσ

6
c + 2ρ∗kξ�σ

2
c (σ

4
c + 2σ2

cσ
2
ku + σ4

ku)

+ 2ρ�ξ
∗
kσ

2
c (σ

4
c + 2σ2

cσ
2
�u + σ4

�u)

+ ξ�ξ
∗
kσ

2
c (2σ

4
c + σ2

c (σ
2
�u + σ2

ku) + σ2
�uσ

2
ku), (31)

where k, � = 1, 2 or 2, 1. The NMSE becomes

NMSE� = (|A�� +A�k − 1|2σ2
c + |A�� − 1|2σ2

�u

+ |A�k|2σ2
ku + V�� + σ2

n)/(σ
2
c + σ2

lu), (32)

where k, � = 1, 2 or 2, 1 and A�� and A�k are given by (28) and
V�� by (30).

For σ2
c = 0, A in (28) becomes identical to the uncorrelated

case (20), and V in (30) becomes identical to (21) as expected.
For σ2

1u = σ2
2u = 0, we get from (28) and (24) that AQ,�� =

A�� +A�k; furthermore comparing (30) and (25) we see that
V = VQ.

E. Device Performance

We now illustrate how the Bussgang attenuation matrix, the
distortion noise covariance, and then NMSE - as derived in
Sections III-B to III-D - vary with signal power and correla-
tion. For comparison, we simulate the device in Section III-A
numerically and compare the results with the analytical results
in Sections III-B to III-D. We denote the simulated output signal
ysim. We use ρ1,1 = 0.38∠− 90◦ and ρ1,2 = 0.38∠0◦ (where
∠ denotes the phase angle) that we estimate from measurements
of third order inter- and cross-modulation products described in
[36]; the signal powers are in relative units.

We made four sets of simulations:
1) Uncorrelated signals withσ2

1 = σ2
2 andσ2

1 was varied from
−12 dB to 3 dB.

2) Uncorrelated signals with σ2
1 varied from−12 dB to 3 dB,

while σ2
2 was fixed at first −0 dB and then −9 dB.

3) Correlated signals with σ2
1 = σ2

2 = σ2 varied from
−12 dB to 3 dB.

4) Partly correlated signals with the correlation ratio,
σ2
c/(σ

2
c + σ2

2u) varied from 0 to 1, while σ2
1 = σ2

c + σ2
1u

and σ2
2 = σ2

c + σ2
2u were fixed at 0 dB.
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Fig. 2. Real and imaginary parts of elements of the attenuation matrices (A11

and AQ,11) vs input power, σ2
1 , as calculated analytically (an) and from the

simulated data (LS) for a concurrent non-contiguous dual band transmitter. Data
for uncorrelated and correlated input signals are shown. For the imaginary part
(lower figure) the lines are on top of each other.

In all simulations the thermal noise power was σ2
n = −6 dB

and the signals had a length of 10000 samples.
The attenuation A was determined in the least square (LS)

sense, ALS = ysimuH(uuH)−1 [39]. The noise covariance,
VLS was determined as the covariance of e = ysim − yLS ,
where yLS = ALSu.

In Fig. 2 the element A11 from the simulations 1, 2, and 3
is shown vs input power, σ2

1 (LS); A11 as obtained analytically
from (20) and from (24), respectively, is also shown. The LS and
analytical data are as expected in agreement.

For uncorrelated signals and σ2
1 = σ2

2 both the real and imag-
inary parts of A11 change with σ2

1 . For uncorrelated signals and
σ2
2 constant and σ2

1 varied, the real part of A11 is constant and
the imaginary part changes with σ2

1 , because ρ1,1 is imaginary
but ρ1,2 is real in (20). Notice that the attenuation matrix can
have complex elements, A11 though the small signal gain (the
element H11 ) is real valued. The LS estimates of A12 and A21

(not shown in the figure) were close to zero in agreement with
(20).

The real part of AQ,11 increases faster with the input power
than the real part ofA11, but the imaginary part is identical, since
ρ1,1 is imaginary and ρ1,2 is real.

The LS estimates, ALS , are unbiased since the noise terms in
(2) have zero mean in this case [40], as seen in Fig. 2.

Fig. 3 shows the simulated noise variance of channel 1 vs
σ2
1 for the simulations 1, 2, and 3 (LS). Also shown is V11

as determined from (21) and (25), respectively. We plot the
analytical V11 + σ2

n, since it corresponds to the covariance of
the simulated data. The LS data are as expected in agreement
with the analytical V11 + σ2

n. As expected, at small values of
σ2
1 , the variance is dominated by the thermal noise and at high

values by the distortion noise, V11. Notice that V11 also depends
on the variance of u2, σ2

2 , as seen in (21). The LS estimates

Fig. 3. The noise variance of channel 1 vs input power, σ2
1 , as calculated ana-

lytically (an), and from the simulated data (LS) for a concurrent non-contiguous
dual band transmitter. For the analytical data V11 + σ2

n is shown. Data for
uncorrelated and correlated input signals are shown.

Fig. 4. NMSE of channel 1 vs input power, σ2
1 , as calculated analytically (an)

and from the simulated data (LS) for a concurrent non-contiguous dual band
transmitter. Data for uncorrelated and correlated input signals are shown.

of the off-diagonal elements, V12 and V21 (not shown in the
figure) were close to zero in agreement with (21). In the case
of correlated signals, the noise covariance is higher than in the
case of uncorrelated signals and σ2

1 = σ2
2 .

In Fig. 4 NMSE1 vs σ2
1 is shown for the cases of uncorrelated

and correlated input signals. The analytical data are as expected
in agreement with the LS data from simulations 1, 2, and 3. At
low σ2

1 values the NMSE is dominated by the thermal noise; at
high values the nonlinear distortion is dominating. The effect of
cross-modulation distortion is seen in the middle range of σ2

1 ,
where it causes the difference between the curves for σ2

2 = 0 dB
andσ2

2 = −9dB. For uncorrelated signals, the cross-modulation
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Fig. 5. The attenuation matrix elements A11 and A12 vs the correlation ratio,
σ2
c/(σ

2
c + σ2

1u), for channel 1 as obtained from analytical expressions (an) and
from simulations (LS) for a concurrent non-contiguous dual band transmitter.
The input powers were σ2

1 = σ2
1 = 0 dB.

affects the NMSE vs input power in a similar way as linear cross
talk in MIMO transmitters, in which two amplifiers operate
at the same center frequency [13]. For high values of σ2

1 the
NMSE is higher for correlated signals than for uncorrelated sig-
nals with σ2

1 = σ2
2 . Thus, correlated signals give higher NMSE

than uncorrelated signals for the same input power. Notice that
the minimum NMSE is different for uncorrelated signals with
σ2
1 = σ2

2 and correlated signals. The input back-off - i.e. the
input power that gives the lowest NMSE - is, thus, dependent on
the correlation between the two input signals.

The results of simulations 4 are shown in Figs. 5–7. The
elements A11 and A12 are shown vs correlation ratio, σ2

c/(σ
2
c +

σ2
1u), for input powers of σ2

1 = 0 dB and σ2
2 = 0 dB. The

analytical data are obtained from (28). A11 and the imaginary
part of A12 do not change with correlation ratio, whereas the
real part of A12 changes linearly with correlation ratio.

Fig. 6 shows the distortion noise vs correlation ratio. For the
analytical values of V11, calculated using (30), we have added
σ2
n to make it comparable to the simulated data. The analytical

and simulated data are in agreement as expected. V11 increases
slightly with correlation ratio and V12 increases from 0 to 0.6.

The NMSE of channel 1 increases monotonically by 1.5 dB
with correlation ratio as seen in Fig. 7. The analytical data,
obtained using (32), and simulated data (LS) are in agreement.

We have assumed Gaussian signals in the derivations ofA and
V. In [41] expressions for δA�� and V�� are derived for SISO
third order nonlinearities for OFDM signals that are not ideally
Gaussian because the number of subcarriers, Ns, is finite. Their
expressions can be applied to our case

δAOFDM = δA

(
1− 1

2Ns

)
, (33)

Fig. 6. The distortion noise covariance V11 and V12 vs the correlation ratio,
σ2
c/(σ

2
c + σ2

1u), for channel 1 as obtained from analytical expressions (an) and
from simulations (LS) for a concurrent non-contiguous dual band amplifier. The
input powers were σ2

1 = σ2
1 = 0 dB.

Fig. 7. NMSE of channel 1 vs the correlation ratio, σ2
c/(σ

2
c + σ2

1u), as
obtained from analytical expressions (an) and from simulations (LS) for a
concurrent non-contiguos dual band transmitter. The input powers were σ2

1 =

σ2
1 = 0 dB.

and

VOFDM = V

(
1− 2

Ns
+

1

N2
s

)
. (34)

Typically, Ns is of the order of 102 to 103 [42]. For Ns = 102

the relative errors in the elements of A and V caused by the
Gaussian approximation become 0.005 (forΔAij/Aij) and 0.02
(for ΔVij/Vij). For Ns = 103 they become 0.0005 and 0.002,
respectively. As a comparison the relative error in the amplitude
of the coefficients for the third order nonlinearity, Δρ/ρ, is
approximately 0.5 dB or 0.05 [36]. An error analysis of A gives
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that the relative errors, ΔAij/Aij , become δA�,k(Δρ/ρ). The
relative errors ΔVij/Vij become Δρ/ρ.

Thus, typically the experimental errors in the coefficients ρ
gives larger errors in the elements of A and V than the Gaussian
approximation.

IV. APPLICATION TO CONCURRENT MULTIPLE

BAND TRANSMITTER

We now extend the analysis above to concurrent multiple band
amplifiers withN non-contiguous bands. It corresponds to Fig. 1
(top) extended to the case with center frequencies fc1, fc2, ...,
fcN .

We analyze the cases of uncorrelated and correlated input
signals. The case of partially correlated signals gives large
expressions with the uncorrelated and correlated cases as special
cases.

A. Nonlinear Device Model

The output signal of channel � of the multiband transmitter is
given by the static nonlinear function, which is an extension of
(15),

r� = u� + ρ�,1u�|u1|2 + ρ�,2u�|u2|2 + · · ·+ ρ�,Nu�|uN |2,
(35)

for � = 1, 2, . . . , N and the output signals with added thermal
noise are then given by (16). In (35) the signal in each band is
distorted by third order cross-modulation terms from all other
bands.

To write (35) on the same form as (15) let H be an N ×
N identity matrix and G = (G1 G2 . . . GN ), where G� is
a diagonal matrix with the diagonal being (ρ1,� ρ2,� . . . ρN,�).
Furthermore, f(u) = (f1(u) f2(u) . . . fN (u))T , where f�(u) =
(u1|u�|2 u2|u�|2 . . . uN |u�|2).

B. Linear Device Model

Following the derivations in Sections III-B and III-C, we
derive A, V, AQ, VQ, and the corresponding NMSE for multi-
band amplifiers. For uncorrelated signals,A becomes anN ×N
diagonal matrix with the elements

A�,� = 1 + 2ρ�,�σ
2
� +

∑

k �=�

ρ�,kσ
2
k. (36)

The covariance of the distortion, V, becomes an N ×N
diagonal matrix with the elements

V�,� = 2|ρ�,�|2σ6
� +

∑

k �=�

|ρ�,k|2σ2
�σ

4
k (37)

and the NMSE for channel � becomes

NMSE� = |A�,� − 1|2 + V�,�

σ2
�

+
σn

σ2
�

. (38)

For correlated signals we use Q = [1 1 . . . 1]T and AQ

becomes an N × 1 matrix with elements

AQ,� = 1 + 2σ2
N∑

k=1

ρ�,k. (39)

Fig. 8. NMSE of channel 1 vs the power of input signal 1 for multiband
transmitters with 2, 3, and 5 bands for a) uncorrelated input signals, and
b) correlated input signals.

The distortion noise covariance becomes anN ×N matrix,VQ,
with the elements

VQ,k,� = 2σ2

(
N∑

m=1

ρk,m

)(
N∑

m=1

ρ�,m

)∗

(40)

and the NMSE for channel � becomes

NMSE� = 6σ4

∣∣∣∣∣

N∑

k=1

ρ�,k

∣∣∣∣∣

2

+
σ2
n

σ2
. (41)

To illustrate the device performance we set the inter-
modulation and cross-modulation parameters as in the case of
a concurrent dual band amplifier. For uncorrelated signals we
use the same σ2

� for all channels. We calculate the NMSE for
2, 3, and 5 bands for the cases of uncorrelated and correlated
input signals using (38) and (41), respectively. In Fig. 8 the
NMSE for multiband transmitters for 2, 3, and 5 bands from
are shown vs input power. For all curves in Fig. 8 the NMSE is
dominated by the thermal noise at low input power and by the
nonlinear distortion at high input power. For both uncorrelated
and correlated signals the NMSE increases with the number
of bands. The NMSE is also higher for correlated than for
uncorrelated input signals for these inter- and cross-modulation
parameters, ρk,�. The optimum input back-off, which is the input
power that gives the lowest NMSE, decreases with the number
of bands for both correlated and uncorrelated signals.

V. APPLICATION TO CONTIGUOUS DUAL BAND TRANSMITTER

We analyze a concurrent dual band transmitter with con-
tiguous bands, as in Fig. 1 (bottom). We analyze the case of
uncorrelated input signals, which corresponds to the case of
carrier aggregation [24].
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A. Nonlinear Device Model

The output signal, r, is now the aggregation of two signals
shifted±B/2 relative the center frequency, fc (cf. Fig. 1), which
means that

H =
(

e−j(B/2)t e+j(B/2)t
)
. (42)

The time dependence in (42) arises from the shift in center
frequency of r relative u1 and u2. For sampled output signals t
becomes (t0, t0 +Δt, . . .), where t0 is the start time and Δt is
the sampling time.

For the nonlinear part, f(u) becomes the same as in (15). We
assume that ρ is the same for the inter- and cross modulation of
u1 and u2, which is justified by the fact that they are close in
frequency, which gives

G = ρ
(

e−j(B/2)t e+j(B/2)t e−j(B/2)t e+j(B/2)t
)
.

(43)
In this case the noise variance, σ2

n, refers to the thermal noise
within the observation bandwidth (P + 1)×B with P = 3.

B. Linear Device Model

We use (42) and (43 ) in (10) with (17) and (18) with σ2
1 =

σ2
2 = σ2 and get

A =
(
1 + 3ρσ2

) (
e−j(B/2)t e+j(B/2)t

)
. (44)

In addition we use (19) in (11) to get

V = 6|ρ|2σ6. (45)

To calculate the NMSE, (22), we define the error signal of the
aggregated signal as e = y −Hu and normalize by the variance
of the aggregated signal, 2σ2. Using (42), (2) with r0 = 0, (16),
(44) and (45) gives

NMSE = 12|ρ|2σ4 +
σ2
n

2σ2
. (46)

We compare (44)–(46) with the corresponding results for the
case of non-contiguous bands in Section III-B. If we use ρ�� =
ρ�k = ρ and σ2

1 = σ2
2 = σ2 in (20) the diagonal elements of A

become the same as the elements of A in (44), except for the
time dependence in the latter. The diagonal elements of V in
(21) become the same as the elements of V in (45). Similarly,
the NMSE in (23) becomes the same as that in (46) except for
the σ2

n term. The noise bandwidth, and hence σ2
n is different

in the cases of contiguous and non-contiguous bands because of
the different observation bandwidth.

VI. CONCLUSION

We have rederived matrix formulae for linear models of static
nonlinear MIMO systems, in which the distortion noise is un-
correlated to the input signals, and related them to the cumulant
expansion of multivariate Gaussian processes distorted by static
nonlinear functions. Formulae specific for nonlinear systems
with a linear term are given. The formulae contain the input sig-
nals’ covariance, the covariance of the input and output signals,
and the covariance of the output signals. The most significant
difference from the SISO Bussgang theorem is that the matrix
formulation contains the covariance of the input signals. The

case when one signal is a linear combination of other input
signals results in a problem with lower rank and we have showed
how to treat such a problem within the given framework. The
importance of the correct observation bandwidth is emphasized
as well as its effect on additive thermal noise.

We analyze the nonlinear distortion of concurrent dual and
multiband transmitters for the cases of contiguous and non-
contiguous bands. In such transmitters the signals are fed
through the same nonlinear amplifier and Bussgang’s theorem
for SISO systems is not applicable.

For a concurrent dual band transmitter with non-contiguous
bands, the cases of uncorrelated, correlated, and partly correlated
input signals were analyzed. Correlated input signals give higher
NMSE values for the same input power. For partly correlated
signals, the matrices A and V are non-diagonal and the ele-
ments of A and V and the NMSE lie in between those for
uncorrelated and correlated signals. A good understanding of
the effects of nonlinear distortion on the NMSE can therefore
be gained by analyzing the cases of correlated or uncorrelated
signals, which is easier particularly for the case of concurrent
non-contiguous multiband transmitters. For these the NSME is
higher for correlated than for uncorrelated input signals and
increase with the number of bands. The effect of finite number of
sub-carriers in the OFDM signals is small compared to effect of
the typical errors in the experimentally determined coefficients
for the nonlinearities.

For transmitters with contiguous bands the aggregated output
signal is analyzed. The matrixA contains a time dependent term
which is an effect of different center frequencies.

The presented analysis of nonlinear multiband transmitters
using the matrix form of Bussgang’s theorem could find further
applications in the analysis of system performance of wireless
systems with such transmitters. It could also be used to analyze
the effect of nonlinear distortion in multiband receivers and
decoders for such receivers. The matrix formalism makes it suit-
able when analyzing the effects of nonlinearities in multiband
transmitters in conjunction with other hardware impairments.
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