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Detecting Gaussian Signals Using Coprime Sensor
Arrays in Spatially Correlated Gaussian Noise

Radienxe Bautista , Member, IEEE, and John R. Buck , Senior Member, IEEE

Abstract—Coprime sensor arrays (CSAs) can estimate the di-
rections of arrival of O(MN) narrowband planewave sources using
only O(M + N) sensors with the CSA product processor. All pre-
vious investigations on the product processed CSA’s performance
for detecting Gaussian signals assumed spatially white Gaussian
noise. Considering the product and conventional delay-and-sum
beamforming processors applied to the CSA geometry, this paper
derives the detection gain for each processor under the deflection
metric when the background noise is spatially correlated. The con-
ditional probability distribution functions are also derived in closed
form to evaluate and compare the receiver operating characteris-
tic performances. Despite the nonlinear processing, the product
processed CSA’s detection performance closely rivals its conven-
tional beamforming (CBF) counterpart, while also demonstrating
greater robustness than the CBF to spatially correlated Gaussian
noise.

Index Terms—Coprime sensor arrays, sparse arrays, spatially
correlated Gaussian noise, detection performances, Gaussian sig-
nal detection, receiver operating characteristic analysis, detection
gain, deflection criterion.

I. INTRODUCTION

COPRIME sensor arrays (CSAs) offer the attractive capa-
bility of estimating O(MN) directions of arrival (DoAs)

for narrowband planewave sources from only O(M + N) sen-
sors [1]. A CSA interleaves two undersampled uniform line
arrays (ULAs) to create a sparse array. Compared to a filled
ULA with the same number of sensors spaced every half wave-
length, a CSA with O(M + N) sensors spans a larger aperture
of O(MN), achieving better spatial resolution. Even though
the CSA is a sparse array, the CSA’s difference coarray [2], [3]
includes a large hole-free region of width O(MN) [1], [4], [5].
This large hole-free region in the coarray indicates that one can
create a large Toeplitz augmented covariance matrix (ACM) by
shuffling the entries in the sample covariance matrix (SCM) [6],
[7], possibly supplemented by averaging and smoothing [8].
Processing this ACM with subspace DoA estimators such as
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MUSIC [9] yields DoA estimates for up to O(MN) sources. A
major design goal for sparse arrays is reducing the redundancy
for each lag in the difference coarray [3], [10], [11] resulting in
relatively few independent measurements contributing to each
covariance estimate in the ACM. This makes these correlation
estimates susceptible to noise. Every published analysis and
simulation of CSA performance to date assumes spatially white
background noise [1], [4], [5], [12]–[20], although many real
world array processing scenarios include a significant compo-
nent of spatially correlated noise. How CSA processors perform
in spatially correlated noise fields remains an important but pre-
viously unexplored question.

This paper examines how spatially correlated noise impacts
the detection performance of the CSA augmented covariance
processing technique originally proposed for these arrays in
Ref. [1]. This “product processing” technique based on multi-
plying the subarray scanned responses, is denoted CSApp below.
We quantify the CSApp detection performance as a function of
the noise’s spatial correlation scale on two levels. First, we
compute the deflection statistic [21]–[27], as a scalar metric
summarizing the detection gain. Operationally speaking, detec-
tion gain measures how much the average single sensor SNR
must increase so that a detector processing that single sensor
achieves comparable detection performance to the array output.
For a linear detector, the detection gain equals the classic defini-
tion of array gain, which is the ratio of the array output SNR to
the average sensor input SNR. However, for nonlinear detectors
like CSApp, or scenarios with limited or unknown coherence
issues, the deflection statistic is a more appropriate measure of
detection gain than the classic array gain [24], [27].∗ Second,
we compute the Receiver Operating Characteristic (ROC) [21]
as a more complete characterization of detection performance,
quantifying the tradeoff between detection and false alarms with
varying detector thresholds.

To place the performance of the CSApp in context, we com-
pare the detection performance of the CSApp with two other
array processors. The first comparison, denoted CSAcbf below,
processes the same CSA geometry with conventional beam-
forming (CBF) as a single coherent nonuniform line array in-
stead of two uniform subarrays. The second comparison, de-
noted ULAcbf, is with a filled CBF ULA containing the same
number of sensors as the CSA. This ULA will have significantly

∗Characterizing the performance of a nonlinear processor like CSApp or a
split beam processor [23], [28] with the standard array gain definition may lead
to paradoxical and confusing results, like a white noise gain that exceeds the
number of sensors in the array.
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less aperture than the CSA, sacrificing spatial resolution. The
filled ULA avoids the grating lobes and high sidelobes common
in nonuniform line arrays [10, Sec 3.3.5] [29, Ch. 7 and 8]. There
are two choices for comparing the performance of sparse arrays
with filled ULAs: equal aperture or equal numbers of sensors
[10, Sec 3.3.5]. This study focuses on detection performance,
so we focus most of our work comparing the sparse CSA with
a filled ULA with an equal number of sensors. Although this
choice results in a much smaller aperture and degraded spatial
resolution for the ULA, equal sensors is the more appropri-
ate comparison when focusing on the detection context, since
this constraint ensures both detectors have the same number of
measurements available.

All three detectors compared in this paper employ CBF for
narrowband planewaves arriving from the direction of interest.
CBF is equivalent to a spatial matched filter for planewave
signals, and thus is the optimal detector for a single planewave
in spatially white noise. For the ULAcbf and CSAcbf, the CBF
operates on the full array aperture as a single coherent array,
and the detector statistic is the power of the CBF output. For
the CSApp, the CBF processes each subarray separately, and
the detector statistic is the magnitude of the product of these
subarray outputs [14]. CBF is often used in detectors operating
in unknown or varying spatially correlated noise environments
due to its robustness to mismatch in array elements’ locations,
gains and phase responses [30]. A few studies have examined the
performance of linear and quadratic detectors for ULAs when
the signal suffers from fading coherence in white noise [23],
[27]. The case studied here, however, is for coherent signals
observed by sparse arrays in correlated noise.

The subspace DoA estimation algorithms exploited by CSApp

processing assume an accurate estimate of the number of sources
present in the data. This estimate can be obtained either by model
order estimators [31]–[35] or by detecting peaks in an estimate
of the spatial power spectral density (PSD), also known as the
scanned response. The ACM is not Wishart distributed in gen-
eral, implying existing model order estimators [31]–[34] are
not suited for estimating the number of sources as they are for
a ULA [36], [37]. Lacking appropriate statistical models for
model-order estimators, the performance of the CSApp detector
is consequently important to the overall performance of sub-
space DoA methods, although relatively few authors have stud-
ied it. Ref. [14] derived the conditional PDFs for the CSApp de-
tector for signals in spatially white noise, and found that the de-
tection gain asymptotically converges to the number of sensors
in the high SNR and large coprime factor limits. Refs. [16]–[18]
all proposed variants on order statistics to estimate the PSD for
detecting planewave sources from CSA data. Ref. [16] derived
the complementary cumulative distribution function (CCDF)
for the “min” processor (CSAmin) for signals in the presence
of interferers and white noise, and computed the ROC from
the CCDF. These results found that the CSAmin processor im-
proved performance detecting weak sources in the presence of
loud interferers. Ref. [18] proposed a hybrid detector that com-
bined the CSApp with the CSAmin, which further improved the
hybrid detector’s robustness over the individual processors in
environments with many interferers. Again, all of these authors
have limited their investigations to the spatially white noise case

Fig. 1. ULA (red circles) compared to a CSA with the same number of sensors
L = Icsa = 12. Blue squares indicate sensors for the subarray undersampled
by M = 2, green triangles for the subarray undersampled by N = 3. The
extended CSA concatenates the “basic” geometry (dashed box), shown here for
P = 3 periods. For the same number of sensors, the CSA has greater aperture
than the ULA.

in contrast with the spatially correlated noise case considered
here.

The paper is organized as follows. Section II models the in-
put signal and the spatially correlated noise. Section III derives
the output correlated noise powers to find the detection gains
through the deflection statistic. Section IV evaluates the ROCs
of each beamformer. Section V concludes the paper with a dis-
cussion of the results.

Notation and Conventions: This paper considers the discrete
spatial signal obtained by sampling a narrowband spatial field
xc(z) with omni-directional sensors along the z-axis on an un-
derlying λo/2 grid, i.e., xd [l] = xc(z = lλo/2), where λo is the
design wavelength. The directional sine, u = sin(θ), is used to
represent DoA for this paper, and broadside is u = sin(0) = 0.
For the purposes of brevity and clarity, functions concerning
the ULAcbf will be subscripted with ula, e.g., κula [γ]. For the
CSA subarrays processed with the CBF, which are defined as
ULAs undersampled by M or N , functions will be subscripted
with the undersampling factor. For the CSApp, functions will
be subscripted with the array geometry, csa, and superscripted
with the processor pp, e.g., κpp

csa [γ]. A similar convention will
be followed for the CSAcbf, with the change in the superscript
to cbf .

A. Array Geometries

The ULA aperture function, composed of L sensors with
spacing d = λo/2, is defined as a set of Kronecker delta im-
pulses to represent sensors arranged on a line, formally defined
for this paper as ιula [l] =

∑L−1
i=0 δ[l − i]. The “basic” CSA ge-

ometry is composed of two subarrays having element spac-
ings of Mλo/2 and Nλo/2 composed of N and M sensors
respectively, sharing the first sensor, and M and N are co-
prime [1]. The extended CSA geometry concatenates P pe-
riods of the basic CSA, and is comparable in aperture to
a filled ULA of L = MNP sensors [13]. These geometries
are shown in Fig. 1 for CSA parameters of M = 2, N = 3
and P = 3, and a ULA composed of the same number of
12 sensors. The extended CSA is composed of a total num-
ber of sensors Icsa = P (N + M − 1) = IM + IN − P , and
IM = NP and IN = MP are the number of sensors in each
extended subarray. Similar to the ULA, a CSA subarray aper-
ture function is defined as a uniformly spaced, zero-filled im-
pulse train, e.g., ιM [l] =

∑IM −1
m=0 δ[l − mM ]. The CSA aper-

ture function will simply be a union of the undersampled sub-
arrays, less the shared sensors to ensure a value of 1 at these
locations, ιcsa [l] = ιM [l] + ιN [l] −∑P −1

q=0 δ[l − qMN ]. When
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Fig. 2. Difference coarrays κu la [γ ] (red −◦), κcbf
csa [γ ] (teal −+), κpp

csa [γ ]
(black−×) for the geometries shown in Fig. 1. The underlying spatial covariance
function is windowed differently when estimated by the two processors for the
same CSA [10, Sec 3.3.5]. Note, κu la [0] = L, κcbf

csa [0] = Icsa , κpp
csa [0] = P .

convenient for linear algebra formulations the function ι[l] is
represented by the vector ι, where the subscripts indicate which
aperture indicator function is intended, e.g., ιcsa .

B. Difference Coarrays

For array geometries such as the ULA or the minimum re-
dundancy array, the standard difference coarray is generated by
auto-correlating the aperture sampling function [11] [10, Sec
3.3]. The ULAcbf coarray κula [γ] =

∑L−1
l=0 ιula [l]ιula [l − γ]

is a discrete triangle function known as the Bartlett window
[10], [15], [38], [39]. The CSAcbf treats the CSA as a single,
non-uniform array and processes the array data with conven-
tional beamforming, and its coarray is defined as κcbf

csa [γ] =
∑M N P −1

l=0 ιcsa [l]ιcsa [l − γ].
The relevant function for sparse array processors, such as

the CSApp and the nested array, is the cross-difference coar-
ray [1]. The CSApp coarray is obtained by cross-correlating
the subarray aperture functions embedded in its processor,
κpp

csa [γ] =
∑M N P −1

l=0 ιM [l]ιN [l − γ]. Fig. 2 shows the coarrays
for the example geometries in Fig. 1.

II. INPUT SIGNAL AND CORRELATED NOISE MODEL

Many real world signal processing environments include spa-
tially correlated noise. A primary goal of this paper is to elimi-
nate the spatially white noise assumption used in previous stud-
ies of CSA performance. Studies such as Refs. [40]–[43] de-
veloped models for spatial correlation in the ocean caused by
surface generated noise. Ref. [44] analyzed experimental data
to study the spatial correlation caused by the turbulence caused
by towed arrays. This paper explores the impact of spatially
correlated noise on the detection performance of a CSA.

The input signal is modeled in a linear form,

x = svs + c (1)

where vs = exp(−jπlus) for 0 ≤ l < L − 1 is the planewave
replica vector for a filled ULA with intersensor spacing d =
λo/2 for a source arriving from us , and the amplitude is complex
Gaussian distributed s ∼ CN (0, σ2

S ). We will assume the signal
arrives from broadside us = 0. The correlated noise component
c is not correlated with s, but with itself across the array. The
noise is assumed wide-sense stationary and is modeled as a

first-order auto-regressive (AR) process that filters independent,
identically distributed Gaussian noise n ∼ CN (0, σ2

W I),

c[l] =
(√

1 − α2
)

n[l] + (α) c[l − 1], 0 ≤ α < 1 (2)

where α is the adjacent sensor correlation between sensors sep-
arated by λo/2. The AR noise ensemble correlation function
decays exponentially as sensor pairs become more separated,

rcc [γ] = E {c[l]c∗[l − γ]} = σ2
W α|γ |. (3)

By convention, 00 = 1, so for the case of α = 0, rcc [γ] =
σ2

W δ[γ], the spatially white noise ensemble correlation function.
The sensor level input SNR for this signal model is σ2

S /σ2
W

†.

III. DETECTION GAIN

Detection gain (DG) measures the improvement in detection
performance at the array processor output with respect to the
detection performance at a single sensor. Similarly, it is the in-
crease in SNR at a single sensor to achieve comparable detection
performance as the beamformer from just one sensor. For coher-
ent linear processors, the detection gain is simply the standard
definition of array gain as the ratio of output SNR to input SNR,
i.e., DG = SNRout/SNRin [3]. For these processors, this SNR
improvement fully quantifies the improvement in detection per-
formance. However, for nonlinear processors like the CSApp or
split beam sonar [23], the ratio of SNRs definition yields mis-
leading or paradoxical results that fail to represent accurately
the detection performance of the processor. Nonlinear proces-
sors require a more general definition for DG, the deflection
criterion [21]–[26],

DG =
E{y̌|H1} − E{y̌|H0}√
E{y̌2 |H0} − E2{y̌|H0}

(
σ2

W

σ2
S

)

. (4)

The test statistic y̌ is the beamformer output for the different
scenarios compared defined in detail below. The “deflection”
measures the separation in the means of the conditional PDFs
normalized by the standard deviation of the null hypothesis
[21], [22].

The deflection as defined in (4) has been generalized for pro-
cessors that are noncoherent or involve nonlinear processing of
the array measurements [23]. The actual “deflection” has been
interpreted as the “output SNR” [24]–[26]. For coherent lin-
ear processors like the CBF, the deflection statistic reassuringly
converges to the familiar ratio of output to input SNR tradition-
ally used to quantify DG for such processors. The CSApp output
is nonlinear and similar in structure to the split-beam proces-
sor in [23], so the deflection is a more appropriate measure of
detection performance.

A. Beamformer Output

All three processors compute a CBF output, either for the full
aperture (ULAcbf and CSAcbf) or for uniformly spaced subar-

† Scaling by
√

1 − α2 in (2) guarantees the correlated noise power σ2
c = σ2

W
at a single sensor, and is independent of α (since the noise correlation would not
necessarily impact the sensor level noise power in the physical sense) [45]. For
completeness, the general AR noise component is complex Gaussian distributed
c ∼ CN (0, σ2

W R(α)), where the ensemble correlation matrix is Hermitian

Toeplitz. Each entry of the matrix is Ra ,b (α) = α|a−b | = α|γ |, and R(0) = I
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rays (CSApp). The output of a CBF array steered to the signal
direction is

y = wH x = wH (svs + c) = s + ς (5)

where w = vs � ι/I is the array steering vector, composed
of the planewave replica vector element-wise multiplied with
the aperture function of interest ι (previously defined in
Section I-A), and normalized by I, the number of sensors
in the geometry such that wH vs = 1 for any geometry. The
beamformer output is y̌ = y1y

∗
2 = s1s

∗
2 + s1ς

∗
2 + ς1s

∗
2 + ς1ς

∗
2 ,

where the subscripts on y indicate the “subarray” geometries
embedded in the processor. The output for each beamformer is
y̌ula = yulay∗

ula , y̌cbf
csa = ycsay∗

csa , y̌pp
csa = yM y∗

N .
The moments of each output component are required to find

the deflection. The output signal power is E {s1s
∗
2} = σ2

S . The
cross-terms E {s1ς

∗
2} and E {ς1s∗2} go to zero because the signal

and noise are independent and zero-mean. The expected power
given the signal is present is E {y̌|H1} = σ2

S + E {ς1ς∗2} =
σ2

S + E {ONP(α)}, where the output noise power as a func-
tion of the correlation is ONP(α) � ς1ς

∗
2 .

The noise contribution at the beamformer output is Gaus-
sian distributed ς = wH

s c ∼ CN (0, E {ONP(α)}). The corre-
lated noise variance E {ONP(α)}, corresponding to E {y̌|H0},
is found through the perspective of coarray processing. The
expected auto-correlation estimate is generally E {r̂[γ]} =
rxx [γ]κ[γ]/I1I2 [10], [15]. The measured wavefield ensemble
correlation function rxx [γ] = E {x[l]x∗[l − γ]} is windowed
(or similarly sampled) by the coarray function of the array
processor κ[γ], (previously defined in Section I-B). Exploit-
ing Fourier transform properties, the expected AR noise power
at the signal direction us = 0 as a function of the correlation α
is found by summing over the AR noise ensemble correlation
function rcc [γ] windowed by the coarray, simplifying to

E {ς1ς∗2} = E {ONP(α)} = σ2
W

1
I1I2

∑

γ
α|γ |κ[γ]. (6)

The output SNR for a beamformer is

SNRout =
E
{
s2
}

E {ONP(α)} =
(

σ2
S

σ2
W

) I1I2∑
γ α|γ |κ[γ]

. (7)

B. Detection Gain for the ULAcbf and the CSAcbf

For a given array processed with the CBF, the output SNR
is found by substituting into (7) the appropriate normalization
(I1I2 = L2 for the ULAcbf, I1I2 = I2

csa for the CSAcbf), and
the corresponding coarray function. The DG as a function of
spatial correlation 0 ≤ α < 1 is

DGula(α) : L ≥ L2
∑

γ α|γ |κula [γ]
> 1

DGcbf
csa (α) : Icsa ≥ I2

csa
∑

γ α|γ |κcbf
csa [γ]

> 1. (8)

Since the deflection converges to the ratio of SNRs for
the linear CBF energy process, the DGs were proportional
to (7). Both geometries have DGs with similar behavior. For
white noise α = 0, the sum in the denominator reduces to

∑
γ δ[γ]κ[γ] = κ[0] = I, which results in the DG equal the

number of sensors in the geometry. As the correlation increases
α → 1, then

∑
γ 1|γ |κ[γ] = I2 , and both DGs converge to 1

indicating no noise suppression is achieved at the output.

C. Detection Gain for the CSApp

More care is required to derive the CSApp DG since this
processor is nonlinear, so (4) is explicitly used. Substituting
IM IN and κpp

csa [γ] into (6), the CSApp output noise power is

E {ONPpp
csa(α)} = σ2

W

1
IM IN

∑

γ
α|γ |κpp

csa [γ]. (9)

The second moment of the noise power estimate
E
{
(y̌pp

csa)2 |H0
}

is required to find the CSApp null hypothe-
sis output variance. Results from [46], [47] on the fourth order
moment of complex Gaussian random variables eventually leads
to

E {(ONPpp
csa(α)) (ONPpp

csa(α))∗} = σ4
W

1
(IM IN )2

∑
(α)

(10)

where

∑
(α) =

IM −1∑

a=0

IN −1∑

b=0

IM −1∑

d=0

IN −1∑

e=0
(
α|aM −bN |+ |dM −eN | + α|aM −dM |+ |bN −eN |

)
(11)

The complete derivation of the covariance to find
∑

(α) is shown
in the Appendix, and numerical simulations confirm the accu-
racy of the expression below. After substitution, the CSApp DG
as a function of the spatial correlation 0 ≤ α < 1 reduces to

√
IM IN ≥ IM IN√

∑
(α) −

(∑
γ α|γ |κpp

csa [γ]
)2

> 1. (12)

For white noise, the CSApp DG reduces to DGpp
csa(0) =√IM IN , the geometric mean of the number of sensors in each

subarray. Similar to the other processors, the CSApp DG also
converges to 1 as α → 1.

D. Detection Gain Simulation Results

Fig. 3 shows the analytical (solid line) and simulated
(· marker· line) DGs for 15000 Monte-Carlo trials. The hori-
zontal is plotted on log10(1 − α) scale to better depict the DG
behavior around 0.9 ≤ α < 1 in the top panel, with a smaller
range of 0 ≤ α < 0.7 in the bottom panel.

To make a commensurate comparison, the CSA processors’
detection performances are first compared to the baseline of
an unaliased ULA with the same number of sensors so both
geometries have the same amount of available data, with Icsa =
L = 100. The CSA is composed of subarrays undersampled
by M = 5, N = 6, extended by P = 10 periods. The aperture
achieved by this sparse geometry (≈ 150λo ) is about three times
the filled ULA (≈ 50λo ). This results in greater resolution for the
CSA for estimating the spatial spectrum, but this paper focuses
on the detection performance of CSAs.



1300 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 67, NO. 5, MARCH 1, 2019

Fig. 3. Plot of DG versus increasing α for us = 0. A CSA composed of
subarrays undersampled by M = 5, N = 6, extended by P = 10 periods, for
a total of Icsa = 100 sensors is compared to a ULA of L = 100 sensors. (top)
0 ≤ α < 1 (bottom) 0 ≤ α < 0.7. The CSApp initially has the lowest white
noise gain of 17.4 dB, but the black CSApp curve does remain flatter than the
teal CSAcbf and red ULAcbf curves as correlation increases from 0 < α < 0.4,
indicating the CSApp is more robust to increasing noise correlation than the
CSAcbf or ULAcbf.

The CSAcbf and the ULAcbf have white noise DGs equal to
the number of sensors of 20 dB at the asymptote of α = 0;
the CSApp has the lowest white noise DG of 17.4 dB. As cor-
relation increases, the teal CSAcbf curve maintains the highest
DG whereas the red ULAcbf curve has the fastest rate of de-
cay. Meanwhile, the black CSApp curve remains flatter than the
other curves as correlation increases from α > 0, indicating the
CSApp is more robust to increasing correlation than the CSAcbf

or the ULAcbf. The CSApp maintains the same DG for α < 0.4,
and already has greater DG than the ULA for α > 0.3. For cor-
relation beyond α = 0.8, the two CSA DGs are essentially the
same. As the noise approaches perfect coherence α → 1, all the
DGs converge to 0 dB as predicted previously, rendering all
arrays and algorithms useless.

Fig. 4 shows a plot of the same ULA with 100 sensors com-
pared to a CSA with similar aperture, composed of subarrays
undersampled by M = 2, N = 5, extended by P = 10 periods
for a total of Icsa = 60 sensors. The CSAcbf has a white noise
gain of the number of sensors 17.8 dB. The CSApp has a white
noise gain of 15 dB, which is the geometric mean of the indi-
vidual subarray DGs. Because the CSA has fewer sensors than
the ULA of similar aperture, neither CSA processor DGs go
above the ULA curve. However, all array processor DGs are
essentially the same for α > 0.8.

As the noise becomes correlated, the spatial noise energy
compresses towards broadside in the signal direction [45], [48],
degrading the beamformer detection performances. The CSA
detection gain being greater than the sensor-constrained ULA

Fig. 4. Plot of DG for a CSA composed of subarrays undersampled by M = 2,
N = 5, extended by P = 10 periods, for a total of Icsa = 60 sensors versus
a ULA with similar aperture of L = 100 sensors. The DG for the CSA with
fewer sensors and comparable aperture never exceeds the red ULA curve, but
they are essentially the same for α > 0.8.

could be due partly to the CSA aperture being much greater
than the ULA aperture. This implies greater spatial resolution
to better discriminate targets as well as rejecting more noise
within the main beam. It is fair to ask how the CSA pro-
cessors’ estimation performances compare to each other and
the ULAcbf of similar aperture as the noise correlation in-
creases. This question is addressed in [45], [48], and the esti-
mation results for the CSA presented there further illustrate the
CSApp robustness against correlated noise compared to its CBF
counterpart.

IV. DETECTION PERFORMANCE

The test statistic, modeled by the random variable Z, trans-
forms the input Gaussians at the CBF outputs based on the
energy detector definition for the different algorithms.

The complimentary cumulative distribution function (CCDF)
evaluated at a detection threshold τ under hypothesis i ∈ {0, 1}
gives the probability of false alarm and detection, respectively,
to evaluate the ROC [21],

Pi(τ) = Pr[Z > τ |Hi ] =
∫ ∞

τ

fZ |Hi
(z|Hi)dz. (13)

A. ULAcbf and CSAcbf Probability Distribution Functions

The test statistic for the ULAcbf and CSAcbf energy detector is
the magnitude of the CBF output power, defined as Z = |Y̌ | =
|Y 2 |. The input Gaussian distribution Y transforms to a central
χ2-distribution with two degrees of freedom [49],

fZ |Hi
(z, α) =

1
2σ2

i (α)
exp

(

− z

2σ2
i (α)

)

, z ≥ 0 (14)

where σ2
i (α) is the variance at the beamformer output under the

hypothesis i ∈ {0, 1}, and σ2
0 (α) = (σ2

W /I2)
∑

γ α|γ |κ[γ] from
(6), and σ2

1 (α) = σ2
S + σ2

0 (α).
The CCDF for the CBF energy detector as a function of α is

given by the exponential function [49],

Pi(τ, α) = exp
(

− τ

2σ2
i (α)

)

, i ∈ {0, 1}. (15)
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B. CSApp Probability Distribution Function

The CSApp output is defined as y̌pp
csa = yM y∗

N [1], which is
already in units of power. The CSApp energy detector is mod-
eled as Zpp

csa = |Y̌ pp
csa | = |YM Y ∗

N | = |YM ||YN |. The magnitude
of the CBF subarray output transforms the input Gaussian into
a Rayleigh distribution. The subarrays share sensors, which in-
herently makes the subarray outputs correlated, even for the
case of spatially white noise. The CSApp output PDF is there-
fore characterized by the product of two dependent Rayleigh
random variables [14], [49],

fZ (z, α) =
z

σ2
M σ2

N (1 − ρ2)
I0

(
z|ρ|

σM σN (1 − ρ2)

)

× K0

(
z

σM σN (1 − ρ2)

)

, z ≥ 0 (16)

where the dependence of σM , σN , and ρ on α has been sup-
pressed for brevity. The modified Bessel functions I0 and K0
are of the first and second kind respectively. Asymptotic expan-
sions of I0 and K0 show for large arguments [50], the CSApp

PDF approaches an exponential distribution,‡

fZ (z, α) ≈ 1
σ2

csap p
(α)

exp

(

− z

σ2
csap p

(α)

)

. (17)

The rate parameter for the asymptotic expansion is defined as

σ2
csap p

(α) =
σM σN (1 − ρ2)

(1 − |ρ|) (18)

where σ2
M and σ2

N are the CBF subarray variances, found
for one subarray using (6) for the noise only case.
The correlation coefficient between the subarray outputs is
ρ � E {YM Y ∗

N } /
√

σ2
M σ2

N . After substitution, the alternate hy-
pothesis correlation coefficient is

ρ1(α) =
(

σ2
S

σ2
W

+
1

IM IN

∑

γ
α|γ |κpp

csa [γ]
)

×
(

σ2
S

σ2
W

+
1
I2

M

∑

γ
α|γ |κM [γ]

)−1/2

×
(

σ2
S

σ2
W

+
1
I2

N

∑

γ
α|γ |κN [γ]

)−1/2

. (19)

Adhikari and Buck assert the noise only correlation coeffi-
cient is negligible for large coprime factors M,N > 4 [14]. For
white noise as the only input, the correlation coefficient reduces
to ρ0(0) = 1/

√
MN . At the other asymptote, as α → 1, the

noise becomes highly correlated, and the correlation coefficient
ρ → 1 as expected. For spatially correlated noise between these
extremes, increasing the undersampling factors M,N increases

‡
The exponential approximation in (17) is used when (16) fails in MATLAB

due to large arguments in the Bessel functions. Such cases occur when ρ ap-
proaches 1, or when any of the CSA parameters M, N, P approach infinity since
σM or σN will approach 0 under the null hypothesis. Kolmogorov-Smirnov
tests were performed and verified the predicted PDF against the numerical
simulations [45], [51].

Fig. 5. (Top) ROCs for α = 0.1 and SNRin = 0 dB. The CSAcbf ROC is
closest to the upper left corner of the ROC, indicating the best detection per-
formance. Meanwhile, the CSApp and ULAcbf ROCs lie on top of one another,
and closely match the CSAcbf, indicating the deflection statistic under-predicts
the CSApp performance. (Bottom) ROCs for α = 0.3(· � ·), α = 0.8(· ∗ ·),
α = 0.99(· 
 ·). The ROCs illustrate the performances degrade as inter-sensor
correlation increases in a similar fashion to what the deflection depicted in
Fig. 3.

the intersensor spacing, and thus also increases the spacing be-
tween the shared sensors. For a given value of α, increasing the
spacing between shared sensors decreases ρ, indicating that the
subarray outputs grow less correlated.

There is no closed form expression for the CCDF integral of
(16) which is required to evaluate the CSApp ROC curve. The
probabilities were evaluated using the adaptive Gauss-Kronrod
quadrature method in MATLAB to integrate the derived PDFs
numerically.

C. ROC Performance Simulation Results

The ROCs shown in Fig. 5 consider the sensor constrained
array geometries and simulation parameters as in Section III.
The top panel shows a single case of ROCs to begin the discus-
sion on the relationship between the ROC and deflection statistic
performances. The bottom panel provides a few more ROCs as
the correlation increases to further the discussion.

The top panel shows the three processors’ ROCs for α = 0.1
and SNRin = 0 dB. The CSAcbf has the highest ROC, though the
CSApp ROC is a close match. This suggests the deflection statis-
tic under-predicts the CSApp performance, since DGcbf

csa (0.1) >
DGpp

csa(0.1) (see Fig. 3). Comparing the CSApp with the
ULAcbf performances, the deflection predicts DGula(0.1) >
DGpp

csa(0.1), but their ROCs are virtually the same. Although
the deflection eventually predicts DGpp

csa > DGula for α > 0.3
and DGpp

csa = DGcbf
csa for α > 0.8, the ROCs show the CSAcbf

and ULA detection performances degrade much sooner relative
to the CSApp as inter-sensor correlation increases. The ROCs
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further support the robustness of CSApp to increasing correlation
in background noise.

The bottom panel of Fig. 5 shows the ROCs for increas-
ing values of α. For α = 0.3, where the deflection predicts
DGcbf

csa (0.3) > {DGpp
csa(0.3) = DGula(0.3)}, the plot shows

again the CSApp ROC closely matches the CSAcbf, and is greater
than the ULAcbf ROC. As correlation increased to α = 0.8, the
separation between the two CSA ROCs and the ULAcbf ROC
become much greater. As α → 1, the ROCs begin to approach
the same sensitivities. The behavior of the latter two cases of α
was to be expected given the deflection results.

V. DISCUSSION AND CONCLUSION

Adhikari and Buck derived the conditional PDFs and ROCs
for the CSApp output energy detector for spatially white back-
ground noise [14]. They approximated the product of the Bessel
functions at the large argument asymptote to be exponentially
distributed, like the ULA energy detector PDF. They also com-
pared the CSApp ROC performances with ULAs of comparable
aperture, and found that by increasing the CSA’s input SNR rel-
ative to the ULA’s input SNR by the ratio of the number of sen-
sors in the respective geometries, the CSApp ROC matched the
ULA’s ROC. These analytical approximations combined with
the simulations confirmed that the CSApp DG in white noise
is also proportional to the number of sensors in its geometry
despite the nonlinear processing.

This paper derived the DGs, conditional PDFs, and ROCs for
the CSA and ULA for spatially correlated background noise.
The study shown here made a more commensurate comparison
of the CSApp detection performance than [14] by comparing
the CSApp against its CBF counterpart and the ULAcbf com-
posed of the same number of sensors, with both geometries
experiencing the same input SNR. The CSApp ROCs closely
matched the CSAcbf even for α = 0.1, and outperformed the
sensor-constrained ULAcbf when the inter-sensor noise corre-
lation increases. Despite the deflection statistic predicting that
the detection performance of CSApp is lower than that of the
CSAcbf, the conditional PDFs and ROCs derived here support
the previous conclusion by [14] that the DG of the CSApp is
proportional to the number of sensors in the geometry.

As shown, the deflection does not perfectly predict the CSApp

ROC performance. While the deflection statistic is simpler to
estimate because it only requires the moments of the condi-
tional PDFs, this single scalar only provides a coarse view of
the relative performance of different detectors as a function of
the spatial correlation of the noise [24]. The deflection does not
completely characterize detection performance when the condi-
tional PDFs have different functional forms, and thus different
shapes to the PDF’s tails. Measuring the relative separation of
the means of the conditional PDFs does not fully characterize
the detection performance which does depend on the tails of
the distribution. At a more detailed level, the ROCs take into
account the shape of the conditional PDFs via the CCDF, and
provide a more complete characterization of detection perfor-
mance [45]. However, the deflection still remains a more useful

prediction of relative performance of nonlinear detectors than
the classic array gain ratio of output to input SNR.

In conclusion, this paper analyzes the detection performance
for Gaussian signals in spatially white noise for the CSApp

detector, and compares this performance to both the CSAcbf

and ULAcbf detectors. At a basic level, the deflection statistics
were derived to quantify the DGs. These DGs were shown to
depend on the coarray function and the number of sensors in
the “subarrays” embedded in the array processor. The deflection
statistic indicates that although the CSApp has less DG than the
other two detectors, the product processor is relatively speaking
more robust to increasing spatial correlation in the noise than the
other detectors. Deriving the conditional PDFs to evaluate the
ROCs provided a more complete understanding of the detection
performance as a function of noise correlation. The ROC curves
demonstrated that as the inter-sensor correlation increases, the
CSAcbf and ULA detection performances degrade relative to the
CSApp much sooner than predicted by the deflection.

APPENDIX

This appendix derives the second moment of the noise power
estimate E

{
(y̌pp

csa)2 |H0
}

used in the deflection by calculating
the CSApp cross-spectral density.

E {ONPpp
csa(u1) · ONPpp

csa(u2)∗} =
1

(IM IN )2

× E

{IM −1∑

a=0

IN −1∑

b=0

c[aM ]c∗[bN ] exp(−jπ[aM − bN ]u1)

×
IM −1∑

d=0

IN −1∑

e=0

c∗[dM ]c[eN ] exp(jπ[dM − eN ]u2)

}

(20)

After moving the expectation into the sums and substituting
in for the noise model,

E {ONPpp
csa(u1) · ONPpp

csa(u2)∗} = (1 − α2)2 1
(IM IN )2

×
IM −1∑

a=0

IN −1∑

b=0

exp(−jπ[aM − bN ]u1)

×
IM −1∑

d=0

IN −1∑

e=0

exp(jπ[dM − eN ]u2)

× E

{ ∞∑

h=0

αhn[aM − h]
∞∑

i=0

αin∗[bN − i]

×
∞∑

j=0

αjn∗[dM − j]
∞∑

k=0

αkn[eN − k]

⎫
⎬

⎭
(21)
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The expectation on the RHS of (21) can again be moved inside
all of the sums over α,

E{·} =
∞∑

h=0

∞∑

i=0

∞∑

j=0

∞∑

k=0

αh+i+j+k

× E{n[aM − h]n∗[bN − i]n∗[dM − j]n[eN − k]}
(22)

For a complex Gaussian noise process with power σ2
W , the

expected value E
{
n[ā]n∗[b̄]n∗[d̄]n[ē]

}
becomes [46],

E{n[aM − h]n∗[bN − i]}E{n∗[dM − j]n[eN − k]}
+ E{n[aM − h]n∗[dM − j]}E{n∗[bN − i]n[eN − k]}

(23)

Note for the first term of the sum from (23),

E {n[aM − h]n∗[bN − i]}E {n∗[dM − h]n[eN − i]}

=

{
σ4

W for aM − h = bN − i ∩ dM − j = eN − k

0 otherwise

=

{
σ4

W for aM − bN = h − i ∩ dM − eN = j − k

0 otherwise

Similarly for the second term of the sum from (23),

E {n[aM − h]n∗[dM − j]}E {n∗[bN − i]n[eN − k]}

=

{
σ4

W for aM − h = dM − j ∩ bN − i = eN − k

0 otherwise

=

{
σ4

W for aM − dM = h − j ∩ bN − eN = i − k

0 otherwise

It will be convenient to define a new lag term variable γ
for each set within the two terms, with aM − bN = h − i =
γc , and dM − eN = j − k = γf for the first term of (23), and
aM − dM = h − j = γm , and bN − eN = i − k = γn for the
second term. It will first be helpful to rearrange the sums over
α and group them accordingly,

σ4
W

∞∑

h=0

∞∑

i=0

αh+i

︸ ︷︷ ︸
Group 1

∞∑

j=0

∞∑

k=0

αj+k

︸ ︷︷ ︸
Group 2

+ σ4
W

∞∑

h=0

∞∑

j=0

αh+j

︸ ︷︷ ︸
Group 3

∞∑

i=0

∞∑

k=0

αi+k

︸ ︷︷ ︸
Group 4

The following loop iterations assumes the simplest CSA sam-
pling geometry composed of subarrays undersampled by M =
2, N = 3, extended by P = 1 periods to illuminate the ultimate
pattern. The first loop iteration with a = 0, b = 0, d = 0, e = 0
reduces the grouped sums easily since i = h − 0 for Group 1,

j = k − 0 for Group 2, etc., allowing the sums to be combined,

a = 0, b = 0, d = 0, e = 0 →
First term: γc = 0 ∩ γf = 0 →

σ4
W

∞∑

h=0

α2h−0

︸ ︷︷ ︸
Group 1 combined

·
∞∑

j=0

α2j−0

︸ ︷︷ ︸
Group 2 combined

= σ4
W

α0

(1 − α2)2

+
Second term: γm = 0 ∩ γn = 0 →

σ4
W

∞∑

h=0

α2h−0

︸ ︷︷ ︸
Group 3 combined

·
∞∑

i=0

α2i−0

︸ ︷︷ ︸
Group 4 combined

= σ4
W

α0

(1 − α2)2

The next loop iteration covered will be a = 0, b = 0, d = 1, e =
0, with subsequent lag terms being γc = 0, γf = 2, γm = −2,
and γn = 0. It is easy to see that the Group 1 sum will be∑∞

h=0 α2h−0 after substituting i = h − 0. For the Group 2 sum
(as well as any other Group sum), it is important to note h, i, j, k
all must start at 0 or greater. The substitution of k = j − 2 re-
duces Group 2 to

∑∞
j=2 α2j−2 . The product of Groups 1 and 2 is

σ4
W

∞∑

h=0

α2h−0

︸ ︷︷ ︸
Group 1 combined

·
∞∑

j=2

α2j−2

︸ ︷︷ ︸
Group 2 combined

= σ4
W

α2

(1 − α2)2

The second term reduces similarly; after substituting h = j − 2,
the Group 3 sum reduces to

∑∞
j=2 α2j−2 . The Group 4 sum,

after substituting k = i − 0 reduces to
∑∞

i=0 α2i−0 . The
product of Groups 3 and 4 is

σ4
W

∞∑

j=2

α2j−2

︸ ︷︷ ︸
Group 3 combined

·
∞∑

i=0

α2i−0

︸ ︷︷ ︸
Group 4 combined

= σ4
W

α2

(1 − α2)2

This iteration showed with either positive or negative γ lag
terms, the sums must be rearranged such that the resulting power
term of α for the product of Groups 1 and 2 is |γc | + |γf |. Simi-
larly, the resulting power term of α for Groups 3 and 4 is |γm | +
|γn |. The following select iterations are shown for completeness.

a = 0, b = 1, d = 0, e = 0 →
First term: γc = −3 ∩ γf = 0 →

σ4
W

∞∑

i=3

α2i−3

︸ ︷︷ ︸
Group 1 combined

·
∞∑

j=0

α2j−0

︸ ︷︷ ︸
Group 2 combined

= σ4
W

α3

(1 − α2)2

+
Second term : γm = 0 ∩ γn = 3 →

σ4
W

∞∑

h=0

α2h−0

︸ ︷︷ ︸
Group 3 combined

·
∞∑

i=3

α2i−3

︸ ︷︷ ︸
Group 4 combined

= σ4
W

α3

(1 − α2)2
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a = 1, b = 1, d = 0, e = 0 →
First term: γc = −1 ∩ γf = 0 →

σ4
W

∞∑

i=1

α2i−1

︸ ︷︷ ︸
Group 1 combined

·
∞∑

j=0

α2j−0

︸ ︷︷ ︸
Group 2 combined

= σ4
W

α1

(1 − α2)2

+

Second term: γm = 2 ∩ γn = 3 →

σ4
W

∞∑

h=2

α2h−2

︸ ︷︷ ︸
Group 3 combined

·
∞∑

i=3

α2i−3

︸ ︷︷ ︸
Group 4 combined

= σ4
W

α5

(1 − α2)2

a = 1, b = 0, d = 1, e = 0 →
First term: γc = 2 ∩ γf = 2 →

σ4
W

∞∑

h=2

α2h−2

︸ ︷︷ ︸
Group 1 combined

·
∞∑

j=2

α2j−2

︸ ︷︷ ︸
Group 2 combined

= σ4
W

α4

(1 − α2)2

+

Second term: γm = 0 ∩ γn = 0 →

σ4
W

∞∑

h=0

α2h−0

︸ ︷︷ ︸
Group 3 combined

·
∞∑

i=0

α2i−0

︸ ︷︷ ︸
Group 4 combined

= σ4
W

α0

(1 − α2)2

a = 1, b = 0, d = 0, e = 1 →
First term: γc = 2 ∩ γf = −3 →

σ4
W

∞∑

h=2

α2h−2

︸ ︷︷ ︸
Group 1 combined

·
∞∑

k=3

α2k−3

︸ ︷︷ ︸
Group 2 combined

= σ4
W

α5

(1 − α2)2

+

Second term: γm = 2 ∩ γn = −3 →

σ4
W

∞∑

h=2

α2h−2

︸ ︷︷ ︸
Group 3 combined

·
∞∑

k=3

α2k−3

︸ ︷︷ ︸
Group 4 combined

= σ4
W

α5

(1 − α2)2

a = 2, b = 1, d = 1, e = 0 →
First term: γc = 1 ∩ γf = 2 →

σ4
W

∞∑

h=1

α2h−1

︸ ︷︷ ︸
Group 1 combined

·
∞∑

j=2

α2j−2

︸ ︷︷ ︸
Group 2 combined

= σ4
W

α3

(1 − α2)2

+

Second term: γm = 2 ∩ γn = −3 →

σ4
W

∞∑

h=2

α2h−2

︸ ︷︷ ︸
Group 3 combined

·
∞∑

i=3

α2i−3

︸ ︷︷ ︸
Group 4 combined

= σ4
W

α5

(1 − α2)2

a = 2, b = 1, d = 1, e = 1 →
First term: γc = 1 ∩ γf = −1 →

σ4
W

∞∑

h=1

α2h−1

︸ ︷︷ ︸
Group 1 combined

·
∞∑

k=1

α2k−1

︸ ︷︷ ︸
Group 2 combined

= σ4
W

α2

(1 − α2)2

+

Second term: γm = 2 ∩ γn = 0 →

σ4
W

∞∑

h=2

α2h−2

︸ ︷︷ ︸
Group 3 combined

·
∞∑

i=0

α2i−0

︸ ︷︷ ︸
Group 4 combined

= σ4
W

α2

(1 − α2)2

The resulting pattern simplifies the expectation from (21) to
the four sums that originally indexed over the sensor indices,

E {ONPpp
csa(u1) · ONPpp

csa(u2)∗}

= σ4
W

1
(IM IN )2

IM −1∑

a=0

IN −1∑

b=0

IM −1∑

d=0

IN −1∑

e=0

× exp(−jπ(u1 [aM − bN ] + u2 [dM − eN ]))

×
(
α|aM −bN |+ |dM −eN | + α|aM −dM |+ |bN −eN |

)

The exponential will be rearranged with Δu = u1 − u2 such
that the covariance for a particular direction can be calculated
by setting Δu = 0,

exp(−jπ(u1 [aM − bN ] + u2 [dM − eN ]))

= exp(−jπΔu([aM − bN ] + [dM − eN ])

× exp(−jπ(u1 [dM − eN ] − u2 [aM − bN ])

Although the noise is assumed to be WSS, the colored noise
auto-correlation function is truncated, which breaks the WSS
assumption when calculating the cross-covariance. Hence, the
cross-covariance is dependent on both look directions u1 and
u2 when the noise is spatially correlated, in contrast to being
dependent only on the difference Δu.

The cross-covariance calculation will be broken into two
terms,

E {ONPpp
csa(u1) · ONPpp

csa(u2)∗}

× σ4
W

1
(IM IN )2

∑
(α, u1 , u2)

where
∑

(α, u1 , u2) = A + B,

A(α, u1 , u2) =
∑

a,b,d,e

α|aM −bN |+ |dM −eN |

× exp(−jπΔu([aM − bN ] + [dM − eN ]))

× exp(−jπ(u2 [aM − bN ] − u1 [dM − eN ]))
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and

B(α, u1 , u2)
∑

a,b,d,e

α|aM −dM |+ |bN −eN |

× exp(−jπΔu([aM − bN ] + [dM − eN ]))

× exp(−jπ(u2 [aM − bN ] − u1 [dM − eN ]))

CSApp Covariance
When the noise is spatially white, the fourth order expectation

simplifies to

E{n[aM ]n∗[bN ]n∗[dM ]n[eN ]} =

σ4(δ[aM − bN ]δ[dM − eN ] + δ[aM − dM ]δ[bN − eN ])

The A term is scaled by σ4(δ[aM − bN ]δ[dM − eN ]), and the
B term is scaled by σ4(δ[aM − dM ]δ[bN − eN ]).

For the A term, the expectation is non-zero only at the shared
sensors, i.e., aM = bN , and similarly dM = eN . Both the ex-
ponential and α terms all go to 1, and the four summations result
in a factor of A(0,Δu) = P 2 .

For the B term, the impulses indicate the expectation will be
non-zero for aM = dM , and bN = eN . For the special case
of spatially white noise, the covariance will be dependent only
on Δu. Once again, this will cause the α term to simplify to 1,
while the exponential reduces to,

B(0,Δu) =
IM −1∑

a=0

IN −1∑

b=0

exp(−jπ[aM − bN ]Δu)

=
IM −1∑

a=0

exp(−jπaMΔu)
IN −1∑

b=0

exp(jπbNΔu)

Using the formula for finite geometric sums, and then factor-
ing out half of the exponential terms in both the numerators
and denominators, the two sums reduce to a product of sinc
functions,

B(0,Δu) =
exp(−jπ N −M

2 Δu) sin2(π
2 MNPΔu)

sin(π
2 MΔu) sin(π

2 NΔu)

Subtracting the square of the mean for the white noise case
(
∑

γ 0|γ |κpp
csa [γ] = P )2 cancels out the A term, which reduces

the covariance for the CSApp in spatially white noise to

Cov(0,Δu) =

σ4
W

1
(IM IN )2

exp
(−jπ N −M

2 Δu
)
sin2 ( π

2 MNPΔu
)

sin(π
2 MΔu) sin

(
π
2 NΔu

) (24)

The phasor exp(−jπ N −M
2 Δu) is a result of defining the phase

reference as the left most sensor for each subarray.
When the noise is correlated, the additional phasors in∑
(α, u1 , u2) must be considered. After substitution and sim-

plification of the covariance for the signal arriving from u1 =
us = u2 , the A and B terms simplify to

A(α, us) =
∑

a,b,d,e

α|aM −bN |+ |dM −eN |

× exp(−jπ(us [aM − bN ] − us [dM − eN ]))

and

B(α, us) =
∑

a,b,d,e

α|aM −dM |+ |bN −eN |

× exp(−jπ(us [aM − bN ] − us [dM − eN ]))

The gain for the CSApp for a signal arriving from us is gen-
eralized as

DGpp
csa(α, us) =

IM IN√∑
(α, us) −

(∑
α|γ |κpp

csa [γ]e−jπγus

)2
.
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