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Sampling Continuous-Time Sparse Signals:
A Frequency-Domain Perspective

Benjamı́n Béjar Haro and Martin Vetterli , Fellow, IEEE

Abstract—We address the problem of sampling and reconstruc-
tion of sparse signals with finite rate of innovation. We derive gen-
eral conditions under which perfect reconstruction is possible for
sampling kernels satisfying Strang-Fix conditions. Previous results
on the subject consider two particular cases; when the kernel is able
to reproduce (complex) exponentials, or when it has the polynomial
reproduction property. In this paper, we extend such analysis to the
case where both properties could be found in the sampling kernel
and show that the former two situations can be regarded as special
cases. As a result of our analysis, we provide general conditions
under which perfect recovery in the noiseless case is possible. In
practice, a given sampling kernel might not satisfy Strang-Fix con-
ditions. When dealing with arbitrary sampling kernels, we propose
a unified view for sampling and reconstruction in the frequency do-
main. Our formulation generalizes previous approaches and pro-
vides new insights for devising optimal reconstruction schemes. We
also propose a novel algorithm for denoising treating the problem
as a particular instance of structured low-rank approximation. Fi-
nally, we provide some numerical experiments and a comparison
between different state-of-the-art methods showing the improved
estimation performance of the proposed approach.

Index Terms—Sampling methods, sparsity, spectral estimation.

I. INTRODUCTION

SAMPLING and reconstruction of analog signals is at the
heart of signal processing and communications. The work

of Claude E. Shannon [1] paved the way for the success of dig-
ital communications by formalizing the sampling theorem for
bandlimited signals. Later, a geometrical viewpoint of sampling
and reconstruction allowed the generalization of the sampling
theorem to more general shift-invariant subspaces [2]. Going
back and forth from the continuous (analog) to the discrete
(digital) domain requires that the signals being sampled can be
predicted provided the sampling rate is above some (finite) crit-
ical value (i.e. signals with Finite Rate of Innovation (FRI) [3]).
This is true for signals living in shift-invariant subspaces such
as bandlimited signals, but it is also true for a broader class of
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signals that admit a parametric representation. A sampling the-
orem for a class of sparse FRI signals was proposed in [3]. More
concretely, the works in [3], [4] focused on sampling and recon-
struction of signals such as streams of (differentiated) Diracs,
piecewise polynomials or non-uniform splines. Later extensions
of the theory also included piecewise sinusoidal signals [5]. Per-
fect reconstruction from lowpass filtered observations of such
signals can be achieved for some classes of sampling kernels
such as ideal lowpass filters and gaussian kernels [3], or kernels
that satisfy Strang-Fix conditions [4], [6]. Kernels such as B-
Splines [7], E-Splines [8], Sum of Sincs (SoS) [9], or E-MOMS
[10] fall within this category. Robust approaches to handle noise
have also been developed in [11]–[13] as well as extensions to
higher dimensions [14]–[16].

We start by considering the situation where the sampling
kernel satisfies Strang-Fix conditions. Under this setup, two sit-
uations have been separately explored in the literature; the case
where the kernel is able to reproduce (complex) exponentials,
and the case where it has the polynomial reproduction property
[3], [4]. However, these situations only cover two subsets of a
more general setup, namely the case where both properties can
be found in the sampling kernel. We analyze such situations and
show that they generalize the previous two cases. As a result
of our analysis, we first provide general conditions for perfect
recovery in the noiseless case.

Since perfect recovery puts restrictions in the choice of the
sampling kernel (e.g. Strang-Fix conditions) it is of interest
to consider the general case of arbitrary sampling kernels. An
extension of the FRI theory to work with arbitrary kernels was
proposed in [10] in what it has been called approximate FRI.
The approximate FRI framework has been developed exploiting
the property of arbitrary kernels to (approximately) reproduce
(complex) exponentials. The method applies not only to those
kernels for which perfect reconstruction is not possible, but also
to kernels such as B-Splines for which perfect reconstruction in
the noiseless case is possible (e.g. using time-domain moments
of the signal) but that suffer from ill-conditioning when noise
is present. The authors in [10] start their derivation considering
the reproduction of general exponentials to end up concluding
that the best strategy is to consider purely imaginary exponents
that are as evenly spaced on the unit circle as possible. In other
words, it is best to consider frequency-domain information as in
the ideal case of perfect reproduction of complex exponentials
[3], [4].

Such an observation motivates us to propose a common sam-
pling and reconstruction framework that suits both the ideal
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and approximate cases. The key idea is precisely to consider
the frequency-domain information about the signal as the quan-
tity of interest. We treat both the locations and amplitudes of
the stream of Diracs as random quantities in our analysis and
show that this point of view simplifies the derivations and pro-
vides a more intuitive explanation of the entire reconstruction
procedure. Furthermore, it also shows that the approximate FRI
framework of [10] is suboptimal in the minimum Mean Squared
Error (MSE) sense. This is so since the latter one focuses on the
problem of approximating deterministic signals (e.g. complex
exponentials) while not taking into account the effect of noise. In
order to make our approach more robust to noise, we also address
the problem of denoising in the context of sparse FRI signals.
As already noted in [13], the denoising problem can be seen as a
particular instance of the Structured Low-Rank Approximation
(SLRA) problem. In [13] an iterative method is proposed for
denoising sparse FRI signals assuming that the sampling kernel
is an ideal lowpass filter. However, the method is restricted to
smooth (differentiable) loss functions and does not consider the
more general setup of arbitrary sampling kernels. Here we pro-
vide a more general formulation of the problem and a solution
that is more flexible in the choice of the loss function. In partic-
ular, we consider in detail the use of weighted �2 norms. In order
to solve for the structured low-rank approximation problem we
propose to use the Alternating Direction Method of Multipliers
(ADMM) optimization framework [17] that leads to iterative
procedures with closed-form (or easy to compute) updates. In
the last part of the paper we provide numerical experiments and
compare our estimation pipeline with current state-of-the-art
methods showing its improved estimation performance.

In short, our main contributions are:
� A generalization of the conditions for perfect reconstruc-

tion in the noiseless case when the sampling kernel satisfies
Strang-Fix conditions.

� A frequency-domain estimation framework for arbitrary
sampling kernels.

� A novel denoising algorithm using the ADMM optimiza-
tion framework that outperforms the state-of-the-art.

II. ON SPECTRAL ESTIMATION

The problem of sampling and reconstruction of sparse FRI
signals is closely related to that of spectral line estimation [3],
[18]. In fact, under some conditions on the sampling kernel,
these two problems are equivalent [3], [4]. This equivalence
comes as no surprise since spikes are Fourier duals of com-
plex exponentials. Consider then the model problem where we
observe a sequence of the form:

Xk =
K−1∑

i=0

ai uk
i , k ∈ K, (1)

whereK ⊆ Z is a sequence of consecutive elements, and where
ai, ui ∈ C are some complex numbers with ai �= 0 and ui �= uj

for i �= j. Note that for ui = ejωi the problem is that of identi-
fying a set of complex exponentials and there is a very rich
literature about the topic [18]. High-resolution line-spectral
estimation methods such as ESPRIT [19], [20] that exploit the

rotation invariance property of Vandermonde matrices, or meth-
ods based on the eigen-decomposition of the data covariance
matrix such as Pisarenko’s method [21] and MUSIC [22]–[24]
as well as quadratic approximations to the maximum likelihood
estimation problem (IQML) [25], [26] are among the most pop-
ular methods for this task. We shall briefly review here Prony’s
method (a.k.a. annihilating filter method) as basic algorithm
[27], [28].

A. Annihilating Filter Method

The algebraic structure of the sequence Xk allows for a de-
coupled estimation of the unknown variables ui and ai , provided
enough measurements are available. In order to see this, consider
a filter with roots at the ui values:

H(z) =
K∑

k=0

hk z−k =
K−1∏

i=0

(
1− uiz

−1). (2)

The above filter H(z) annihilates the sequence Xk since:

Xk ∗ hk = 0. (3)

Let x = [X0 , . . . , XL ]T with L ≥ 2K − 1, and rewrite (3) as
⎡

⎢⎢⎢⎣

XK XK−1 · · · X0
XK +1 XK · · · X1

...
...

...
...

XL XL−1 · · · XL−K

⎤

⎥⎥⎥⎦

︸ ︷︷ ︸
TK (x)=X=[−b B̃]

h = 0, (4)

where h = [h0 , h1 , . . . , hK ]T and TK (·) is a linear operator that
maps a sequence to a Toeplitz matrix. Equation (4) implies that
X is rank deficient. In fact, it has rank K provided all ui values
are distinct. In such case, X has a non-trivial one-dimensional
nullspace and the annihilating filter h can be uniquely deter-
mined up to a scale factor. Since scaling does not affect the
position of the roots, we can simply fix h0 = 1 which results in
the following system of equations:

B̃ h1:K = b, (5)

where h1:K = [h1 , . . . , hK ]T . Note that, for L ≥ 2K − 1 the
above system of equations can be solved exactly in the noise-
less case, and in the least-squares sense in the presence of noise.
Alternatively, we could use a normalization of ‖h‖ = 1. In that
case, the solution to (4) can be obtained from the Singular
Value Decomposition (SVD) of X , and it would correspond to
the left-singular vector associated to the smallest singular value
of X . The two solutions are equivalent provided h0 �= 0. In the
noisy case, the SVD-based solution corresponds to a Total Least
Squares approach to solve (5).

Once we have the ui values, the retrieval of the amplitudes
boils down to solving the following linear system of equations:

⎡

⎢⎢⎢⎣

1 1 · · · 1
u0 u1 · · · uK−1
...

...
...

uL
0 uL

1 · · · uL
K−1

⎤

⎥⎥⎥⎦a = V L (u)a = x, (6)
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where a = [a0 , . . . , aK−1 ]T is the vector of amplitudes and u =
[u0 , u1 , . . . , uK−1 ]T. Since the ui values are known and distinct,
the Vandermonde structure of V L (u) ensures that the system
of equations in (6) has a unique solution provided L ≥ K − 1.
In the presence of noise, (6) can be solved in the least-squares
sense.

III. SAMPLING SPARSE SIGNALS

In this section we describe the class of sparse FRI signals of
interest and the considered sampling framework (see Fig. 1).
In particular, we will consider both finite and infinite (periodic)
streams of Dirac impulses as an abstraction of some real-world
phenomenon. We will be analyzing both cases separately show-
ing the relationship between them. We will start first by high-
lighting the relationship between our sampling problem and the
model problem in (1).

A. Sparse Signals and Fourier Series

Let x(t) be a finite stream of K weighted Diracs:

x(t) =
K−1∑

i=0

ai δ(t− ti), (7)

where ti ∈ [0, 1) and ai ∈ C. Sparse signals of the form of
(7) are common in different domains such as biology, commu-
nications, or astronomy, to name a few. Note that a complete
characterization of the signal x(t) requires the knowledge of
2K parameters: those corresponding to the amplitudes ai and
locations ti of the spikes. For the case of a periodic stream of
Diracs we will assume that x(t) corresponds to its fundamental
period. In any case, regardless whether the signal is periodic or
not we can always represent it by its Fourier Series (FS) expan-
sion on some interval [0, τ), τ ≥ 1. The (scaled) FS coefficients
of x(t) are thus given by

Xk (τ) =
〈
x(t), ej2πkt/τ

〉
=

K−1∑

i=0

ai e−j2πkti /τ , k ∈ Z. (8)

Note that if we let ui = e−j2πti /τ , then (8) has the form of
our model problem (1) and therefore, a subsequence of 2K FS
coefficients suffices to fully characterize x(t) (e.g. by using the
annihilating filter method [3]).

In all practical situations, we won’t be able to directly observe
the signal of interest. Instead, the acquisition process is usually
modeled as filtering followed by sampling. In that case, the
desired signal goes through some (typically lowpass) filter and
then, the resulting output is recorded at discrete-time locations
as illustrated in Fig. 1. Our goal is then to retrieve the parameters
of the signal from the available set of observations.

B. Periodic Stream of Diracs

Consider the input signal z(t) =
∑

m∈Z x(t−mτ) to be the
periodization of x(t) and, without loss of generality, let the
period be τ = 1. Let f(t) denote the output of the lowpass

filtering operation (see Fig. 1) with the scaled filter ϕ∗(−t/T ):

f(t) =
∑

m∈Z

K−1∑

i=0

ai ϕ∗
(m− (t− ti)

T

)
(9)

= T
∑

k∈Z

Xk ϕ̂∗
(
2πkT

)
ej2πkt , (10)

where ϕ̂(ω) is the Fourier transform of ϕ(t), and where we
have identified Xk as the FS coefficients of the periodic stream
of Diracs z(t) whose fundamental period corresponds to x(t).
The second equality in (10) follows from the application of the
Poisson1 sum formula together with Fourier transform proper-
ties for shift and scaling. Finally, the samples are thus

yn = f(nT ) = T
∑

k∈Z

Xk ϕ̂∗
(
2πkT

)
ej2πknT , n ∈ Z. (11)

Consider now the situation where we observe the signal over
one period with a sampling rate of N samples per period (i.e.
T = 1/N ). In such case, the sequence of samples is

yn =
1
N

∑

k∈Z

Xk ϕ̂∗
(

2πk

N

)
ej2πkn/N , n = 0, . . . , N − 1.

(12)
Since we are interested in retrieving the FS coefficients of

the signal it is natural to work in the frequency domain. From
the samples yn we can compute the Discrete Fourier Transform
(DFT) at ωk = 2πk

N , k = 0, . . . , N − 1, to obtain

Yk =
N−1∑

n=0

yn e−j2πnk/N (13)

=
∑

�∈Z

X� ϕ̂∗
(

2π�

N

)
1
N

N−1∑

n=0

ej2π�n/N e−j2πkn/N

︸ ︷︷ ︸
N δ(k−�m o d N )

(14)

= Xk ϕ̂∗
(

2πk

N

)
+

∑

�∈Z
� �=0

Xk+mN ϕ̂∗
(

2πk

N
+ 2π�

)

︸ ︷︷ ︸
aliasing

.

(15)

Aliasing and the choice of the sampling kernel: From (15)
we can identify the contribution of two different terms: one
corresponding to the desired FS coefficient Xk , and an aliasing
term. The presence or not of aliasing will depend on the chosen
sampling kernel as we illustrate in the example below.

Example—Ideal lowpass filter: Assume the sampling ker-
nel is an ideal lowpass filter with cut-off frequency 1/2
that is,

ϕ(t) =
sin(πt)

πt

F←→ ϕ̂(ω) =
{

1 |ω| ≤ π

0 otherwise
. (16)

In such a case, it is easy to verify from (15) that the DFT of
the measured samples will be free of aliasing, i.e. Yk = Xk .

1Poisson sum formula:
∑

n∈Z
f (n) =

∑
k∈Z

f̂ (2πk).
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Fig. 1. Sampling scheme. The input sparse signal z(t) passes through the filter with impulse response ϕ∗(−t/T ) and it is then sampled at intervals T seconds
apart to produce the output sequence yn.

Therefore, we have access to the FS coefficients Xk and hence,
it is possible to retrieve the locations and amplitudes of the
spikes using Prony’s method provided N ≥ 2K.

C. Finite Stream of Diracs and Kernels With Finite Support

Consider now the case where z(t) = x(t) is a finite stream of
Diracs with the additional assumption that the kernel ϕ(t) has
finite support. The output signal f(t) is thus given by

f(t) = x(t) ∗ ϕ∗(−t/T ) =
K−1∑

i=0

ai δ(t− ti) ∗ ϕ∗(−t/T ).

(17)
The discrete-time signal yn is then:

yn = f(nT ) =
K−1∑

i=0

ai ϕ∗(ti/T − n), n ∈ Z. (18)

If we now compute the Discrete-Time Fourier Transform
(DTFT) of the sequence yn at frequency ω we get

Y (ejω ) =
∑

n∈Z

K−1∑

i=0

ai ϕ∗(ti/T − n) e−jωn (19)

=
∑

�∈Z

K−1∑

i=0

ai e−j (ω+2π�)ti /T ϕ̂∗(ω + 2π�), (20)

where (20) follows from the Poisson summation formula.
A word on the equivalence of periodic and non-periodic

cases: Since both the kernel and the input signal have finite
support the sampled signal yn is also supported on a finite in-
terval. Without loss of generality, assume that the samples yn

are zero for values of n < 0 and n ≥M0 , where M0 is some
positive integer. In order to highlight the connection between
the periodic and non-periodic cases consider frequencies of the
form ωk = 2πk/M , where M ≥M0 . Particularizing (20) for
the case of T = 1/N we end up with

Y (ejωk ) =
∑

�∈Z

Xk+�M

(
M

N

)
ϕ̂∗

(
2πk

M
+ 2π�

)
. (21)

Note that (21) is analogous to the expression in (15) for the
periodic case. The only difference is that now the signal has an
equivalent period of τ = M/N rather than 1. Therefore, we can
argue that for frequencies lying on a uniform grid (i.e. take the
M -point DFT of yn , M ≥M0) sampling a periodic stream of

Diracs or sampling a finite stream of Diracs with a sampling
kernel with finite support are two equivalent situations.

IV. SAMPLING WITH STRANG-FIX KERNELS

Perfect reconstruction of the original stream of Diracs is pos-
sible for particular choices of the sampling kernel [3], [4], [9],
[10]. In a general setting, sampling and reconstruction of streams
of Diracs fits the framework of sampling in a union of sub-
spaces [29]. Particular choices of kernels that allow for perfect
recovery are kernels such as E-Splines, SoS, or E-MOMS, that
satisfy Strang-Fix conditions [6]. We would like to highlight the
relationship between those kernels and the frequency-domain
information about the signal of interest.

A. Strang-Fix Kernels

Consider kernels of finite support that reproduce (complex)
exponential polynomials of degree P (see Fig. 2), that is

∑

n∈Z

cn (ωk , P )ϕ(t− n) = tP ejωk t , (22)

for some frequency ωk and appropriate choice of the sequence of
coefficients cn (ωk , P ) ∈ C. Equation (22) holds if ϕ(t) satisfies
the so-called Strang-Fix conditions [6], [30]:

ϕ̂(ωk ) �= 0 and
dpϕ̂

dωp
(ωk + 2π�) = 0, (23)

for p = 0, . . . , P and � ∈ Z− {0}.
Definition 1: ((W,P) Strang-Fix conditions) Let W =

{ω0 , . . . , ωL} denote a set of frequencies with ωi �= ωj + 2π�
for all i, j = 0, . . . , L and � ∈ Z− {0}. And let also denote
P = {P0 , . . . , PL} as the corresponding set of orders. We say
that a kernel satisfies the (W,P) Strang-Fix conditions if (23)
holds for all (ωk , Pk ) pairs, k = 0, . . . , L.

For the case where the order of polynomial reproduction is
the same for all frequencies (i.e. Pk = P ) we will simply say
that the kernel satisfies the (W, P ) Strang-Fix conditions.

B. Sampling Sparse Signals With Strang-Fix Kernels

When it comes to sampling sparse signals two particular
cases of interest that have appeared in the FRI literature namely,
the (W, 0) (complex exponential reproduction) and the (0, P )
(polynomial reproduction) cases. In this section we will start by
reviewing the former two situations but will also consider the
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Fig. 2. Exponential polynomial reproduction property of a kernel that satisfies the
(
W = {−π/2, 0, π/2}, P = 1

)
Strang-Fix conditions. From left to right,

reproduction of: a constant, t, cos (πt/2), t cos (πt/2).

Fig. 3. Regions in the L-P plane that allow for perfect recovery for the case
of K = 2 Diracs. The blue region corresponds to the case where Theorem 1
applies. Likewise, the red region corresponds to Theorem 2. The red and blue
arrows on the L and P axes represent respectively, the (W, 0) complex expo-
nential reproduction and the (0, P ) polynomial reproduction cases.

more general (W,P) case (see Fig. 3). We will provide condi-
tions under which perfect reconstruction of a stream of Diracs
from the set of samples is possible. In our analysis we will con-
sider the non-periodic case but the results presented naturally
extend to the periodic case, too.

Exponential Reproduction: A kernel that reproduces complex
exponentials satisfies the (W, 0) Strang-Fix conditions:

ϕ̂(ωk ) �= 0 and ϕ̂(ωk + 2π�) = 0, (24)

for all ωk ∈ W and for � ∈ Z− {0}. An equivalent interpreta-
tion of the Strang-Fix conditions in (24) is that the DTFT of the
sampled kernel is free of aliasing at the set of frequencies W .
Now, consider the case where the set of frequenciesW follow
a uniform progression, e.g. W = { 2π

M k}Lk=0 . If we look back
to (21) and because (24) holds, we immediately realize that
we have access to the continuous-time frequency information
of the original signal since Yk = Xk ϕ̂∗(ωk ). The effect of the
sampling kernel can then be compensated to give back the FS
coefficients of x(t). Having access to a set of 2K consecutive
FS coefficients (i.e. L = 2K − 1) allows the estimation of the
parameters of the signal using Prony’s method. This is precisely
the idea behind E-Splines, SoS, and E-MOMS kernels [3], [4],
[9], [10].

Polynomial Reproduction: A kernel that reproduces polyno-
mials of degree P satisfies the ({0}, P ) Strang-Fix conditions:

ϕ̂(0) �= 0 and
dpϕ̂

dωp
(2π�) = 0, (25)

for p = 0, . . . , P and for � ∈ Z− {0}. This property allows the
computation of the temporal moments of the continuous sig-
nal from the samples [4]. For the case of streams of Diracs,
the sequence of temporal moments has the form of (1) and
hence, perfect reconstruction of the signal’s parameters is pos-
sible using Prony’s method provided at least 2K moments (i.e.
P = 2K − 1) are available [4]. In the frequency domain we can
think of this situation as having access to P alias-free measure-
ments of the signal and its derivatives up to order P at ω = 0.

Exponential Polynomial Reproduction: We have just de-
scribed two situations where it is possible to retrieve the stream
of Diracs: one where we have multiple frequencies but no poly-
nomial reproduction property, and another one where we have
a single frequency (e.g. ω = 0) but can reproduce polynomials
of multiple orders. It becomes intuitive that a combination of
these two situations could allow the definition of more general
conditions under which perfect signal reconstruction is possible.
To see this, let us continue our discussion from the polynomial
reproduction case. Note that, in principle, we could have used
any other frequency different from ω = 0 and the same prin-
ciple would apply to the modulated signal. Assume then that
the sampling kernel ϕ(t) satisfies the (ω0 , P ) Strang-Fix con-
ditions for some (not necessarily zero) frequency ω0 . Since the
kernel reproduces exponential polynomials we can compute the
modulated moments of the signal x(t) from the samples yn as
follows:

τp(ω0) =
∑

n∈Z

c∗n (ω0 , P )
〈
x(t), ϕ(t/T − n)

〉
︸ ︷︷ ︸

yn

(26)

=
〈
x(t),

∑

n∈Z

cn (ω0 , P )ϕ(t/T − n)
〉

(27)

=
∫ ∞

−∞
x(t)

( t

T

)p

e−jω0 t/T dt (28)

=
K−1∑

i=0

ai

( ti
T

)p

e−jω0 ti /T . (29)

We can now use the continuous moments to generalize
the sampling results that have appeared in the literature. We
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consider two situations – one where estimation is done using
the polynomial reproduction property and another where esti-
mation exploits the reproduction of complex exponentials.

Assume that ϕ(t) satisfies the (W,P) Strang-Fix conditions
and consider the sequences of moments τp(ωk ), p = 0, . . . , Pk

for k = 0, . . . , L. The key observation is to realize that for every
ωk in the set W , the same filter annihilates the sequence of
moments τp(ωk ), p = 0, . . . , Pk for all k provided that Pk ≥
K. This can be easily seen by rewriting τp(ωk ) as

τp(ωk ) =
K−1∑

i=0

ai

( ti
T

)p

e−jωk ti /T =
K−1∑

i=0

ãik

( ti
T

)p

, (30)

which is of the same form as our model problem (1). In order
to retrieve the signal parameters we just need to make sure that
we can form a system of equations that uniquely specifies the
annihilating filter up to a scale factor.

Theorem 1: (Temporal moments) Consider a non-periodic
stream of K Diracs x(t) as in (7) and the sampling setup of
Fig. 1. Assume that the sampling kernel ϕ(t) satisfies the (W,P)
Strang-Fix conditions with

L∑

k=0

Pk + L(1−K) ≥ 2K − 1 and Pk ≥ K, (31)

then yn provides a complete characterization of x(t) if

B =

⎡

⎢⎣

V n0 (t)diag (β0)
...

V nL
(t)diag (βL )

⎤

⎥⎦, (32)

has full column rank, where t = 1
T [t0 , . . . , tK−1 ]T denotes

the vector of normalized locations, nk = Pk −K, and βT
k =

[e−jωk t0 /T , . . . , e−jωk tK −1 /T ].
Proof: Consider the sequence (vector) of moments τ (ωk ) =

[τ0(ωk ), τ1(ωk ), . . . , τPk
(ωk )]T for some frequency ωk ∈ W .

Form the Toeplitz matrix TK (τ (ωk )) and express it as:

TK (τ (ωk )) = V nk
(t)diag (βk ) A, (33)

where nk = Pk −K, βT
k = [e−jωk t0 /T , . . . , e−jωk tK −1 /T ] and

where the matrix A is given by

A = diag (a)

⎡

⎢⎢⎢⎢⎣

(t0/T )K (t0/T )K−1 · · · 1
(t1/T )K (t1/T )K−1 · · · 1

...
...

...

(tK−1/T )K (tK−1/T )K−1 · · · 1

⎤

⎥⎥⎥⎥⎦
.

(34)
It is clear that a filter h whose roots correspond to the normal-
ized locations of the spikes (i.e. ti/T ) annihilates the sequence
of moments {τp(ωk )}Pk

p=0 provided that Pk ≥ K and therefore
Ah = 0. Since this is true for all frequencies in the setW we
can form the following system of equations:
⎡

⎢⎣

TK (τ (ω0))
...

TK (τ (ωL ))

⎤

⎥⎦h =

⎡

⎢⎣

V n0 (t)diag (β0)
...

V nL
(t)diag (βL )

⎤

⎥⎦Ah = BAh = 0,

(35)

where B is defined as in (32). The filter h in (35) is uniquely
determined (up to scale) provided the product BA has full
column rank. Matrix A is a K × (K + 1) matrix and it is of
full rank since it is the product of a full rank diagonal matrix
(since ai �= 0) and a K × (K + 1) Vandermonde matrix also of
full row rank. From Sylvester’s rank inequality we have

rank (BA) ≥ rank (B) + rank (A)−K = rank (B) ,
(36)

where the last equality follows from the fact that rank (A) = K.
On the other hand, it is clear that rank (BA) ≤ K. Therefore, if
B has full column rank, then rank (BA) = K and the vector h
is uniquely specified. But in order for B to have full column rank
it must have at least the same number of rows than columns (i.e.
K). From its definition, B has dimensions

∑
k (nk + 1)×K

and hence it is required that

L∑

k=0

(nk + 1) =
L∑

k=0

(Pk −K + 1) ≥ K. (37)

Rearranging terms we require
∑

k Pk + L(1−K) ≥ 2K − 1
which is true by assumption and the proof is complete. �

From Theorem 1 we see that perfect recovery in the general
case depends on the parameters to be estimated. Nevertheless,
there exist specific configurations for which perfect reconstruc-
tion is always possible regardless of the parameters of the signal.
A simple way to ensure perfect recovery is to have Pk ≥ 2K − 1
for some k. In such case, perfect reconstruction is always pos-
sible [4]. We illustrate this result as a corollary of Theorem 1.

Corollary 1: (Polynomial reproduction) Consider a non-
periodic stream of K Diracs x(t) as in (7) and the sampling
setup of Fig. 1. Assume that ϕ(t) satisfies the (ω0 , P ) Strang-Fix
conditions. Then for the case of P ≥ 2K − 1 perfect recovery
is always possible.

Proof: Note that in that case, matrix B would be given by

B = V P −K (t)diag (β0) , (38)

which is of rank K (full rank) and, therefore perfect recovery is
possible. The full rank property of matrix B follows from the
fact that for P ≥ 2K − 1, matrix V P −K is a tall Vandermonde
matrix which is full rank and of rank K since the tis are distinct.
The diagonal matrix is also full rank since the elements of β0
are nonzero. Then, from Sylvester’s rank inequality it can be
shown that B is of full rank K. �

Moreover, if we restrict the set of frequencies to lie on a
uniform grid then perfect recovery is also guaranteed:

Corollary 2: Under the same assumptions as in Theorem 1
and if, in addition, the set of frequencies is of the form W =
{α + 2πk

M }Lk=0 , for some α ∈ R and with L ≥ K − 1, then
perfect recovery is always possible.

Proof: From (32) it is clear that

B̃ = V L (u)diag
(
[e−jαt0 /T , . . . , e−jαtK −1 /T ]

)
, (39)

where uT = [e−j 2 π
M t0 /T , . . . , e−j 2 π

M tK −1 /T ], is a subset of the
rows of B in (32). Matrix B̃ (hence B) has full column rank
if V L (u) has also full column rank which, due to the Vander-
monde structure of V L (u), is true for L ≥ K − 1. �
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Theorem 1 establishes conditions under which perfect recon-
struction of a stream of Diracs is possible if we have access to
the modulated (temporal) moments of the original signal at an
arbitrary set of frequencies not necessarily lying on a grid. It also
defines a region in the L− P plane (blue region in Fig. 3) where
it applies. On the other hand, if we restrict the set of frequen-
cies to be on a uniform grid, then it becomes clear that a similar
condition for perfect reconstruction using frequency-domain in-
formation is possible for the case of L ≥ K by just switching
the roles between complex exponential moments (frequency-
domain information) and temporal moments. The following re-
sult formalizes these ideas and the corresponding region in the
L− P plane is illustrated in red in Fig. 3.

Theorem 2: (Complex moments) Consider a non-periodic
stream of K Diracs x(t) as in (7) and the sampling setup of
Fig. 1. Without loss of generality assume that ti ∈ [0, 1), i =
0, . . . ,K − 1. Assume that the sampling kernel ϕ(t) satisfies
the (W, P ) Strang-Fix conditions where the set of frequencies
lie on a uniform progression of the form W = {α + 2πk

M }Lk=0
for some α ∈ R and L

M T < 1. Assume also that

(P + 1)(L−K + 1) ≥ K and L ≥ K. (40)

Then yn provides a complete characterization of x(t) if

B̂ =

⎡

⎢⎢⎢⎢⎣

V L−K (u)
V L−K (u)diag (t)

...

V L−K (u)diag
(
tP

)

⎤

⎥⎥⎥⎥⎦
, (41)

has full column rank, where uT = [u0 , u1 , . . . , uK−1 ] with ui =
e−j 2 π

M ti /T .
Proof: Without loss of generality, let us assume that

α = 0. Note that the effect of any α can be removed
by considering the modulated sequence yne−αn . Consider
now the sequence of moments (indexed by frequency) τ p =
[τp(ω0), τp(ω1), . . . , τp(ωL )]T for some p ≤ P and form the
Toeplitz matrix TK (τ p).

Then it holds that:

TK (τ p) = V L−K (u)diag (tp) Â, (42)

where uT = [u0 , u1 , . . . , uK−1 ] with ui = e−j 2 π
M ti /T , and the

matrix Â is given by

Â = diag (a)

⎡

⎢⎢⎢⎢⎣

uK
0 uK−1

0 · · · 1
uK

1 uK−1
1 · · · 1

...
...

...

uK
K−1 uK−1

K−1 · · · 1

⎤

⎥⎥⎥⎥⎦
. (43)

Since L ≥ K and due to the fact that the frequencies lie on a
uniform progression, there exist a filter with roots at the uis that
annihilates the sequence τ p (i.e. Âh = 0) and thus

TK

(
{τp(ωk )}Lk=0

)
h = 0, p = 0, . . . , P. (44)

Therefore, the annihilation equation can be written as:
⎡

⎢⎢⎢⎢⎣

TK (τ 0)
TK (τ 1)

...

TK (τP )

⎤

⎥⎥⎥⎥⎦
h =

⎡

⎢⎢⎢⎢⎣

V L−K (u)
V L−K (u)diag (t)

...

V L−K (u)diag
(
tP

)

⎤

⎥⎥⎥⎥⎦
Âh = 0, (45)

which will have a unique solution (up to scale) provided B̂ has
full column rank. Matrix B̂ will have full column rank provided
it has more rows than columns:

(P + 1)(L−K + 1) ≥ K, (46)

which is true by assumption. From the roots of the filter we
can retrieve the locations of the spikes provided (L/M/T ) < 1.
This last condition is required since otherwise there will be an
ambiguity in the location of the spikes due to the periodicity
of the complex exponentials. The amplitudes can be computed
using the retrieved locations solving the system in (42).

For the case of complex moments we can also define situations
for which perfect reconstruction is possible regardless of the
signal’s parameters:

Corollary 3: (Complex exponential reproduction) Under the
same assumptions as in Theorem 2 and for the case of L ≥
2K − 1, perfect recovery is always possible.

Proof: It follows from the fact that for L ≥ 2K − 1,
V L−K (u) is a Vandermonde matrix of full column rank and
thus, the conditions of Theorem 2 are met. �

Corollary 4: Under the same assumptions as in Theorem 2
and for P ≥ K − 1, perfect recovery is always possible.

Proof: Note that B̂ has V P (t) as submatrix and since P ≥
K − 1 it follows that K linearly-independent (row) vectors can
be found, which makes the rank of B̂ equal to K. �

If the conditions of Theorem 1 or Theorem 2 (or both) are
met, a general procedure for estimating the parameters of a finite
stream of Diracs is summarized in Algorithm 1.

C. From Discrete to Continuous Moments

The reconstruction method for sparse FRI signals in
Algorithm 1 requires the computation of the modulated mo-
ments of the signal. This can be achieved if we have access to
the sequences cn (ωk , p) for exponential polynomial reproduc-
tion. Next we describe a procedure that allows the computation
of the modulated moments in a recursive way by using fre-
quency domain information about the kernel and its derivatives
at a given frequency. Define the discrete modulated moments as

mp(ω0) =
∑

n∈Z

np e−jω0 n yn , p = 0, . . . , P. (47)

Making use of the following Fourier identities:

∑

n∈Z

np yn
F←→ jp dpY

dωp
(ejω )

∣∣∣
ω=0

(48)

yn e−jω0 n F←→ Y (ej (ω+ω0 )), (49)
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Algorithm 1: (Reconstruction for Strang-Fix kernels).

1: Compute the modulated moments τp(ωk ) for all
ωk ∈ W and p = 0, . . . , Pk

2: Form the (block) Toeplitz matrix

T =

⎡

⎢⎢⎢⎢⎣

TK (τ (ω0))
TK (τ (ω1))

...

TK (τ (ωL ))

⎤

⎥⎥⎥⎥⎦
, or T =

⎡

⎢⎢⎢⎢⎣

TK (τ 0)
TK (τ 1)

...

TK (τP )

⎤

⎥⎥⎥⎥⎦

3: Find the annihilating filter using the SVD

h = arg min
‖x‖=1

‖Tx‖

4: Find the roots of the filter H(z) =
∑K

k=0 hkz−k and
retrieve the locations of the spikes

5: Find the amplitudes solving a linear system based on

τp(ωk ) =
K−1∑

i=0

ai

( ti
T

)p

e−jωk ti /T

we immediately realize that

mp(ω0) =
∑

n∈Z

np e−jω0 n yn = jp dpY

dωp
(ejω0 ). (50)

Consider again the expression for the DTFT of yn given in (20).
By successively differentiating (20) and, under the assumptions
made on the sampling kernel, it follows that

dpY

dωp
(ejω0 ) =

p∑

r=0

(
p
r

)
dr ϕ̂∗

dωr
(ω0)(−j)(p−r)τp−r (ω0). (51)

By combining (50) and (51) we end up with

mp(ω0) =
p∑

r=0

(
p
r

)
jr dr ϕ̂∗

dωr
(ω0) τp−r (ω0), (52)

which gives us an explicit relationship between the continuous
and discrete moments of the signal. Let us rewrite (52) in matrix-
vector form as
⎡

⎢⎢⎢⎢⎣

m0(ω0)
m1(ω0)

...

mP (ω0)

⎤

⎥⎥⎥⎥⎦
=

⎡

⎢⎢⎢⎢⎢⎣

L00(ω0) 0 · · · 0

L10(ω0) L11(ω0)
. . .

...
...

. . .
. . . 0

LP 0(ω0) · · · LP P (ω0)

⎤

⎥⎥⎥⎥⎥⎦

︸ ︷︷ ︸
L

τ (ω0),

(53)
where the nonzero entries of matrix L are given by

Lpr (ω0) =
(

p
p− r

)
jp−r dp−r ϕ̂∗

dωp−r
(ω0). (54)

Note that since matrix L is lower-triangular, the system of
equations in (53) can be solved efficiently using forward sub-
stitution. Note also, that the above system is invertible since,
by assumption (Strang-Fix conditions), the diagonal elements

Lrr (ω0) = ϕ̂∗(ω0) are different from zero. Based on these
derivations we can now state the following result:

Lemma 1: (Recursive moments) Let ϕ(t) be a finite-support
kernel that satisfies the (W, P ) Strang-Fix conditions for some
set of frequencies W = {ω0 , . . . , ωL−1} and some order P ∈
Z+ . Let x(t) be as in (7) and consider the sampling setup of
Fig. 1. Then, the modulated moments of x(t) can be computed
in a recursive way from the discrete moments as

τp(ωk ) = ϕ̂∗(ωk )−1(mp(ωk )−
p−1∑

r=0

Lpr (ωk ) τr

)
, (55)

where Lpr (ωk ) = ( p
p−r )jp−r dp −r ϕ̂∗

dωp −r (ωk ).

Proof: The result follows directly from (53) and the fact that
Lrr (ωk ) = ϕ̂∗(ωk ) for all r = 0, . . . , P .

We have derived an expression that allows us to com-
pute the continuous moments of the signal from the samples.
The interesting property of (55) is that it allows us to compute
the moments exactly without the need to compute or approxi-
mate the dual basis of ϕ(t). All we need is to evaluate the pth
derivative of the sampling kernel at the set of reproducing fre-
quenciesW . This is particularly convenient in situations where
we either have an explicit expression for the derivatives or an
efficient way for their evaluation. Note also that from (55) we
can derive the reproducing sequences:

Lemma 2: (Reproducing sequence) Let ϕ(t) be a finite-
support kernel that satisfies the (ω0 , P ) Strang-Fix conditions.
Then the sequence cn (ω0 , p) for exponential polynomial repro-
duction can be computed as

cn (ω0 , p) = ejω0 n

p∑

r=0

Cpr nr , p = 0, . . . , P, (56)

where Cpr is the (p, r)th element of matrix (L∗)−1 with (0, 0)
denoting the first (top-left) element.

Proof: The result follows directly from inverting the system
in (53) and the definition of mp(ω0) in (50). �

Example - B-Spline: Consider, as an illustration, that ϕ(t)
is a B-Spline [7] of order P = 2, whose frequency response is
ϕ̂(ω) =

[ sin(ω/2)
ω/2

]3
. Its derivatives at ω = 0 are given by

ϕ̂(0) = 1,
dϕ̂

dω
(0) = 0,

d2 ϕ̂

dω2 (0) = 1/4.

Computing L−1 it can be easily verified that

cn (0, 0) = 1, cn (0, 1) = n, cn (0, 2) = n2 − 1/4.

Example - E-Spline: Polynomial exponentials can be repro-
duced by cardinal E-Splines [8]. Following the notation in [8]
let βα(t) denote a centered E-Spline of order K and parameter
vector α = [α0 , . . . , αK−1 ] where

βα(t) = βα0 (t) ∗ · · · ∗ βαK −1 (t), βα (t)

=
{

eαt − 1
2 ≤ t < 1

2
0 otherwise

(57)

Consider an E-Spline with α = [−j π
2 ,−j π

2 , 0, 0, j π
2 , j π

2 ]. That
is, purely imaginary frequencies (complex exponentials) with
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double multiplicity. Since frequencies appear in complex con-
jugate pairs the resulting kernel is a real function (see Fig. 2).
The double multiplicity of the frequencies gives the kernel the
reproduction property of polynomial (degree one) exponen-
tials at the set of frequencies in α, in other words it satisfies
the (W = {−π/2, 0, π/2}, P = 1) Strang-Fix conditions. For
these parameters, the Fourier transform of βα(t) is given by

β̂α(ω) =
[
sinc

(ω − π/2
2

)
sinc

(ω

2

)
sinc

(ω + π/2
2

)]2
,

(58)
where sinc(ω) = sin (ω)/ω. For the considered sampling ker-
nel, it can be verified that

L(0) =
64
π4

[
1 0
0 1

]
, L(

π

2
) = L∗

(
−π

2

)
=

32
π4

[
1 0

j π−6
π 1

]
.

V. ARBITRARY KERNELS AND NOISE

We have been discussing situations where it is possible to
retrieve the original signal from its samples provided some as-
sumptions on the sampling kernel are met, and for the case of
uncorrupted (noiseless) measurements. But in practice a given
sampling kernel might not satisfy the desired properties. Addi-
tionally, as it is inherent to any real-world measurement system,
there will be some noise during the acquisition process. We
address how to handle such situations.

Assume an additive noise model for the observations ỹn as

ỹn = yn + vn , n = 0, . . . , M0 − 1, (59)

where vn is independent and identically distributed (i.i.d.) white
noise with zero mean and variance E

[
|vn |2

]
= σ2

v . Note that
(59) holds for both the periodic (M0 = N ) and non-periodic
cases. From a practical perspective, it is also convenient to do
estimation using complex moments (i.e. Fourier-based informa-
tion) since they yield better conditioned systems [10]. Therefore,
we will restrict our attention to frequencies lying on a uniform
grid when dealing with arbitrary sampling kernels. With all
these considerations, let Ỹk be the M -point DFT of ỹn , where
M = N in the periodic case and M ≥M0 for the non-periodic
case. Making use of (21), we can now write the DFT of ỹn as

Ỹk = Xk (τ)ϕ̂∗
(

2πk

M

)
+

∑

�∈Z
� �=0

Xk+�M (τ)ϕ̂∗
(

2πk

M
+ 2π�

)

︸ ︷︷ ︸
aliasing

+Vk ,

(60)
where τ = M

N and Vk is the M -point DFT of vn . We will omit
the dependence of Xk w.r.t. τ to simplify notation.

A. Estimating FS Coefficients

Recall that 2K consecutive FS coefficients Xk provide a suf-
ficient characterization of the stream of Diracs x(t). Therefore,
our focus would be on retrieving those FS coefficients from
the set of noisy filtered observations ỹn . We already know that
the ability to recover such coefficients would be intimately re-
lated to the choice of the sampling kernel. In a general setup,
a reasonable strategy would be to estimate those coefficients as

accurately as possible. This is precisely the approach that we
will follow here which turns out to have a lot of parallelism to
the approximate FRI framework [10]. The proposed estimation
framework can be seen as a general procedure for FRI signal
estimation in the frequency domain.

From (60) we can identify three different components of Ỹk

– one corresponding to the desired FS coefficient Xk , a second
term corresponding to aliasing, and the noise term Vk . A simple
way to estimate the FS coefficients is to completely disregard
the effect of aliasing and noise, and just compensate for the
attenuation introduced by the frequency response of the sam-
pling kernel. In analogy to communication systems we call this
approach zero-forcing estimation and it corresponds to

X̃ZF
k =

1
ϕ̂∗(ωk )

Ỹk , ωk =
2πk

M
. (61)

Note that (61) might result in a significant noise amplification
depending on the kernel’s frequency response and noise level.

A more robust estimate can be obtained by minimizing the
mean squared error. In order to derive such an estimate we
treat both the locations and amplitudes of the spikes as random
variables. More concretely, we assume that ai are zero-mean
i.i.d. random variables independent from the locations ti . The
locations of the spikes are i.i.d. random variables uniformly dis-
tributed over the unit interval ti ∼ U

(
[0, 1)

)
. Both amplitudes

and locations are also independent from the noise vn .
Under these assumptions the FS coefficients Xk are zero-

mean uncorrelated random variables since:

E [Xk ] =
K−1∑

i=0

E [ai ]︸ ︷︷ ︸
0

E
[
e−j2πkti

]
= 0, E [XkX∗� ] = σ2

a δk−� ,

(62)
where we have defined σ2

a =
∑K−1

i=0 E
[
|ai |2

]
.

Let X̃M SE
k = Ck Ỹk be the linear minimum MSE estimate.

The orthogonality principle states that the error should be or-
thogonal to the signal subspace, that is

E
[
(Xk − Ck Ỹk )Ỹ ∗k

]
= 0, (63)

which means that the optimal coefficient is

Ck = E
[
XkỸ ∗k

]
/E

[
Ỹk Ỹ ∗k

]
. (64)

Since Xk and Vk are zero-mean independent random variables,
and E [XkX∗� ] = σ2

a δk−� , then it follows that

E
[
XkỸ ∗k

]
= σ2

a ϕ̂(ωk ). (65)

Similarly, for E
[
Ỹk Ỹ ∗k

]
it follows that

E
[
Ỹk Ỹ ∗k

]
= σ2

a âϕ (ejωk ) + σ̂2
v , (66)

where σ̂2
v = M0σ

2
v and âϕ (ejωk ) =

∑
�∈Z |ϕ̂(ωk + 2π�)|2 is

the DFT of the auto-correlation sequence an = 〈ϕ(t− n),
ϕ(t)〉. Using (65) and (66), we can write the LMMSE estimate
of the FS coefficient Xk as

X̃M SE
k =

σ2
a ϕ̂(ωk )

σ2
a âϕ (ejωk ) + σ̂2

v

Ỹk . (67)

Not surprisingly, (67) is nothing but a Wiener filtering oper-
ation in the frequency domain. Note also that, as expected, (67)
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simplifies to (61) if we do not consider aliasing and noise. In the
noiseless case (σ2

v = 0) the coefficients in (67) correspond to the
least-squares coefficients in the approximate FRI framework of
[10]. Another interpretation of this result is that, in the noiseless
case, finding the best coefficients that reproduce complex expo-
nentials is equivalent to minimizing the estimation error of the
FS coefficients since we are effectively trying to compensate for
the distortion introduced by the sampling kernel. The procedure
can also be seen (also in the noiseless case) as using the optimal
digital filter for approximating an ideal lowpass filter [31].

B. Denoising—Exploiting Low-Rank Structure

Once we have an estimate of the FS coefficients, we can use
Prony’s method to retrieve the locations of the spikes. However,
it is possible to improve our estimates of the FS coefficients
by exploiting the additional structure present in the estimation
problem. As already noted, the annihilation equation (4) reveals
the low-rank property of matrix X . However, this situation only
holds in the noiseless case. In the presence of noise, the low-
rank property of X is very unlikely to hold. Nevertheless, we
can take advantage of such structure in order to improve the
estimation of the FS coefficients and hence, of the annihilat-
ing polynomial. Then it seems natural to enforce this low-rank
property during the estimation process. In its basic form, the
problem is equivalent to a structured total least squares problem
and it appears in different applications in signal processing and
control [32], [33]. More generally, the problem can be seen as
producing a structured low-rank approximation of the noisy in-
put data matrix. Assume that we have access to a set of L + 1
noisy FS coefficients given by

X̃k = Xk + Ek , k = 0, . . . , L, (68)

where Ek is some error. Let x̃ = [X̃0 , . . . , X̃L ]T denote the
vector of estimates and form the general convolution matrix
X0 = TB

(
x̃
)
, where K ≤ B ≤ L−K + 1 and L ≥ 2K − 1.

Let denote by RK the set of matrices of rank at most K, and
by T the set of Toeplitz matrices of appropriate dimensions (i.e.
(L−B + 1)× (B + 1)). The problem can be then formulated
as the following structured low-rank approximation problem:

X̂ = arg min
X

1
2
‖X −X0‖2F + I(X ∈ RK ) + I(X ∈ T )

(69)
where I(·) is the indicator function defined as

I(x) =
{

0 x is true

+∞ otherwise
(70)

Solving (69) is, in general, NP-hard except for a few special
cases. The problem is then usually solved locally [34], [35].
An alternative strategy would be to simplify the problem and
replace the rank constraint by its convex surrogate using the nu-
clear norm. The work in [36] shows that it is possible to recover
minimum rank solutions subject to linear constraints by min-
imizing the nuclear norm. However, for the problem at hand,
the Toeplitz structure of the matrix and the fact that two spikes
might be arbitrarily close, might result in the rows of the matrix

being very coherent thus, violating the assumptions for perfect
recovery in [36]. The authors in [13] evaluated the convex relax-
ation approach but it resulted in a poor performance compared
to current methods for spike retrieval. A popular method in the
FRI literature is to use Cadzow’s iterative denoising [37]. Given
the noisy Toeplitz matrix X0 , the method iteratively alternates
two projection steps. The first step is a projection onto the set
of matrices with rank at most K, which can be efficiently com-
puted using the SVD of the input matrix [38]. The second step
projects back to the convex set of Toeplitz matrices and it corre-
sponds to averaging over the diagonals of the input matrix. The
iterative process continues until some convergence criterion is
met. The procedure can be interpreted as a particular instance
of alternating projections and it is closely related to singular
spectrum analysis [39].

A more recent method has been proposed in [13] that is
closely related to the Douglas-Rachford iteration method. The
method works well in practice but it is restricted to differentiable
loss functions such as the �2-norm (or Frobenius norm). We
take a similar approach here but instead of treating the problem
as a matrix approximation problem we keep the focus on the
observed FS sequence. The mapping to a Toeplitz matrix is then
accounted for by the appropriate linear operator. We propose
the following general formulation for the denoising problem:

minimize
X, e

�
(
e
)

+ I(X ∈ RK )

subject to X = TB (x̃− e)
, (71)

where �(·) is some convex loss function. The vector e in (71)
represents the error between the true and the estimated FS co-
efficients. Note that the proposed formulation is very general
and that it can be tailored to different setups (e.g. correlated
noise, sparsity) by properly choosing the loss function. Addi-
tionally, one could also use some of the ideas coming from
robust statistics [40] and robust subspace learning (see [41] and
references therein) in order to handle the presence of outliers
and/or missing data.

In order to solve (71) we propose to use the ADMM opti-
mization framework (see [17] for an overview). By doing so,
we end up with iterative schemes with easy-to-compute up-
dates that are of the same complexity as in Cadzow denois-
ing (complexity dominated by SVD). In general, there are no
convergence guarantees for Cadzow’s iterative denoising nor
there are for the approach in [13]. Recent work [42] shows
that ADMM is guaranteed to converge even for non-convex and
non-smooth problems provided some conditions are met. The
particular problem at hand satisfies such conditions when the
loss function is smooth (differentiable) and hence, the iterates
given by ADMM are guaranteed to converge to a stationary
point of the augmented Lagrangian of (71) [42]. In this con-
tribution we restrict our attention to the case where the loss
function is a weighted �2 norm given by �(x) = 1

2 xT Qx, for
some positive semi-definite matrix Q. The denoising procedure
is summarized in Algorithm 2. The matrix Γ in the algorithm is
a diagonal matrix whose diagonal entries are the number of ele-
ments on each diagonal of the Toeplitz matrix. For the ordering
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Fig. 4. Signals in the sampling setup of Fig. 1 for a stream of K = 2 Diracs located at t = [0.42, 0.52]. The left plot correspond to the use of an ideal lowpass
filter as the sampling kernel, while the plot on the right corresponds to filtering with B-Spline of order 5. The sampling rate is N = 1/T = 11.

we use the convention that the first diagonal corresponds to the
top-right one. The operator T∗B (·) denotes the adjoint of TB (·)
and maps a matrix to a sequence by adding up the elements
along the diagonals. It is then easy to realize that Γ−1 T∗B (X)
results in a sequence that is the average over the diagonals of the
input matrix X . The operator ProjRK

(·) denotes the projection
onto the set of matrices of rank at most K (e.g. using SVD).
The scalar ρ > 0 is a parameter of the algorithm.

Algorithm 2: (Denoising - �(x) = 1
2 xT Qx).

1: e(0) = 0, X(0) = X0 , U (0) = 0
2: while !Exit condition do
3: e(k+1) =

( 1
ρ Γ
−1Q+I

)−1(
x̃−Γ−1 T∗B

(
X(k) +U (k)

))

4: X(k+1) =ProjRK

(
X(k) +TB

(
e(k+1)

)
−X0 +U (k)

)

5: U (k+1) = U (k) + X(k+1) + TB

(
e(k+1)

)
−X0

6: end while

Algorithm 3: (Frequency-domain FRI signal estimation).
1: Compute M -point DFT of the noisy input sequence
2: Estimate FS coefficients
3: Denoising using Algorithm 2
4: Annihilating filter for location and amplitude estimation

We have just described a general pipeline for the estimation
of sparse FRI signals using frequency-domain information. We
outline the overall procedure in Algorithm 3.

VI. NUMERICAL EXPERIMENTS

In this section we conduct numerical examples to evaluate
the proposed estimation framework. For the simulations we
use additive zero-mean white Gaussian noise to corrupt our
measurements and define the Signal to Noise Ratio (SNR)
as SNR = 10 log10

(
‖y‖2/Nσ2

v

)
, where y is the vector of

noiseless signal samples in the time domain and σ2
v is the noise

variance. Since the accuracy in the estimation of the amplitudes
depends on the accuracy of the location estimates (recall it
is a linear problem given the locations) we evaluate only the
location estimation error for the estimation methods listed in
Table I. For those methods that are iterative we fix the number
of iterations to 50. For the method in [13] we have used the im-
plementation (with default parameters) provided by the authors.

TABLE I
ESTIMATION METHODS EVALUATED AND PARAMETERS

Fig. 5. MSE in location estimation for a stream of K = 2 Diracs when the
sampling kernel satisfies the generalized Strang-Fix conditions. The plot com-
pares moment-based reconstruction to the frequency-domain approach.

The code to reproduce the results in this section can be found at
https://infoscience.epfl.ch and in the supplementary material.

Reconstruction With Generalized Strang-Fix Kernels: In this
first experiment we consider the estimation of a non-periodic
stream of K = 2 Diracs located at t = [0.12, 0.32] when the
sampling kernel satisfies the generalized Strang-Fix conditions.
For that purpose we use the estimation procedure outlined in
Algorithm 1. The sampling kernel considered is the E-Spline
with parameters α = [−j π

2 ,−j π
2 , 0, 0, j π

2 , j π
2 ] used in previ-

ous examples (see Fig. 2). Under these assumptions, we fall
within the conditions of Theorem 2 and thus, perfect recov-
ery is possible in the noiseless case. Note that the kernel is
not able to reproduce 2K moments in either of the two axis
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Fig. 6. MSE in location estimation for a periodic stream of K = 2 spikes with unit amplitude. The results correspond to an average over 10000 noise realizations
for each SNR value. The sampling kernel is an ideal lowpass filter (left) and a B-Spline of order 5 (right). The sampling rate is set to N = 11.

Fig. 7. MSE in location estimation for a periodic stream of K = 2 spikes with
unit amplitude. The results correspond to an average over 10000 realizations for
each SNR value. The sampling kernel is a B-Spline of order 5 and the sampling
rate is set to N = 22. For estimation 11 frequencies were used.

in the L− P plane separately, which prevents the use of pre-
vious results on FRI signal reconstruction. We run a sim-
ulation for different SNR values and provide a comparison
with the frequency-domain estimation approach described in
Algorithm 3. The sampling rate is set to N = 11 and the number
of realizations per SNR is 10000. The estimation results in terms
of MSE are given in Fig. 5. It can be appreciated that exploiting
the reproduction properties of the kernel gives more accurate
estimates than the general frequency-domain approach for the
same model complexity (i.e. use Nω = 2K + 1 = 5 frequencies
for estimation). However, the frequency-domain method can
perform better by increasing the number of frequencies used
for estimation. At some point, the frequency-domain method
saturates due to signal attenuation in the frequency domain
and aliasing. This result suggests that a proper combination of
the two methods could lead to an overall improved reconstruc-
tion. Choosing an optimal subset of moments and frequencies is

going to be kernel-dependent and it is left as an open question
for further research.

Effect of the Sampling Kernel: Let us now compare the es-
timation performance of the proposed frequency-domain es-
timation framework when the sampling kernel deviates from
the ideal scenario. More concretely, we consider the estima-
tion of a periodic stream of K = 2 Diracs with unit ampli-
tude (see Fig. 4) when the sampling kernel ϕ(t) is an ideal
lowpass filter (alias-free, no attenuation in frequency) or a
B-Spline of order 5. We run a simulation for different noise
levels and compute the average localization error for differ-
ent state-of-the-art methods (see Table I). For the estimation
of the FS coefficients we use the zero-forcing estimate as per
(61). For the denoising part we use the weighted �2-loss function
with Q = diag

(
|ϕ̂(ω0)|2 , . . . , |ϕ̂(ωN−1)|2

)
. The results are dis-

played in Fig. 6. We can appreciate that the proposed scheme
achieves the best performance at all SNR values (except for the
very low-ones) and for both sampling kernels. We can also ob-
serve a saturation state in Fig. 6 (right) due to the presence of
aliasing. Since the error floor is due to aliasing introduced by the
sampling kernel, an obvious strategy to reduce its effect is to in-
crease the sampling rate. We repeat the previous experiment but
now we use twice as many samples per unit time (i.e. N = 22).
For the estimation of the locations of the spikes we use the same
number (Nω = 11) of frequencies as in the previous case. In
Fig. 7 we present the results. We can observe now that the error
floor is not present at the considered range of SNR values and
that all methods exhibit a linear error decay in the high SNR
regime.

Random Spike Generation: Instead of considering a fix sepa-
ration as in the previous examples, let us now consider the case
where the spikes are randomly located. For that purpose, we
use again a periodic stream of two spikes sampled using a
B-Spline sampling kernel of order 5 and a sampling rate of
N = 22. The locations of the spikes are now independent ran-
dom variables uniformly distributed over the interval [0, 1).
The amplitudes are also independent random variables that
take the values ±1 with equal probability. As in the previous
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TABLE II
MEDIAN PSNR FOR A STREAM OF K = 2 SPIKES GENERATED AT RANDOM, SAMPLED WITH A B-SPLINE KERNEL AND USING MMSE ESTIMATES

Fig. 8. MSE in location estimation for a periodic stream of K = 2 spikes generated at random from a uniform distribution in [0, 1). The results correspond to an
average over 105 independent realizations for each SNR value. The sampling kernel is a B-Spline of order 5 and the sampling rate is set to N = 22. The number
of frequencies used for estimation is set to 11. The left plot uses ZF estimates for the FS coefficients while the right plot uses MMSE estimates.

Fig. 9. Reconstruction of K = 15 spikes using a B-Spline sampling kernel
of order 5 and the MMSE FS estimates. The top plot corresponds to the use of
63 frequencies for estimation while the bottom one uses only 2K + 1 = 31.
The sampling rate is N = 76 and the SNR is 30 dB.

experiments we evaluate the error in location estimation for
different SNR values. In this case, the localization error is an
average of 105 independent realizations for each SNR value.
We have considered two different scenarios – one where the
initial estimate of the FS coefficients is obtained using the ZF

method as per (61) and another where the initial estimates are
obtained using the MMSE method as per (67). In both cases
we use a weighted �2-norm where Q is chosen, as before, to
be a diagonal matrix whose main diagonal is proportional to
the squared magnitude of the kernel’s frequency response. The
results are depicted in Fig. 8. We observe that the proposed
estimation scheme provides the best performance at almost all
SNR values. It can also be appreciated that the MMSE esti-
mates consistently outperform the ZF estimates for all tested
methods, particularly at low SNR values. As an additional met-
ric, we also provide Peak Signal to Noise Ratio (PSNR) values
for the case of MMSE estimates. The PSNR is defined in dB as
PSNR = 10 log10(K max2(t)/‖t− t̂‖2), where t and t̂ are
the vectors of true and estimated locations, respectively. We
report in Table II the median PSNR values over the 105 real-
izations for each SNR value. It can be seen that the proposed
method achieves the highest values except at very low SNRs.

A Larger Example: Finally, let us look at a larger example
where we try to estimate a periodic stream of K = 15 spikes
distributed over the unit interval (see Fig. 9). We use the B-spline
sampling kernel of order 5 and a sampling rate of N = 76 sam-
ples. In this case we fix the SNR value to 30 dB and obtain the ini-
tial FS estimates using the MMSE estimate. We test two different
situations where we compare the effect of the number of fre-
quencies used for estimation. The results are illustrated in Fig. 9.
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We can observe the estimation results for the case where we use
63 frequencies for estimation (top plot) and the case where we
only use 31 (bottom plot). It can be appreciated that better results
are obtained using fewer measurements. The reason for that be-
havior can be explained based on the frequency response of the
sampling kernel. Since the sampling kernel exhibits a lowpass
behavior with a fast decay in the frequency domain, using more
(higher) frequencies results in an effective decrease of the signal
to noise ratio due to the attenuation introduced by the sampling
kernel. If instead we use an ideal lowpass filter, better results
are obtained as the number of frequencies increases.

VII. CONCLUSION

We considered the problem of sampling and reconstruction of
sparse signals with finite rate of innovation. When the kernel sat-
isfies Strang-Fix conditions, previous approaches have focused
on the reconstruction from temporal or complex (frequency) mo-
ments of the signal. We have generalized these results providing
conditions over the entire time-frequency plane of moments
for which perfect signal reconstruction is possible. In the more
general case of arbitrary sampling kernels, we have proposed a
unified frequency-domain approach to signal estimation and a
novel iterative denoising scheme that improves over the state-
of-the-art at almost all SNR regimes in the tested scenarios.
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