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Abstract—Visible light communication (VLC) is envisioned as
an important technique for short-range communications, but its
potential for user device (UD) localization is not fully exploited,
which is challenging due to diffuse-scattering interference and
random fading. In this paper, we focus on the 6 degree-of-freedom
(DoF) UD state estimation (i.e., 3D location and 3D pose angles)
based on VLC. Specifically, a novel successive convex approxi-
mation (SCA)-based optimization algorithm is proposed, where
UD location, pose angles and channel state are simultaneously
estimated. Thus, the disturbance of random fading and diffuse-
scattering interference for UD localization is alleviated via VLC-
assisted channel equalization, and hence our SCA-based 6-DoF
state detection solution outperforms state-of-the-art baselines. In
addition, a unified performance analysis framework is established
for VLC-based 6-DoF state detection, and structured information
models are exploited for tractable performance quantification.
A closed-form Cramer-Rao lower bound on UD localization error
and pose angle estimate error is established respectively, and the
impact of measurement noise, scattering interference, bandwidth,
the quantities of photodiodes and light-emitting-diodes, etc, on
the VLC-based UD state detection performance is analysed. Our
closed-form analysis cannot only shed lights on the performance
limits of VLC-based 6D state detection, but also gain insights into
the impact of system configuration and fading environments.

Index Terms—6D state detection, visible light communications,
diffuse scattering, integrated sensing and communication.
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I. INTRODUCTION

W ITH widespread use of light-emitting-diodes (LEDs)
for illumination, visible light communication (VLC,

also known as LiFi) is considered to be an important tech-
nique of 6G wireless communications, due to its potentials
for improving short-range communication quality [1]. VLC is
featured with many advantages such as low hardware cost,
free bandwidth resource and long time-life owing to attributes
of LEDs, i.e., low energy consumption, low price, etc [2].
Hence, it can be applied to many indoor scenarios, such as
airports, train stations, factories, warehousing and other indoor
spaces [3]. However, its potential for wireless localization is
not fully exploited. In practice, user device (UD) 6-degree-of-
freedom (DoF) state knowledge, i.e., its 3-DoF position and
3-DoF pose angles (including yaw, pitch and roll angles) is
indispensable for next-generation wireless application [4], [5],
such as autonomous parcel sorting and automatic parking [6],
[7], [8]. Hence, VLC-based positioning (VLP) has attracted an
increasing attention in industries and academia [9].

A. Research Motivation

In a VLP system based on photodiodes (PDs), LEDs will
work as source beacons, visible light signal is used as data carri-
ers, and PD receiver is used as sensors, where UD’s orientation
direction is represented by its normal vector, and the PD will
detect UD location via sensing visible light signals from LEDs
[9]. A number of VLP methods have been devised, such as using
received signal strength (RSS) [10], [11], [12], [13], [14], angle-
of-arrival (AOA) [15], [16], [17], and time-of-arrival (TOA)
[18], [19]. However, these works depend on prior knowledge of
UD orientation direction, for instance, assuming UD orientation
to be vertically upward [11], or assuming that transmitters and
receivers have a parallel orientation direction [10].

The impact of uncertain UD orientation is studied in [20]
and [21]. It is shown that the disturbance of uncertain UD
orientation to VLP is increasing with the LED-to-PD transmis-
sion distance. Hence, a simultaneous position and orientation
(SPAO) detection is necessary for VLC UDs. In [22], [23], [24],
an effective Lambertian radiation model (LRM)-driven 5-DoF
SPAO detection algorithm is proposed, where the PD normal
vector is used to indicate its orientation direction, and only
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TABLE I
SURVEY OF STATE-OF-THE-ART VLP APPROACHES

VLP method Solution’s DoF Measurements Detection mechanism Scenario

VLP [16] 2-DoF (2D location) RSS + AOA Geometry LOS
VLP [17] 2-DoF (2D location) AOA Geometry LOS
VLP [14] 2-DoF (2D location) RSS Geometry LOS

VLP [10], [12], [13] 3-DoF (3D location) RSS Geometry LOS
VLP [15] 3-DoF (3D location) RSS + AOA Geometry LOS

VLP [18], [19] 3-DoF (3D location) TOA Geometry LOS
SPAO [22], [23], [24] 5-DoF (no roll angle) RSS LRM optimization LOS

SLAP [25], [26] 6-DoF RSS LRM optimization LOS
SLAP [27] 6-DoF RSS Geometry LOS

VLP [34] 6-DoF LED array image Image mapping LOS
Our proposed SLAP 6-DoF RSS + TOA LRM optimization Scattering and fading

2-DoF orientation (i.e., the yaw and pitch angles) is considered.
Hence, the roll angle detection remains unresolved. In [25] and
[26], RSS-based 6-DoF SPAO detection methods are studied,
where 3-DoF UD pose is represented by a PD array. Yet, they
require at least 6 LEDs in initialization stage. To address this
issue, another 6-DoF SPAO detection method requiring only
2 LEDs is devised in [27] to yield a low-cost solution. Fur-
thermore, a functional VLC system integrating localization,
access, scheduling, and transmission (LAST) is studied in [12],
where multi-lateration-based 3-DoF UD location estimate is
employed, and UD orientation uncertainty is not considered.
Unlike previous localization-focused VLP works [10], [11],
[12], [13], [14], [15], [16], [17], [18], [19], [22], [23], [24],
[25], [26], [27] without taking care of the overall system, the
impact of different functions on each other is considered in
[12]. However, these SPAO methods [10], [11], [12], [13], [14],
[15], [16], [17], [18], [19], [22], [23], [24], [25], [26], [27]
consider a line-of-sight (LOS) scenario, and hence scattering
interference and random fading are unresolved, which are major
error sources that cannot be safely ignored in VLP [28], [29],
[30], [31], [32], [33].

A novel cone geometry-based VLP method exploiting the
geometric relationship between observed LED array shape and
UD pose state is proposed in [34]. This array image-driven
VLP method does not require LRM knowledge (e.g., radiation
pattern and path loss) any longer, but requires a large number
of LEDs and PDs to construct an image of the observed LED
array. It provides a different paradigm from LRM-driven VLP
(such as TOA-based and RSS-based VLP). A brief survey on
state-of-the-art VLP works is provided in Table I to summarize
features of different VLP methods.

In summary, it is concluded in [24] and [28] that geometric
intersection and LRM-driven VLP performance will be seri-
ously degraded by scattering interference, especially in a high
signal-to-noise ratio (SNR) environment. Moreover, VLP also
suffers from random fading due to uncertain reflection rate
and variant environments. Hence, it is non-trivial to develop
an efficient simultaneous location and pose (SLAP) detection
method for addressing diffuse-scattering interference and ran-
dom channel fading.

B. Contributions of This Paper

In this paper, we seek a novel VLC-enabled anti-disturbance
mechanism for 6-DoF SLAP detection to address environment
disturbance via cross-domain cooperation between “VLC” and
“state sensing”, and we aim to provide a unified performance
analysis framework for VLC-based SLAP detection, which are
of great challenges. The contributions of this paper are summa-
rized as the following three folds.

• VLC-Enabled Anti-Disturbance SLAP Detection Scheme:
A novel VLC-enabled SLAP detection method is de-
vised for addressing scattering interference, where UD
location, pose angles and scattering channel states are
jointly estimated based on orthogonal-frequency-division-
modulation (OFDM) signals. Hence, the disturbance of
scattering interference and random fading for UD state
sensing is alleviated via OFDM-assisted channel compen-
sation, yielding an anti-disturbance SLAP detection so-
lution. Thus, our VLC-enabled SLAP detection method
outperforms state-of-the-art baselines.

• Successive Convex Approximation (SCA)-Based SLAP
Detection Algorithm for Nonconvex 6-DoF State Sensing:
A novel SCA-based optimization algorithm is proposed
for VLC-based SLAP detection to address its non-convex
optimization over angle-space manifolds, where structured
signal models are exploited to facilitate the optimization
of UD pose angles over a 3D manifold. This gives rise
to a tractable solution to VLC-assisted SLAP detection,
advancing over baseline methods.

• Closed-Form Fundamental Limit Analysis: Fundamen-
tal limit of VLC-based SLAP detection is theoretically
analysed, where Schur complementary-based structured
information models are exploited for addressing its cou-
pling effect between channel estimation and UD local-
ization, thus rendering tractable SLAP detection perfor-
mance quantification. Specifically, closed-form isolated
Cramer-Rao lower bounds (CRLBs) on UD location, pose
angle and channel state estimate errors are respectively
established, and the impact of SNR, diffuse scattering,
bandwidth and the quantities of PDs and LEDs on the
VLC-based SLAP detection performance is analysed. It is



2578 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 72, 2024

theoretically concluded that VLC-based SLAP detection
error is not sensitive to carrier frequency since only the
baseband feature of visible light signals is exploited, while
it is reducing with the bandwidth in a second-order rate.
In addition, the mean squared error of VLC-based SLAP
detection is reducing with SNR, channel variance and the
number of independent signal sources in a first-order rate.
Moreover, VLC-based SLAP detection is not sensitive to
diffuse scattering due to our VLC-enabled interference al-
leviation mechanism. These results shed lights on the fun-
damental limits of VLC-based SLAP detection and how
scattering interference and channel fading affect SLAP
detection performance.

Notations: Let [•]× : R3 �→ R
3×3 denote an isomorphic map-

ping from a vector to a skew-symmetric matrix, i.e.,

[ϑR]×∈R3×3 =

⎡
⎣
0 −ϑ3 ϑ2

ϑ3 0 −ϑ1

−ϑ2 ϑ1 0

⎤
⎦, (1)

where ϑi is the ith element of ϑR. Moreover, det(R) is the
matrix determinant, •� and •H are the transpose and Hermi-
tian, respectively, SO(3) = {R |R�R = I3, det(R)=±1} is a
3-DoF manifold, I3 is the 3× 3 identity matrix, exp(A) is the
exponential map of A ∈ C

3×3 into SO(3), log(A) is the log-
arithm function of A, arccos is inverse cosine, | • | is absolute
value, ‖ • ‖2 is �2-norm, •† is pseudo-inverse, �•� denotes the
nearest integer, 〈•〉 is the fractional part of a number, amod b
is the remainder of a divided by b, trace(•) is matrix trace,
•∗ is the conjugate, E{•} is the expectation, ⊗ is Kronecker
product, � is Hadamard product, �{·} denotes the real part,
vec[· · · ] and diag[· · · ] yield a column vector and a diagonal
matrix, respectively, via stacking all elements, and mat[· · · ]
yields a matrix by collecting all row vectors.

The remainder of this paper is organized as follows.
Section II presents the system model. The SLAP detection
algorithm is proposed in Section III. Performance analysis is
provided in Section IV. Simulations results are presented in
Section V. Finally, we conclude our work in Section VI.

II. SYSTEM MODEL

In this section, we shall elaborate the system setup, channel
model and received signal model, respectively.

A. System Setup

We consider a VLC-based SLAP detection system with NL

LEDs and one UD equipped with a PD array, as illustrated in
Fig. 1, and the number of PDs is NR. For ease of formulation,
we employ two coordinate frames, where one is system frame
(i.e., global frame), and the other is UD receiver frame (i.e.,
local frame) with the origin at the PD array centroid, as shown
in Fig. 2. The system-frame is defaulted for formulation, unless
the UD receiver frame is specified otherwise, and coordinates
in the local frame are indexed by •� for clarity.

Let pm ∈ R
3 and vm ∈ R

3 be the known location and ori-
entation vector, respectively, of the mth LED transmitter, with
‖vm‖2 = 1, for m= 1, · · · , NL. Let xR ∈ R

3 and ϑR ∈ R
3 be

Fig. 1. Illustration of SLAP system in the global frame.

(b)

(a)

Fig. 2. Illustration of PD array, (a) in the UD frame and (b) the system
frame, respectively.

the UD’s location and axis-angle vector, respectively, which
are unknown, and xR is just the PD array centroid. Let βR =
[xR;ϑR] ∈ R

6 be the joint state. As per the Euler theorem, the
UD pose (identically its PD array pose) can also be equivalently
represented by a corresponding rotation matrix R ∈ SO(3),
which defines the rotation transformation from the origin pose
to an actual UD pose. In other words, ϑR is the 3D represen-
tative vector of rotation matrix R(ϑR) ∈ SO(3), and thus it
satisfies R(ϑR) = exp

(
[ϑR]×

)
[36].1 Let μ◦

N = [0, 0, 1]� be
the reference vector, and let μR ∈ R

3 be the normal vector of
the PD array,

μR =R(ϑR)μ
◦
N, (2)

1Based on Euler Rotation Theory [35], any pose of a rigid body can be
achieved via fixed-axis rotation actions defined by a 3-dimensional axis-angle
vector, namely, axis-angle vector defines body pose.
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and it is subject to ‖μR‖2 = 1. We can see that the normal
vector μR, pose angle ϑR and rotation matrix R(ϑR) are
different but consistent representations of the UD pose, namely,
once its pose is given, these parameters are determined.

For the PD array, let xn ∈ R
3 and μn ∈ R

3 be the location
and orientation vector, respectively, of the nth PD element in the
system-frame, subject to ‖μn‖2 = 1, for n= 1, · · · , NR. The
PD array is characterized by the relative distance vector and the
relative orientation direction of each PD, as explicated below.
Firstly, let d̄�

n ∈ R
3 be the relative distance vector from the PD

array centroid (i.e., the local frame origin) to the nth PD in the
UD frame, which is known for a given PD array layout. Let
dn ∈ R

3 be the representation of relative distance vector in the
system frame, which is determined by the UD axis-angle ϑR

(equivalently its rotation matrix), i.e.,

dn =R(ϑR) d̄
�
n, ∀n= 1, · · · , NR. (3)

The system-frame coordinates of the nth PD’s location are

xn = xR +R(ϑR) d̄
�
n, ∀n= 1, · · · , NR. (4)

Secondly, let μ̄�
n ∈ R

3 be the relative orientation direction
of the nth PD to μ◦

N in the UD frame, which is also fixed and
known for a given PD array, and then the normal vector of the
nth PD in the system frame follows that

μn =R(ϑR) μ̄
�
n. (5)

It should be noted that all PD state parameters {xn,μn|∀n}
can be determined, given UD state {xR,ϑR} and PD array
layout parameters {d̄�

n, μ̄
�
n|∀n= 1, · · · , NR}. This means that,

for a fixed and known PD array layout, the PD locations and
orientations in the system frame are totally determined by the
UD state parameters. Hence, only the UD’s 6D state {xR,ϑR}
is of interest in our VLC-based SLAP detection.

B. Diffuse-Scattering LRM

We consider a diffuse-scattering model with single bounce
reflection, since the power of multiple-bounce reflections is
very small. We assume that there are L′ + 1 paths between
each LED-PD pair, where l = 0 denotes the LOS path, and
l = 1, · · · , L′ denotes a non-line-of-sight (NLOS) path. Each
NLOS path corresponds to a scatterer. Let sl,n,m ∈ R

3 be the
unknown scatterer location at the lth path.

VLC channel depends on the propagation parameters among
PDs and LEDs [29]. We first elaborate the LOS channel, and
then the NLOS channel model is elaborated shortly.

1) LOS Channel: Let e0,n,m ∈ R
3 be the irradiation vector

of the LOS path from the mth LED to the nth PD, as shown in
Fig. 3, which is given by [30], [31]

e0,n,m =
xn − pm

‖xn − pm‖2
. (6)

Let φ0,n,m be the irradiation angle between the mth LED’s
orientation vector vm and the irradiance vector e0,n,m asso-
ciated with the nth PD, and let θ0,j,m be the incidence angle

Fig. 3. Geometric parameters of diffuse scattering.

between the nth PD’s orientation vector μn and the irradiance
vector e0,n,m, respectively, which are given by

φ0,n,m = arccos
(
e�0,n,mvm

)
, (7)

θ0,n,m = arccos
(
− e�0,n,mμn

)
. (8)

We assume that all PDs have the same field-of-view (FOV)
angle θFOV, and all LEDs have the same FOV angle φFOV.
The nth PD can receive VLC signals from the mth LED, if the
LOS radiation is within the LED’s FOV and its incidence angle
is within the PD’s FOV, i.e., |φ0,n,m

φFOV
| ≤ 1 and | θ0,n,m

θFOV
| ≤ 1.

Based on Lambertian model, the LOS channel gain between
the mth LED and nth PD is given by

α′
0,n,m = α0,n,mΨR

(r + 1)(cos(φ0,n,m))r cos(θ0,n,m)

‖xn − pm‖22
, (9)

where r is the Lambertian order of LEDs, α0,n,m ∈ [0, 1) is
the unknown fading coefficient of the LOS path, and ΨR is a
known constant absorbing LED emission power, optical filter
gain, etc. Furthermore, based on the propagation geometry, the
LOS channel model can be rewritten as

α′
0,n,m = α0,n,mυ0,n,m(βR), (10)

υ0,n,m(βR) = ΨR
(r + 1)((xn − pm)�vm)r(pm − xn)

�μn

‖xn − pm‖r+3
2

,

where xn and μn are given by (4) and (5), respectively.
2) NLOS Channel: Let el,n,m be the irradiation vector of

the lth NLOS path from the mth LED to the scatterer sl,n,m
associated with the nth PD, and let e′l,n,m be the reflection
vector of the lth NLOS path from the scatterer sl,n,m to the
nth PD, respectively, given by [30], [31]

el,n,m =
sl,n,m − pm

‖sl,n,m − pm‖2
, for l = 1, · · · L′, (11)

e′l,n,m =
xn − sl,n,m

‖xn − sl,n,m‖2
, for l = 1, · · · L′. (12)

Let φl,n,m be the irradiation angle of the lth NLOS path
between the mth LED’s orientation vector vm and the irradi-
ance vector el,n,m. Let θl,n,m be the incidence angle of the lth
NLOS path between the nth PD’s orientation vector μn and the
reflection vector e′l,n,m, which are given by

φl,n,m = arccos(e�l,n,mvm), for l = 1, · · · L′, (13)

θl,n,m = arccos(−(e
′�
l,n,m)μn), for l = 1, · · · L′. (14)
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The lth NLOS path’s channel gain is given by

α′
l,n,m = αl,n,mΨR

(r + 1)(cos(φl,n,m))r

2π ‖sl,n,m − pm‖22

cos(θl,n,m)

‖sl,n,m − xn‖22
,

where αl,n,m ∈ [0, 1) denotes the unknown fading coefficient
(absorbing reflection rate). Based on scattering geometry, the
NLOS channel gain is recast as

α′
l,n,m = αl,n,mυl,n,m(βR, s), (15)

υl,n,m =ΨR
(r + 1)((sl,n,m− pm)�vm)r

2π ‖sl,n,m− pm‖r+2
2

(sl,n,m− xn)
�μn

‖sl,n,m− xn‖32
,

where s= {sl,n,m|∀l, ∀n, ∀m} denotes the collection of scatter
locations. Let τl,n,m be the time-of-flight of the lth path asso-
ciated with the mth LED and the nth PD, given by

τ0,n,m =
‖xn − pm‖2

c
, (16)

τl,n,m =
‖sl,n,m − pm‖2 + ‖sl,n,m − xn‖2

c
, ∀l �= 0. (17)

where c is the speed of light.

C. Received Signal Model

We consider OFDM signals for VLC-based SLAP detection,
and LEDs are modulated on different carrier frequencies such
that their signals are distinguishable. Let NC be the number
of subcarriers of each LED. Let a(κ)m ∈ R

NC be the NC-point
frequency-domain vector associated with the κth OFDM sym-
bol and the mth LED, ∀κ= 1 :K, with K being the number
of symbols, which satisfies the Hermitian symmetry condition,
a
(κ)
m,k = a

(κ)∗
m,NC−k−1, ∀k = 0, · · · NC − 1, such that its time-

domain signal is real.
After removing cyclic prefix and applying NC-point IDFT,

the baseband OFDM symbol on the kth subcarrier received by
the nth PD from the mth LED is cast as

z
(κ)
n,m,k =

∑
l=0:L′

a
(κ)
m,kα

′
l,n,m exp

(
−j2πfm,kτl,n,m

)
+ ε

(κ)
n,m,k,

where ε(κ)n,m,k is the noise, fk,m is the kth-subcarrier’s baseband

frequency of the mth LED i.e., fm,k =
k

TsNC
, ∀k,∀m, which

are distinguishable among different LEDs, because they are
from isolated carriers, and Ts is the sampling rate.

VLC-based SLAP detection suffers from serious scattering
interference, and thus a problem-specific algorithm design is
required. However, the above received signal model is merely
a low-level abstraction of diffuse-scattering models, which is
not explicit enough for initiating an efficient SLAP detection
method. In the following, we resort to an equivalent discrete
channel model to facilitate the associated algorithm design.

Fig. 4. Illustration of equivalent discrete channel, where the fractional part
is fixed at 0.2, while the integral part is 5, and the number of subcarriers is
set as 120.

Let τ �l,n,m = τl,n,m − τ0,n,m be the excess delay of the lth
path over the LOS path, which satisfies

τ �l,n,m =

⌊
τ �l,n,m
Ts

⌉
Ts

︸ ︷︷ ︸
Integral

+

〈
τ �l,n,m
Ts

〉
Ts

︸ ︷︷ ︸
Fractional

, (18)

and hence the multipath propagation delay-caused phase shift
exp

(
−j2πfk,mτl,n,m

)
can be equivalently cast as (19), shown

at the bottom of the page. This structure is employed to remodel
the scattering channel.

For brevity, let h♦
�,n,m,k be the equivalent channel state of

the �th discrete NLOS path, ∀� �= 0, which absorbs fractional
excess delay

〈
τ �l,n,m/Ts

〉
and path coefficient h′

l,n,m:

h♦
�,n,m,k = h′

l,n,m exp

(
−j2πfm,k

〈
τ �l,n,m
Ts

〉
Ts

)
, (20)

for �=
⌊
τ �l,n,m/Ts

⌉
, and h♦

�,n,m,k = 0 otherwise, in which

h′
l,n,m = α′

l,n,m for NLOS paths l = 1, · · · , L′, given by (15),
and h′

l,n,m = α0,n,m for the LOS path l = 0. Moreover, we
assume that the bandwidth of each LED is narrow and
within the channel coherent time. In other words, given each
(n,m, �), {h♦

�,n,m,k|∀k = 1 :NC} are approximately identical,
i.e., h♦

�,n,m,k ≈ h♦
�,n,m,NC/2, ∀k = 1 :NC.

An example of equivalent discrete channel over different
subcarriers is illustrated in Fig. 4, where it is shown that the frac-
tional excess delay-related channel coefficient almost remains
invariant within the coherent bandwidth.

Let h�,n,m = h♦
�,n,m,NC/2 be the fractional excess delay-

related coefficient of the �th discrete path, which is unknown,
and h0,n,m = α0,n,m for the LOS path (�= l = 0). In such
a case, only h�,n,m is of interest for NLOS paths, and those

exp
(
−j2πfk,mτl,n,m

)
= exp

(
−j2πfk,mτ0,n,m

)
︸ ︷︷ ︸

LOS delay

exp

(
−j2πfk,m

⌊
τ �l,n,m
Ts

⌉
Ts

)

︸ ︷︷ ︸
Integral excess delay

exp

(
−j2πfk,m

〈
τ �l,n,m
Ts

〉
Ts

)

︸ ︷︷ ︸
Fractional excess delay

. (19)
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propagation parameters {sl,n,m, τl,n,m, αl,n,m, θl,n,m, φl,n,m}
are no longer necessary to estimate, as elaborated shortly.
Let hnlos

n,m= vec[h�,n,m|∀�= 1, · · · L]∈CL be equivalent
NLOS channel vector, and L is its length required to
exceed the maximum discrete excess delay, i.e., L≥
max

{⌊τL′,n,m − τ0,n,m

Ts

⌉
|∀m, ∀n

}
, which is usually deter-

mined experimentally. Moreover, let hn,m = [α0,n,m;hnlos
n,m] ∈

C
L+1, and let h ∈ C

(L+1)NRNL = vec[hn,m|∀n, ∀m].
Let z ∈ C

NCNRNLK = vec[z
(κ)
n,m,k|∀k,∀n, ∀m, ∀κ] be the re-

ceived OFDM signal vector on baseband. Given the above
discrete channel remodeling, z is thus recast as

z=G(βR)h+ ε, (21)

where G(βR) ∈ C
NCNRNLK×(L+1)NRNL dependent on UD lo-

cation parameter βR is given by

G(βR) = mat[G(κ)(βR)|∀κ= 1, · · · ,K], (22)

G(κ)(βR) = diag
[
G(κ)

n,m

(
βR

)
|∀n, ∀m

]
, (23)

G(κ)
n,m(βR) ∈ C

NC×(L+1) =
[
ω(κ)

n,m(βR),W
(κ)
n,m

]
, (24)

ω(κ)
n,m(βR) ∈ C

NC = vec[ω
(κ)
n,m,k|∀k = 1, · · · , NC], (25)

ω
(κ)
n,m,k ∈ C= a

(κ)
m,kυ0,n,m(βR) exp

(
−j2πfm,kτ0,n,m

)
,

W(κ)
n,m ∈ C

NC×L =mat[w
(κ)�
n,m,k|∀k = 1, · · · , NC], (26)

w
(κ)
n,m,k ∈ C

L = vec
[
w

(κ)
�,n,m,k|∀�= 1, · · · , L

]
, (27)

w
(κ)
�,n,m,k = a

(κ)
m,k exp

(
−j2πfk,m

(
τ0,n,m + ϕ�

�,NC
Ts

))
, (28)

ϕ�
�,NC

= (NC − �) modNC, ∀�= 1, · · · , L, (29)

where ε ∈ C
KNCNRNL is the noise, which follows a complex-

valued zero-mean Gaussian process, i.e., ε∼NC(ε|0,Σ) with
Σ ∈ R

KNCNRNL×KNCNRNL = σ2IKNCNRNL
. In addition, we

assume that NC ≥ L+ 1 such that the equivalent discrete
NLOS channel vector h is observable.

Based on the above channel remodeling, we focus on VLC-
based 6-DoF SLAP detection for UDs with PD receiver arrays
in diffuse scattering environments.

III. VLC-ENABLED SLAP DETECTION METHOD

In this section, we formulate the SLAP detection problem,
analyse its challenges, and then we will elaborate the proposed
VLC-enabled anti-interference SLAP detection algorithm.

A. Problem Formulation of SLAP Detection

VLC-based SLAP detection aims to estimate the UD state
βR, under diffuse scattering h, which is described as

PSLAP : (β̂R, ĥ) = argmin
βR

min
h

‖z−G(βR)h‖22, (30)

s.t. R(ϑR) ∈ SO(3), (31)

where UD state and scattering channel are jointly optimized.
Challenge: The above problem is non-convex in (βR,h), due

to the nonlinear function G(βR). Moreover, UD pose matrix

R(ϑR) (absorbed in βR) is subject to (s.t.) a manifold SO(3),
which is essentially a non-convex constraint. �

SCA approach successively extracts a convex approximation
(surrogate function) to the non-convex cost function of the
original problem, for facilitating the associated optimization
[37] and [38]. At each stage, the constructed convex surrogate
functions are exploited to yield low-cost iterations of unknown
parameters. If the surrogate function satisfies certain well-posed
conditions such as convexity and tight approximation, SCA’s
convergence will be ensured, i.e., the convex surrogate-guided
iteration will yield feasible updates (leading to sufficient de-
creasing in both the surrogate and the original cost function),
till it converges.

In light of the above observations, we resort to the follow-
ing strategies to address those challenges. Firstly, an efficient
SCA-based SLAP detection algorithm is devised to address the
first challenge via extracting structured models of the original
SLAP problem. Secondly, we exploit a projection of Newton
increments in tangent space onto manifold to facilitate rotation
matrix optimization, thus addressing the second challenge.

B. SCA-Based SLAP Detection Algorithm

We observe that there is a convex substructure with respect
to (w.r.t.) h in SLAP detection problem PSLAP due to the
linear dependency of z on h. Thus, we decompose PSLAP

into two optimization subproblems, i.e., the (convex) channel
state estimate and the (non-convex) UD state estimate. Two
subproblems will be alternately optimized under the guidelines
of SCA iterations, till both subproblems are solved.

Specifically, starting from an initial point β̂[0], alternately
update the UD state estimate β̂[t] and channel estimate ĥ[t],
where t is the iteration index, until iterations converge.

1) Channel State Equalization: We assume that the UD state
update β̂[t] is already determined at the tth iteration. Then,
we can optimize the channel state h conditioned on β̂[t], via
employing a least square estimate method due to the linear
Gaussian model w.r.t. h, i.e.,

P�
CE : ĥ= argmin

h
‖z−G(β̂[t])h‖22. (32)

Thus, the optimal update ĥ[t] conditioned on β̂[t] is cast as

ĥ[t] =
(
GH(β̂[t])G(β̂[t])

)−1
GH(β̂[t]) z. (33)

2) UD State Detection: Once ĥ[t] is determined, the UD state
βR will be updated as per the following subproblem,

P�
UD : β̂[t+1] = argmin

βR

∥∥z−G
(
βR

)
ĥ[t]

∥∥2
2︸ ︷︷ ︸

℘(βR,ĥ[t])

, (34)

s.t. R(ϑR) ∈ SO(3), (35)

where ℘
(
βR, ĥ[t]

)
denotes its cost function.

This subproblem is non-convex in βR due to the nonlinear
model G(βR). To address this challenge, we resort to a SCA
framework to exploit a second-order convex approximation to
the cost function in (34). We iteratively solve the following
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convex approximation subproblem A[t+1] to find a candidate
update β◦

[t+1] for finally determining β̂[t+1] in (52),

A[t] : β◦
[t+1] = argmin

βR

℘S

(
βR; β̂[t], ĥ[t]

)
, (36)

where ℘S

(
βR; β̂[t], ĥ[t]

)
denotes the convex surrogate of the

original cost function ℘
(
βR, ĥ[t]

)
in (34), given by (37), shown

at the bottom of the page, in which ∇βR

(
G
(
β̂[t]

)
ĥ[t]

)
∈

C
6×NCNRNLK is the derivative of G

(
βR

)
ĥ[t] w.r.t. βR around

βR = β̂[t], given by

∇βR

(
G
(
β̂[t]

)
ĥ[t]

)
=W

(
β̂[t]

)
Ĥ[t]. (38)

Moreover, W
(
β̂[t]

)
∈ C

6×(L+1)NCNRNLK is given by

W
(
β̂[t]

)
=
[
U�(β̂[t]

)
,Λ�(β̂[t]

)]�
, (39)

where U
(
β̂[t]

)
and Λ

(
β̂[t]

)
∈ C

3×(L+1)NCNRNLK are

U
(
β̂[t]

)
=
[
u
(κ)
�,n,m,k

(
β̂[t]

)
|∀�,∀k,∀n, ∀m, ∀κ

]
, (40)

Λ
(
β̂[t]

)
=
[
λ
(κ)
�,n,m,k

(
β̂[t]

)
|∀�,∀k,∀n, ∀m, ∀κ

]
. (41)

Furthermore, u
(κ)
�,n,m,k

(
β̂[t]

)
=∇xR

(
g
(κ)
�,n,m,k(β̂[t])

)
∈ C

3

and λ
(κ)
n,m,k

(
β̂[t]

)
=∇ϑR

(
g
(κ)
�,n,m,k(β̂[t])

)
∈ C

3 is given by
(95) and (100) of Appendix A, respectively, where

g
(κ)
�,n,m,k(β̂[t]) =

{
ω
(κ)
n,m,k(β̂[t]), for �= 0,

w
(κ)
�,n,m,k, for � �= 0.

(42)

In addition, Ĥ[t] ∈ C
(L+1)NCNRNLK×NCNRNLK in (38) is

Ĥ[t] = IK ⊗ Ĥ[t], (43)

Ĥ[t] =diag
[
Ĥn,m,[t]|∀n, ∀m

]
, (44)

Ĥn,m,[t] = INC
⊗ ĥ�

n,m,[t], (45)

ĥ�
n,m,[t] =vec

[
ĥ��,n,m,[t]|∀�= 0, · · · , L

]
, (46)

where ĥ��,n,m,[t] is the tth iteration of h��,n,m, given by

h��,n,m =

{
α0,n,m, for �= 0,

h�,n,m, for � �= 0.
(47)

In such a case, the subproblem A[t] is strictly convex at each
iteration, and the closed-form expression of β◦

[t+1] is given by

β◦
[t+1] = β̂[t] +

(
W

(
β̂[t]

)
Ĥ[t]

)†(
z−G

(
β̂[t]

)
ĥ[t]

)
︸ ︷︷ ︸

ς(β̂[t],ĥ[t])

, (48)

where ς
(
β̂[t], ĥ[t]

)
denotes the corresponding update direction.

Given ς
(
β̂[t], ĥ[t]

)
, we determine β̂[t+1] as follows,

β̂[t+1] = β̂[t] + γ[t]ς
(
β̂[t], ĥ[t]

)
, (49)

where γ[t] is the step size subject to Armijo rule (50), shown at
the bottom of the page, in which ℘

(
βR; ĥ[t]

)
is the cost function

of P�
UD conditioned on ĥ[t], given by (34), and ∇βR

℘
(
β̂[t];

ĥ[t]

)
∈ R

6 denotes the gradient vector of ℘
(
βR; ĥ[t]

)
w.r.t. βR

around βR = β̂[t], given by

∇βR
℘
(
β̂[t]; ĥ[t]

)
=W

(
β̂[t]

)
Ĥ[t]

(
G
(
β̂[t]

)
ĥ[t] − z

)
. (51)

A legal γ[t] can be obtained by starting from a certain γ[t] > 0
and repeatedly trying γ[t] = νγ[t−1] with ν ∈ (0, 1) till (50) is
satisfied. Given an update vector ς [t] (i.e., ς

(
β̂[t], ĥ[t]

)
), the

Armijo rule (50) ensures a satisfied step length γ[t] at each
iteration such that the cost function successively reduces till it
converges. The obtained solution in (48) combining with (52)
will finally result in a closed-form update of β̂R.

Given the optimized Newton update γ[t]ς
(
β̂[t], ĥ[t]

)
of βR in

tangent space, the UD location xR and rotation matrix R are
updated as follows,

x̂[t+1] = x̂[t] + �
{
γ[t]ςxR

(
β̂[t], ĥ[t]

)}
, (52)

R̂[t+1] = �
{
exp

([
γ[t]ςϑR

(
β̂[t], ĥ[t]

)]
×
)}

R̂[t], (53)

where ςxR

(
β̂[t], ĥ[t]

)
=
[
ς
(
β̂[t], ĥ[t]

)]
1:3

and ςϑR

(
β̂[t], ĥ[t]

)
=[

ς
(
β̂[t], ĥ[t]

)]
4:6

are the location component and pose angle
component, respectively, of the joint increment ς

(
β̂[t], ĥ[t]

)
.2

It should be noted that exp(•×) maps an incremental •× in the
tangent space C3×3 onto the manifold SO(3)[39]. As such, the
Newton increment

[
γ[t]ςϑR

(
β̂[t], ĥ[t]

)]
×R̂[t] of R in tangent

space will be transformed into an increment in SO(3), via

exp
([

γ[t]ςϑR

(
β̂[t], ĥ[t]

)]
×

)
, thus addressing the non-convex

constraint in (35), as shown in Fig. 5.

C. Summary of SLAP Detection Algorithm

VLC-based SLAP detection suffers from diffuse scattering
interference and random fading. A novel OFDM-enabled anti-
disturbance mechanism is proposed to alleviate such environ-
ment interference, and an efficient SCA algorithm is devised
to tackle with the non-convex challenge, where the SLAP de-
tection is achieved via iterations between channel equalization

2For the update of UD pose state, we first derive the optimal solution(
I3 +

[
γ[t]ςϑR

(
β̂[t], ĥ[t]

)]
×

)
R̂[t] in the tangent space R

3×3 of manifold

by solving P�
UD without constraint (35), and then we find a legal solution

R̂[t+1] s.t. (35), i.e., the projection of
(
I3 +

[
γ[t]ςϑR

(
β̂[t], ĥ[t]

)]
×

)
R̂[t]

onto the manifold via exponential mapping.

℘S

(
βR; β̂[t], ĥ[t]

)
=
∥∥z−G

(
β̂[t]

)
ĥ[t] −∇H

βR

(
G
(
β̂[t]

)
ĥ[t]

)(
βR − β̂[t]

)∥∥2
2
. (37)

℘
(
β̂[t] + γ[t]ς [t]; ĥ[t]

)
≤ ℘

(
β̂[t]; ĥ[t]

)
+ aγ[t]∇H

βR
℘
(
β̂[t]; ĥ[t]

)
ς [t], for a given a > 0. (50)
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Fig. 5. UD rotation matrix update on manifold.

Algorithm 1: The proposed SLAP detection algorithm
Input : The measurement sample z.

1 Initialize x̂[0] and R̂[0].
2 While not converge do (for t= 1, 2, 3, · · · )
3 Determine the channel state ĥ[t] as per (33).
4 Determine ς

(
β̂[t], ĥ[t]

)
as per (48).

5 Determine γ[t] as per (50).
6 Update x̂[t] as per (52), and R̂[t] as per (53).
7 End
8 Determine the channel estimate ĥ= ĥ[t].
9 Determine the location estimate x̂R = x̂[t].

10 Determine the pose estimate R̂= R̂[t].
Output: x̂R, R̂ and ĥ.

and UD state detection. Specifically, given an initial point β̂[0],
the proposed SCA-based SLAP detection algorithm alternately
optimizes βR and h, till it converges to a stationary point.
Once iterations converge, β̂R and ĥ will be determined. The
pseudo-code of our SCA-based SLAP detection algorithm is
summarized in Algorithm 1.

Generally, we have three methods to generate an initial point
β̂[0]. Firstly, we can adopt a coarse solution of conventional
VLP methods, e.g., the RSS-based VLP [22] or trilateration-
based VLP methods [18], [19], as an initial point. Secondly,
the geometric relationship between UD and observed LEDs can
be employed to yield an initial point, and prior knowledge of
UD location can also be exploited. Thirdly, random sampling
can be resorted to generate a good initial point, if no prior
knowledge is available. Specifically, we generate NS samples
{β(s)

[0] |∀s= 1, · · · , NS} randomly in the space of βR, (then,

ĥ
(s)
[0] can be determined for each sample), try all NS samples

{β(s)
[0] |∀s= 1, · · · , NS}, and then pick up the best sample with

minimum cost function as the initial point β̂[0]. Generally, the
multiple trial samples can ensure a large probability of hitting
a good initial point, and the probability depends on the number
of samples. This random sampling method is only conducted
in the initial step and hence will not significantly increase the
associated computational cost.

Let Ksource =NLNRNCK be the number of independent
measurement sources. Then, the complexity of our SCA-based
SLAP detection method is in the order of K3

source, due to
matrix inverse operations in (33) and (48), and a near-second-
order computational complexity K2.38

source can be achieved by

exploiting block diagonal structures of involved matrices using
the well-known Coppersmith-Winograd method [40], [41].

IV. ASYMPTOTIC PERFORMANCE LIMITS OF VLC-ENABLED

SLAP DETECTION

In this section, we aim at providing a unified performance
framework for VLC-based SLAP detection, to gain insight into
its performance limits and how system factors and fading en-
vironments affect SLAP detection performance.

A. Performance Metric of SLAP Detection

We use mean squared error (MSE) as performance metric
of UD localization, pose angle estimate, and channel estimate,
which is given respectively by

cov(x̂R) = Eε{(x̂R − xR)
H(x̂R − xR)}, (54)

cov(ϑ̂R) = Eε{ϑH
divϑdiv}, (55)

cov(ĥ) = Eε{(ĥ− h)H(ĥ− h)}, (56)

where (x̂R, ϑ̂R, ĥ) is an unbiased estimate of VLC-enabled 6-
DoF SLAP problem PSLAP in (30), and ϑdiv ∈ R

3 is the pose
angle error, which is actually the deviation angle from pose
estimate R̂ to its true pose R, i.e.,

[ϑdiv]× = log
(
R̂RH︸ ︷︷ ︸
Rdiv

)
, (57)

where Rdiv ∈ SO(3) is the rotation matrix from true pose R
to pose estimate R̂. Based on the Euler Rotation Theorem [35],
the pose angle error ϑdiv is obtained by

ϑdiv =
ϕdiv

2 sin(ϕdiv)

⎡
⎢⎣
[Rdiv]3,2 − [Rdiv]2,3

[Rdiv]1,3 − [Rdiv]3,1

[Rdiv]2,1 − [Rdiv]1,2

⎤
⎥⎦, (58)

ϕdiv = arccos

(
1− trace(Rdiv)

2

)
. (59)

Please see Appendix B for the derivation of (58) and (59). For
clarity, let χ= [βR;h] ∈ R

(L+1)NRNL+6 be the joint variable
of UD state and channel state. Then, the overall MSE is given
by cov(χ̂) = cov(x̂R) + cov(ϑ̂R) + cov(ĥ).

B. Error Bound of SLAP Detection

We exploit structured modules of scattering models, render-
ing closed-form error bounds for VLC-based SLAP detection.
We first derive the joint CRLB for χ̂, and then we will derive
individual CRLB for xR, ϑR and h, separately.

Theorem 1 (SLAP Detection Error CRLB): The covariance
of unbiased VLC-based 6-DoF SLAP detection error, cov(χ̂),
is bounded as follows,

cov(χ̂) � trace
(
Bχ(χ)

)
, (60)

where Bχ(χ) ∈ S
(L+1)NRNL+6 is the CRLB of χ,

Bχ(χ) =σ2
(
Q(χ)QH(χ)

)−1

, (61)
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and Q(χ) ∈ C
((L+1)NRNL+6)×NCNRNLK is cast as

Q(χ) =

⎡
⎢⎣
U(βR)H
Λ(βR)H
GH(βR)

⎤
⎥⎦, (62)

where U(βR), Λ(βR), H and G(βR) is given by (40), (41),
(43) and (22), respectively.

Proof: See the proof in Appendix C.
The above CRLB Bχ(χ) quantifies joint performance of all

unknown parameters in VLC-based SLAP detection. Based on
this, we reveal the individual CRLB on the error of UD location
xR, pose angle ϑR and channel state h, separately.

Corollary 1 (Localization CRLB): The UD localization error
cov(x̂R) of VLC-based SLAP detection is bounded as

cov(x̂R) � trace
(
BxR

(χ)
)
, (63)

where BxR
(χ) ∈ S

3 is the UD location CRLB, given by

BxR
(χ) = σ2

(
U(βR)HFxR

(χ)HHUH(βR)
)−1

, (64)

where U(βR) and H is given by (40) and (43), respectively,
while FxR

(χ) ∈ S
NCNRNLK is given by

FxR
(χ) = INCNRNLK −

(
P−1

ϑR
−P−1

h

)
, (65)

PϑR
= INCNRNLK −KH(χ)

(
K(χ)KH(χ)

)−1

K(χ),

Ph = INCNRNLK −G(βR)
(
GH(βR)G(βR)

)−1

GH(βR),

where K(χ) =Λ(βR)H.
Proof: See the proof in Appendix D.

Corollary 2 (Pose Angle CRLB): The UD pose angle error
cov(ϑ̂R) of VLC-based SLAP detection is bounded as follows,

cov(ϑ̂R) � trace
(
BϑR(χ)

)
, (66)

where BϑR
(χ) ∈ S

3 is the pose angle error CRLB, given by

BϑR
(χ) = σ2

(
Λ(βR)HFϑR

(χ)HHΛH(βR)
)−1

, (67)

where FϑR(χ) ∈ S
NCNRNLK is given by

FϑR
(χ) = INCNRNLK −

(
P−1

xR
−P−1

h

)
, (68)

PxR
= INCNRNLK −QH(χ)

(
Q(χ)QH(χ)

)−1

Q(χ),

where Q(χ) =U(βR)H.
Proof: See the proof in Appendix D.

Corollary 3 (Channel Estimate CRLB): The scattering chan-
nel estimation error cov(ĥ) of the proposed VLC-based SLAP
detection method is bounded as follows,

cov(ĥ) � trace
(
Bh(χ)

)
, (69)

whereBh(χ) ∈ S
(L+1)NRNL denotes the channel estimate error

CRLB, which is given by

Bh(χ) = σ2
(
GH(βR)Fh(χ)G(βR)

)−1

, (70)

where Fh(χ) ∈ S
NCNRNLK is given by

Fh(χ) = INCNRNLK −
(
P−1

ϑR
−P−1

xR

)
. (71)

Proof: See the proof in Appendix D.
We can see from Theorem 1 that SLAP detection perfor-

mance is affected by SNR, bandwidth, the number of LEDs,
PDs and subcarriers on each LED. In the following, we shall
reveal how these critical parameters affect VLC-based SLAP
detection performance via asymptotic CRLB analysis.

C. Asymptotic CRLB over System Configuration

Remark 1 (The Effect of SNR): VLC-based SLAP detection
error bounds have the following trend, as SNR →∞,3

trace(BxR
)∼Θ(SNR−1), (72)

trace(BϑR)∼Θ(SNR−1), (73)

trace(Bh)∼Θ(SNR−1). (74)

where SNR =
E{‖G(βR)h‖22}

E{‖ε‖22}
is the receiver-side SNR.

Proof: It can be easily verified by the closed-form expres-
sions in (64), (67) and (70), where SLAP detection CRLBs are
proportional to noise power σ2.

Secondly, we have the following remark on how the number
of signal sources (e.g., the quantities of LEDs, PDs and subcar-
riers) affect the SLAP detection performance.

Remark 2 (The Effect of Quantity of Signal Sources): We
assume that LEDs and PDs are uniformly distributed within
the deployment area. Then, VLC-based SLAP detection error
bounds scale with NL, NR and NC in the following manner, as
either NL, NR or NC approaches ∞,

trace
(
BxR

)
∼Θ

(
N−1

L N−1
R N−1

C K−1
)
, (75)

trace
(
BϑR

)
∼Θ

(
N−1

L N−1
R N−1

C K−1
)
, (76)

trace
(
Bh

)
∼Θ

(
NLNRN

−1
C K−1

)
. (77)

Proof: See the proof in Appendix E.
This means that channel estimation MSE is linearly increas-

ing with the number of LEDs and PDs, while it is decreasing
with the number of subcarriers (within coherent bandwidth) and
symbols. This is because the channel state is assumed to be
invariant within a coherent bandwidth and also for different
symbols. Thus, an increasing number of those signal sources
will reduce the channel estimate MSE.

Thirdly, for the impact of bandwidth Bwidth = 1/Ts on
SLAP detection performance, we have the following remark.

Remark 3 (The Effect of Bandwidth): We assume that
the number of subcarriers is fixed. Then, VLC-based SLAP

3f(x)∼Θ(g(x)) as x→∞ means there exists C1, C2 > 0 and a constant
X0 such that C1|g(x)| ≤ |f(x)| ≤ C2|g(x)| holds for all x >X0.
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detection error bounds are varying with Bwidth in the following
manner, as Bwidth →∞,

trace(BxR
)∼Θ(B−2

width), (78)

trace(BϑR
)∼Θ(B−2

width), (79)

trace(Bh)∼Θ(1). (80)

Proof: For the location CRLB, based on (40), we know that
U(βR)∼Θ(Bwidth), as Bwidth →∞, where Bwidth = 1/Ts.
Thus, as per (64), we have BxR

(χ)∼Θ(B−2
width). UD pose

angle CRLB follows from the same proof as above. For the
channel estimate CRLB Bh(χ), based on (22)–(28), we know
that G(βR)∼Θ(1), as Bwidth →∞. Hence, based on (70), we
have Bh(χ)∼Θ(1).

It is shown that, as the bandwidth increases, carrier frequency
will be increased, and then the spatial resolution of SLAP
detection will be improved. In contrast, since only baseband
features of visible light signals are exploited, VLC-based SLAP
detection performance is independent of carrier frequency. On
the other hand, the number of subcarriers (and also pilot sym-
bols) remains invariant as bandwidth increases, the number of
independent measurement samples w.r.t. channel state will be
not increased. Thus, in such a case, channel estimation perfor-
mance will not benefit from an enlarged bandwidth.

In addition to the above system configuration factors, fading
environments will affect VLC-based SLAP detection perfor-
mance. In the following, we investigate the impact of random
fading, spatial-domain channel correlation, channel rank and
scattering inference on the SLAP detection performance.

D. Asymptotic CRLB Over Fading Environments

VLC signal suffers from random fading which varies over
time, and thus SLAP detection performance varies as well. We
have the following corollary to establish the long-term SLAP
detection CRLB over random fading.

Corollary 4 (Long-Term SLAP Detection Error Bounds): We
assume that scattering channel state follows from a complex-
valued zero-mean Gaussian process, i.e., h∼NC

(
h|0,ΣC

)
with covariance matrix ΣC ∈ S

(L+1)NRNL . Then, the long-term
SLAP detection error is bounded as follows,

Eh

{
cov(x̂R)

}
� trace

(
B̄xR

(βR;ΣC)
)
, (81)

Eh

{
cov(ϑ̂R)

}
� trace

(
B̄ϑR

(βR;ΣC)
)
, (82)

where B̄xR
(βR;ΣC) and B̄ϑR(βR;ΣC) ∈ S

3 are the long-
term location CRLB and pose angle CRLB, respectively,

B̄xR
(βR;ΣC) = σ2

(
U(βR)Ωh,xR

UH(βR)
)−1

, (83)

B̄ϑR
(βR;ΣC) = σ2

(
Λ(βR)Ωh,ϑR

ΛH(βR)
)−1

, (84)

in which Ωh,xR
and Ωh,ϑR

∈ S
(L+1)NCNRNLK depend on the

channel covariance matrix ΣC, given by

Ωh,xR
=
(
FxR

(χ)⊗ IL+1

)
�
(
ΣC ⊗ INCK

)
, (85)

Ωh,ϑR
=
(
FϑR(χ)⊗ IL+1

)
�
(
ΣC ⊗ INCK

)
, (86)

where FxR
and FϑR

is given by (65) and (68), respectively.

Proof: See the proof in Appendix F.
VLC-based long-term SLAP detection error over random

fading depends on channel covariance matrix ΣC, in addition
to UD state βR. A larger channel covariance means a larger
channel gain and thus a higher SNR, rendering a lower SLAP
detection error, as revealed in the following remark.

Remark 4 (The Effect of Channel Gain): As ΣC → 0, the
long-term SLAP detection error bounds follow that

B̄xR
(βR;ΣC)∼Θ

(
Σ−1

C

)
, (87)

B̄ϑR(βR;ΣC)∼Θ
(
Σ−1

C

)
. (88)

Proof: This can be easily verified by (83)–(86).
Moreover, spatial correlation of channels will also affect

SLAP detection performance, as established below.
Remark 5 (The Effect of Channel Correlation): We assume

that the spatial correlation between channel state of differ-
ent paths follows cov(hl,n,m, h�,i,j) = �Cσ

2
h with �C ∈ (0, 1)

being the correlation coefficient, ∀l �= �, ∀i �= n and ∀j �=m,
and cov(hl,n,m, hl,n,m) = σ2

h. Then, as �C → 1, the long-term
SLAP detection error bounds B̄xR

and B̄ϑR
follow that

B̄xR
(βR;ΣC)∼Θ

(
(1− �C)

−1
)
, (89)

B̄ϑR
(βR;ΣC)∼Θ

(
(1− �C)

−1
)
. (90)

Proof: See the proof in Appendix G.
In the following, we reveal the impact of channel rank on

VLC-based SLAP detection error. Let ιC = rank(ΣC).
Remark 6 (The Effect of Channel Rank): As ιC →∞, the

long-term SLAP detection error bounds follows that

B̄xR
(βR;ΣC)∼Θ

(
ι−1
C

)
, (91)

B̄ϑR
(βR;ΣC)∼Θ

(
ι−1
C

)
. (92)

Proof: See the proof in Appendix G.
It is shown that the SLAP detection error reduces with chan-

nel rank, at a first-order rate. Channel rank represents the num-
ber of uncorrelated spatial links (information sources) that can
be exploited for SLAP detection. Thus, low channel rank means
a small number of uncorrelated information sources, and thus
the SLAP detection error will be increased.

In addition, we have the following remark on how the number
of scatters (or scattering interference strength) affects SLAP
detection performance.

Remark 7 (The Effect of NLOS Interference): We generally
assume that the power of NLOS paths does not exceed that
of the LOS path. The long-term SLAP detection error bounds
follow that B̄xR

(βR;ΣC) and B̄ϑR
(βR;ΣC)∼Θ(1), as the

number of scattering paths L′ →∞.
Proof: This directly follows from Corollary 4, where it

should be noted that the scattering path-related elements in
U(βR) and Λ(βR) are zero, as given in (95) and (100).

This remark means that the error performance of VLC-based
SLAP detection will almost remain invariant theoretically, even
if the number of NLOS paths (also the NLOS interference
strength) increases. This is because the NLOS path-caused in-
terference for UD localization is already removed in the pro-
posed SLAP detection method by joint channel estimation (i.e.,
scattering channel equalization).
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Fig. 6. SLAP system deployment.

In the following, we analyse how room size affect the
VLC-enabled SLAP detection performance, where we use the
LED-to-PD propagation distance to characterize the room size.
Let ρmin =min{ρ0,n,m|∀n= 1, · · · , NR, ∀m= 1, · · · , NL}
be the minimum propagation distance from LEDs to PDs,
where ρ0,n,m = ‖pm − xn‖2 is the LOS path length.

Remark 8 (The Effect of Propagation Distance): We assume
that LEDs are uniformly distributed on the room ceiling. Then,
as the minimum distance ρmin →∞, the VLC-enabled SLAP
detection error bounds will be increasing with ρmin as follows,

BxR
∼Θ(ρ4min), (93)

BϑR
∼Θ(ρ4min). (94)

Proof: See Appendix H.
Since LED-to-PD distance is in the same order with room

width, our SLAP detection MSE will increase with the
room width at a fourth-order rate, which is determined by
visible light LRM nature. Due to information gains from
time-delay-related phase exp

(
− j2πfk,mτ0,n,m

)
, our SLAP

detection method with a fourth-order error increasing rate is
superior to RSS-based VLP methods [10], [11], [12], [13], [14],
[22] whose location MSE has a sixth-order increasing rate w.r.t.
distance [9].

V. SIMULATION DISCUSSION

We will evaluate the performance of our VLC-based SLAP
detection method via numerical simulations, and demonstrate
how system parameters affect SLAP detection performance.

A. Simulation Settings

We adopt the following settings, unless specified otherwise.
We consider a 20 × 20 × 3 m3 room, with a 3× 3 uni-
form squared LED array (i.e., NL = 9) on ceiling, as shown
in Fig. 6 and summarized in Table II. LEDs have an identi-
cal transmit power WT = 2.2 Watt, all point downwards (i.e.,
vm = [0, 0,−1]�, ∀m= 1, · · · , NL), and have an identical
FOV θFOV = 90◦. The Lambertian order is set as r = 1. The
number of PDs is set as NR = 4, where 3 PDs are symmetrically

TABLE II
SYSTEM DEPLOYMENT

LED Location Reflector #1 Reflector #2

LED #1 (5, 5, 3) 0.4, (2, 5, 2)† 0.2, (5, 8, 1.5)
LED #2 (5, 10, 3) 0.1, (6, 12, 1.5) 0.3, (3, 8, 2)
LED #3 (5, 15, 3) 0.45, (3, 12, 1) 0.25, (7, 13, 2)
LED #4 (10, 5, 3) 0.15, (8, 3, 2) 0.2, (12, 8, 1.5)
LED #5 (10, 10, 3) 0.35, (11, 12, 1.5) 0.24, (9, 12, 1.5)
LED #6 (10, 15, 3) 0.42, (12, 15, 2.5) 0.24, (8, 15, 1.5)
LED #7 ‡ (15, 5, 3) 0.48, (15, 5, 2) 0.2, (8, 10, 1.5)
LED #8 (15, 10, 3) 0.4, (10, 5, 2) 0.18, (12, 8, 1.5)
LED #9 ‡ (15, 15, 3) 0.36, (10, 15, 2.6) 0.25, (15, 10, 2.5)

† “0.4, (2, 5, 2)” means that the reflection rate is 0.4, while the
reflector location is (2, 5, 2). Each scatter is viewed as the collection
of 100 such reflectors at the same location.
‡ In Scenario A, LED #7 and #9 are blocked within the observation
area specified in Fig. 8. In Scenario B, they will entirely act as noise
sources with time-frequency interference for SLAP detection.

deployed on a circle around the PD array centroid with a radius
of 0.1 m, and each PD points upwards with a tilted angle 40◦

towards outside. The 4th PD is placed above the PD array
centroid with a height of 0.1 m, so as to index the head direc-
tion of the PD array. The configuration parameters of PDs are
set as follows [42], [43]: θFOV = 120◦, aperture ΨA = 4mm2,
optical filter gain GR = 1 and optical concentrator gain ΓR = 2,
respectively. Then, the model constant ΨR =WTΨAGRΓR can
be determined.

We consider an OFDM system with a sampling period set to
be Ts = 10 ns, and the light speed is set to be c= 3× 108 m/s.
The number of pilot subcarriers of each LED is NC = 8, and
K = 2. The UD location is set to to be uniformly distributed in
the room, and its pose angles are set as follows: the yaw angle
[ϑR]1 ∈ [0, 360◦], the pitch angle [ϑR]2 ∈ [0, 180◦] (away from
the north pole), and the roll angle [ϑR]3 ∈ [0, 10◦], where [ϑR]i
is the ith element of its 3D pose angle vector ϑR.

In addition, the number of NLOS paths between each LED-
PD pair is set as L′ = 2, and reflector locations are specified in
Fig. 6 and Table II. The fading coefficient (absorbing reflection
rate) of NLOS paths is set as α�,n,m ∈ [0, 0.5], ∀�,∀n,∀m, and
the fading coefficient of the LOS path is set as α0,n,m ∈ [0.5, 1]
(slightly large due to absence of reflections). The receiver-side
SNR is set to be 20 dB for fair comparison over different cases,
and the root MSE (RMSE) over noises is used as performance
metric in simulations.

Furthermore, we adopt the following state-of-the-art VLP
methods as our baselines for performance comparison.

• Baseline 1: RSS-based 6-DoF SLAP method in [25];
• Baseline 2: TOA-based 3-DoF VLP method in [19];
• Baseline 3: RSS-based 3-DoF VLP method in [11];
All of these baseline methods depend on the LOS channel,

while diffuse scattering and random fading are not resolved.

B. Result Analysis

We first examine convergence behaviour and computational
overhead of our method and baselines, and then we analyse
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Fig. 7. Convergence of our SLAP detection algorithm.

TABLE III
CONSUMED CPU TIME (IN SECONDS)

(NL, NC) Baseline #1 #2 #3 Our SLAP

(3, 6) 0.024 0.026 0.012 0.05
(3, 20) 0.023 0.032 0.013 0.084
(6, 6) 0.023 0.044 0.013 0.068
(6, 20) 0.023 0.046 0.014 0.12
(9, 6) 0.024 0.045 0.012 0.08
(9, 20) 0.026 0.046 0.012 0.18

SLAP detection performance and the impact of system param-
eters and NLOS interference using simulation results.

1) Convergence Behavior: The convergence of our SCA-
based SLAP detection algorithm with different settings of SNR
and the number of subcarriers are plotted in Fig. 7.4 The initial
point is generated at random. It is shown that the normalized
cost function of our SLAP detection algorithm rapidly con-
verges to its stationary level around 0.01 when SNR is 20 dB,
and it converges to the infinitesimal when noiseless.5 Both cases
indicate that our SLAP detection algorithm achieves its lowest
cost level (i.e., the normalized error 0.01 for 20dB SNR and the
infinitesimal for noiseless scenarios, respectively) that can be
reached. In addition, different initial points will not affect the
convergence rate of the proposed SLAP detection algorithm.
These results corroborate the effectiveness of our SCA-based
SLAP detection algorithm.

2) Computational Overhead: CPU time consumed by var-
ious VLP methods are presented in Table III, where different
numbers of LEDs and subcarriers are considered. It is shown
that the proposed SLAP detection algorithm needs a slightly
longer time than baselines. Yet, the overall CPU time (within 0.2
seconds) is affordable, considering its huge performance gain
from suppressing scattering interference.

4In Fig. 7, a normalized cost function
‖z−G(β̂[t])ĥ[t]‖22
‖G(β̂[t])ĥ[t]‖22

is considered in

y-axis, to provide intuitive results.
5This means that the SLAP estimator β̂[t] in (52) and (53) approaches the

true value of 6-DoF UD state in noiseless cases.

Fig. 8. Scenario A: SLAP detection with blocked LEDs.

Fig. 9. Scenario B: SLAP detection with noise LEDs.

3) SLAP Performance Heatmap With Cooperative and Hos-
tile LEDs: We consider two scenarios: (A) blocked LEDs and
(B) noise source LEDs, respectively, as specified in Table II.
The height of UD is fixed at 0.2 m for ease of demonstration.

Scenario A: SLAP detection error within the given room
area is plotted in Fig. 8, where LEDs #7 and #9 are blocked
in the specified observation area. It is shown that our SLAP
detection method overall provides a robust solution for VLC-
based sensing. In addition, our VLC-based SLAP detection
error will be slightly increased when LEDs are blocked, since
the number of observed LEDs will be accordingly reduced.
Moreover, our VLC-based SLAP detection error is relatively
small in room’s central area due to a slightly large number
of effective LEDs. The impact of effective LEDs on SLAP
detection will be analyzed in Section V-B5 shortly.

Scenario B: If LEDs #7 and #9 entirely behave as noise
sources (hostile LEDs), we can see by comparing Fig. 9 and 8
that UD localization performance will be degraded, since these
two LEDs have no information contribution but time-frequency
interference to SLAP detection. This means that, if certain
LEDs are totally non-cooperative (i.e., SLAP detection sys-
tem has no knowledge of its OFDM pilots), their signals will
become entire error sources which cannot be alleviated by
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Fig. 10. Location error versus NLOS-to-LOS strength ratio.

Fig. 11. SLAP error versus the number of effective LEDs.

our SLAP detection system. Other than interference from non-
cooperative LEDs, NLOS interference from cooperative LEDs
is considered in the following, namely, their pilot signals are
known but with NLOS interference in received samples.

4) SLAP Detection Error Over NLOS Interference: SLAP
detection performance w.r.t. NLOS-to-LOS ratio (NLR) in

strength is plotted in Fig. 10, where NLR =
E{‖znlos‖22}
E{‖zlos‖22}

,

while znlos and zlos mean the NLOS and LOS component
of z, respectively. It is shown that, as NLR increases, our
SLAP detection error almost remains invariant, since scattering
interference (from cooperative LEDs) has been alleviated via
scattering channel equalization. This complies with Remark 7.
In contrast, the error of Baselines 1 and 3 without per-
fect channel state information (CSI) will be increased with
NLR.6 Although Baseline 2’s performance looks invariant with
NLR, its error is actually very high due to its limited timing

6The error of Baseline 1 and 3 looks bounded when NLR increases. This
is because they have prior knowledge that UD is definitely in the room.

Fig. 12. UD location estimate error versus SNR.

resolution.7 Compared with timing error, its scattering inter-
ference becomes very marginal in this scenario, which is not
enough to obviously affect the VLP performance.

5) SLAP Detection Error Over Quantity of Effective LEDs:
SLAP detection performance versus the numbers of effective
LEDs (NL) is plotted in Fig. 11. It is shown that the UD
location CRLB is reducing with the number of effective LEDs,
which complies with Remark 2. Moreover, our SLAP detection
method still works well even with only 3 LEDs. This means
that, even though some LEDs are blocked in challenging cases,
our SLAP detection method can always give a robust solution,
as long as the number of LEDs exceeds 3.

6) SLAP Detection Performance Over SNR: SLAP detec-
tion performance of various methods and CRLB versus SNR
is plotted in Figs. 12 and 13. It is shown that our SCA-based
SLAP detection method can achieve an error close to its CRLB,
which outperforms those baseline methods. In addition, as SNR
increases, the localization and pose angle RMSEs of our SLAP
detection method are reducing at a half-order rate, which is
consistent with Remark 1. For a typical SNR around 20 dB,
our SCA-based SLAP detection method can achieve a 0.023 m
localization error. In contrast, the Baselines 1–3 achieve larger
errors around 0.58 m, 1.57 m and 1.56 m, respectively, due to
scattering interference and random fading.

Particularly, as SNR further increases to a large value, our
SLAP detection performance still gets close to its CRLB, since
diffuse scattering-caused localization bias is removed via VLC-
assisted scattering interference alleviation. In contrast, Base-
lines 1 and 3 finally hit an obvious error floor caused by diffuse
scattering interference and random fading, thus deviating from
the associated CRLB in the high SNR region.

7The space resolution of time-synchronization discrete sequence (with a
100 MHz sample rate) used in Baseline 2 is 3 m, which is the major error
source of VLP, compared with diffuse-scattering interference.
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Fig. 13. UD pose angle estimate error versus SNR.

Fig. 14. SLAP detection error versus room width.

7) SLAP Detection Error Over Room Width: SLAP de-
tection error versus room width is plotted in Fig. 14, where
the room height is fixed at 3 m. It is shown that UD location
and pose detection RMSEs are increasing with the room width,
which complies with Remark 8. This is because UD location
and pose information provided by LRM will be diluted as the
VLC signal propagation distance increases.

VI. CONCLUSION

In this paper, we focus on simultaneous location and pose
detection of UDs with PD array, which is challenging due to
diffuse scattering interference and random channel fading. A
novel OFDM VLC-enabled SLAP detection algorithm is pro-
posed to address this problem, via cross-domain cooperation
between “VLC” and “sensing”, where the 3D UD location, 3D
pose angles and diffuse channel state are simultaneously esti-
mated. The disturbance of diffuse scattering and channel fading
is removed in our SLAP detection method via joint channel

estimation and equalization. Thus, the proposed VLC-based
SLAP detection algorithm outperforms state-of-the-art baseline
methods, almost reaching its error bounds. In addition, closed-
form CRLBs are established for VLC-based SLAP detection,
and the associated asymptotic performance analysis is con-
ducted to gain insights into the impact of system factors (e.g.,
SNR, bandwidth, the quantities of LEDs, PDs and subcarriers)
and fading environments on the VLC-based SLAP detection
performance limits.

In the future, mobile multi-target detection will be stud-
ied, in which interference from reflections of different targets
and negative Doppler effect should be addressed. In addition,
performance trade-off between VLC-based localization and
data transmission capacity via time-spatial-frequency-domain
resource management will be another interesting issue.

APPENDIX A
DERIVATIVE VECTORS IN (40) and (41)

Firstly, as per (42), for �= 0, u(κ)
0,n,m,k

(
β̂[t]

)
is given by

u
(κ)
0,n,m,k

(
β̂[t]

)
=D(κ)

n,m,kqn,m, (95)

D(κ)
n,m,k ∈ C

3×3 = η
(κ)
n,m,k

[
vm, μ̂n,[t], x̂n,[t] − pm

]
, (96)

η
(κ)
n,m,k =ΨR(r + 1)a

(κ)∗
m,k exp

(
j2πfm,k

‖x̂n,[t] − pm‖2
c

)
,

while qn,m ∈ C
3 is given by

qn,m = [q(1)n,m, q(2)n,m, q(3)n,m]�, (97)

q(1)n,m = −
r
(
(x̂n,[t] − pm)�vm

)r−1
(x̂n,[t] − pm)�μ̂n,[t]

‖x̂n,[t] − pm‖r+3
2

,

q(2)n,m = −
(
(x̂n,[t] − pm)�vm

)r
‖x̂n,[t] − pm‖r+3

2

, (98)

q(3)n,m =

(
r + 3− 2πjfk,m

‖x̂n,[t] − pm‖2
c

)

·
(
(x̂n,[t] − pm)�vm

)r
(x̂n,[t] − pm)�μ̂n,[t]

‖x̂n,[t] − pm‖r+5
2

. (99)

Secondly, for � �= 0, the derivative vector u
(κ)
�,n,m,k

(
β̂[t]

)
=

∇xR

(
g
(κ)
�,n,m,k(β̂[t])

)
= j2πw

(κ)∗
�,n,m,k

fk,m

c

(x̂n,[t] − pm)

‖x̂n,[t] − pm‖2
,

where w
(κ)
�,n,m,k is given by (28).

Thirdly, as per (42), λ(κ)
0,n,m,k

(
β̂[t]

)
for �= 0 is given by

λ
(κ)
0,n,m,k

(
β̂[t]

)
=Φ

(κ)
n,m,kqn,m,k, (100)

and Φ
(κ)
n,m,k ∈ C

3×3 is given by

Φ
(κ)
n,m,k = η

(κ)
n,m,k

⎡
⎢⎢⎣

([
R̂[t]d̄

�
n

]
×vm

)�
([
R̂[t]μ̄

�
n

]
×
(
x̂[t] − pm

))�
([
R̂[t]d̄

�
n

]
×
(
x̂[t] − pm

))�

⎤
⎥⎥⎦

�

, (101)
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where •× is given by (1). This is derived by simple algebra
manipulations based on Lemma 1 given shortly.

Finally, for � �= 0, the derivative vector λ
(κ)
�,n,m,k

(
β̂[t]

)
=

j2πw
(κ)∗
�,n,m,k

fk,m

c

[
R̂d̄�

n

]
×(x̂[t] − pm)

‖x̂n,[t] − pm‖2
.

Lemma 1 (Gradient of Rotation Matrix): For any μ̄�
n ∈ R

3,
the gradient of R(ϑR)μ̄

�
n is given by

∇ϑR

(
R(ϑR)μ̄

�
n

)
∈ C

3×3 =
[
R(ϑR)μ̄

�
n

]
×. (102)

Proof: Considering an infinitesimal perturbation ε ∈ C
3,

the gradient of R(ϑR)μ̄
�
n, ∀μ̄�

n ∈ R
3, is cast as [44]

lim
ε→03

∂
(
R(ϑR + ε)μ̄�

n

)
∂ ε

= lim
ε→03

∂
(
exp

(
[ϑR + ε]×

)
μ̄�

n

)
∂ ε

= lim
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∂
(
exp

(
ε×

)
Rμ̄�

n

)
∂ ε

≈ lim
ε→03

∂
((
I3 + ε×

)
Rμ̄�

n

)
∂ ε

= lim
ε→03

∂
(
Rμ̄�

n +
[
Rμ̄�

n

]�
×ε

)

∂ ε

∣∣∣∣
(ε×)ϑR =([ϑR]�×) ε

=
[
Rμ̄�

n

]
×,

where the first-order expansion of matrix exponential function,
i.e., exp(ε×)≈ I3 + ε× around ε= 03, is employed.

APPENDIX B
DERIVATION OF (58) AND (59)

Based on the Euler Rotation theorem [35], there is an axis
represented by a unit vector u ∈ R

3 such that a body pose can
be obtained by directly rotating an angle ϑ ∈ R around u. Then,
an arbitrary rotation matrix R ∈ SO(3) follows that

R= I3 + sin(ϑ)u× + (1− cos(ϑ))u2
×

∣∣∣
u2

×=uu�−I3
, (103)

= I3 + sin(ϑ)u× + (1− cos(ϑ))uu� − (1− cos(ϑ))I3.

Thus, R can be represented by ϑ and u as follows

R= sin(ϑ)u× + (1− cos(ϑ))uu� + cos(ϑ)I3, (104)

where we should note that trace(uu�) = 1, while u× is skew-
symmetric. As such, we arrive at

trace(R) = 3 cos(ϑ) + (1− cos(ϑ)) = 1 + 2 cos(ϑ). (105)

As a result, we have cos(ϑ) =
1− trace(R)

2
, and thus ϑ=

arccos

(
1− trace(R)

2

)
. As such, (59) is derived. Moreover,

based on (104), the rotation axis u is obtained as

u=
1

2 sinϑ

⎡
⎢⎣
[R]3,2 − [R]2,3

[R]1,3 − [R]3,1

[R]2,1 − [R]1,2

⎤
⎥⎦. (106)

Hence, the pose angle vector ϑ ∈ R
3 is eventually derived as

ϑ= ϑu=
ϑ

2 sinϑ

⎡
⎢⎣
[R]3,2 − [R]2,3

[R]1,3 − [R]3,1

[R]2,1 − [R]1,2

⎤
⎥⎦, (107)

and thus (58) is obtained.

APPENDIX C
PROOF OF THEOREM 1

According to [45], the error covariance of unbiased SLAP
estimate χ̂ of PSLAP in (30) is bounded by its CRLB Bχ(χ),
i.e., cov(χ̂)≥ trace(Bχ(χ)), where

Bχ(χ) = I−1
χ (χ), (108)

Iχ(χ) =−Ez|χ{∇2
χ ln p(z|χ)}, (109)

in which Iχ(χ) is its Fisher information matrix (FIM) [45],
and ∇2

χ denotes the second-order derivative w.r.t. χ, while
p(z|χ) =N (z|G(βR)h, σ

2INRNLNCK). As per the structure
of χ, the above FIM is organized as

Iχ(χ) =

⎡
⎢⎣
IxR,xR

(χ) IxR,ϑR
(χ) IxR,h(χ)

IϑR,xR
(χ) IϑR,ϑR

(χ) IϑR,h(χ)

Ih,xR
(χ) Ih,ϑR

(χ) Ih,h(χ)

⎤
⎥⎦, (110)

where each FIM element is given, based on (109), by

IxR,xR
(χ) = σ−2U(βR)HHHUH(βR), (111)

IϑR,xR
(χ) = σ−2Λ(βR)HHHUH(βR), (112)

Ih,xR
(χ) = σ−2GH(βR)HHUH(βR), (113)

IϑR,ϑR
(χ) = σ−2Λ(βR)HHHΛH(βR), (114)

Ih,ϑR
(χ) = σ−2GH(βR)HHΛH(βR), (115)

Ih,h(χ) = σ−2GH(βR)G(βR), (116)

and we have Ix,y(χ) = IH
y,x(χ), ∀x and ∀y ∈ {xR,ϑR,h},

where U(βR), Λ(βR), H, and G(βR) is given by (40), (41),
(43) and (22), respectively. Hence, Theorem 1 is proved.

APPENDIX D
PROOF OF COROLLARIES 1–3

We first give the proof of Corollary 1, which can be applied
to the proof of Corollaries 2 and 3, as they follow from the same
principle and similar algebra.

As per estimation theory, we have that the UD localiza-
tion error covariance is bounded as (63), i.e., cov(x̂R) �
trace

(
BxR

(χ)
)
, where the location CRLB is given by

BxR
(χ) =J −1

xR
(χ), (117)

where J xR
(χ) ∈ S

3 is the equivalent FIM of UD localization,
which is given as per (110) by

J xR
(χ) = IxR,xR

(χ)−LϑR,h(χ), (118)
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LϑR,h(χ) =

[
IϑR,xR

(χ)
Ih,xR

(χ)

]H [IϑR,ϑR
(χ) IϑR,h(χ)

Ih,ϑR
(χ) Ih,h(χ)

]−1 [IϑR,xR
(χ)

Ih,xR
(χ)

]
. (119)

where LϑR,h(χ) is the localization information loss caused by
UD pose angle uncertainty and channel fading, given by (119),
shown at the top of the page. Then, based on the closed-form
FIMs in (111) – (116), after tremendous algebra, it is finally
formulated as

LϑR,h(χ) = σ−2U(βR)H
(
V−1

ϑR
−V−1

h

)
HHUH(βR),

where VϑR
and Vh ∈ S

NCNRNLK are cast as

VϑR
= INCNRNLK −KH(χ)

(
K(χ)KH(χ)

)−1K(χ),

Vh = INCNRNLK −G(βR)
(
GH(βR)G(βR)

)−1
GH(βR),

with K(χ) =Λ(βR)H. Hence, we can conclude that

J xR
(χ) = σ−2U(βR)HFxR

(χ)HHUH(βR), (120)

where FxR
(χ) is in the form of (65). Hence, combining with

(117), Corollary 1 is proved, and Corollaries 2 and 3 can be
proved via a similar method.

APPENDIX E
PROOF OF REMARK 2

Based on (64), (65) and diagonal structure of FxR
, the

location CRLB follows BxR
(χ) = σ2

(
Q(χ)FxR

Q(χ)
)−1

=

σ2

(∑NL

m=1 Qm(χ)FxR,mQm(χ)

)−1

, where FxR,m is the

mth diagonal block of FxR
, and Qm(χ) is the mth element of

Q(χ). Moreover, Qm(χ)FxR,mQm(χ)∼Θ(1), as NL →∞.
Thus, we have BxR

(χ)∼Θ(N−1
L ). For UD pose angle CRLB

BϑR
(χ), it follows from a similar proof.

For Bh(χ), it can be easily verified based on (70) that
Bh(χ)∼Θ(NL), as NL →∞. For the proof regarding the
number of PDs and subcarriers, it follows from a similar algebra
as the above. Thus, Remark 2 is proved.

APPENDIX F
PROOF OF COROLLARY 4

We first give the proof for UD location’s long-term CRLB.
As per (63), Eε{‖x̂R − xR‖22} ≥ trace

(
BxR

(χ)
)
. Then,

Eε,h{‖x̂R − xR‖22} ≥ trace
(
Eh{BxR

(χ)}
)
, (121)

= trace
(
σ2

Eh

((
U(βR)HFxR

(χ)HHUH(βR)
)−1

})

≥ trace
(
σ2
(
U(βR)Eh

{
HFxR

(χ)HH
}
UH(βR)

)−1

︸ ︷︷ ︸
B̄xR

(βR;ΣC)

)
,

where the above inequality is based on the convexity of inverse
functions. In addition, Eh{HFxR

(χ)HH}=Λh,xR
, given by

(85). Thus, we have (83). UD pose angle’s long-term CRLB
follows from a similar algebra. Thus, Corollary 4 is proved.

APPENDIX G
PROOF OF REMARKS 5 AND 6

We first provide the proof for the long-term location
CRLB B̄xR

(βR;ΣC) of Remark 6. As per (85), we have that
Ωh,xR

∼Θ(ΣC). Moreover, since cov(hl,n,m, h�,i,j) = �Cσ
2
h,

∀l �= �, ∀n �= i or ∀m �= j, the channel covariance matrix
ΣC ↔ diag{1, 1− �C, · · · 1− �C}, where “↔” means
“be similar to” by linear algebra. As per (83), we know
that B̄xR

(βR;ΣC)↔Λ−1
h,xR

. In consequence, we have

B̄xR
(βR;ΣC)∼Θ

(
1

1− �C

)
, as �C → 1. For long-term pose

angle CRLB B̄ϑR
(βR;ΣC), it follows from the same algebra,

and thus Remark 5 is proved.
For the proof of Remark 6, we know based on (85) that

Ωh,xR
∼Θ(ΣC)∼Θ(ιC). In consequence, based on (83),

we have B̄xR
(βR;ΣC)↔Λ−1

h,xR
∼O

(
ι−1
C

)
, as ιC →∞. The

long-term pose angle CRLB B̄ϑR
(βR;ΣC) follows from the

same trend. Thus, Remark 6 is proved.

APPENDIX H
PROOF OF REMARK 8

Based on (95)–(99), we have u
(κ)
0,n,m,k

(
β̂[t]

)
is Θ(ρ−2

min),
∀(n,m, k, κ), as ρmin →∞. Thus, combining with (40),
U(βR)∼Θ(ρ−2

min). Moreover, based on (43)–(47) and (65),
we know that H and FxR

(χ) tend to be invariant with ρmin.
Thus, we have U(βR)HFxR

(χ)HHUH(βR)∼Θ(ρ−4
min). As

per (64), we have BxR
(χ)∼Θ(ρ4min), as ρmin →∞, and hence

(93) is proved.
Based on (101), we know Φ

(κ)
n,m,k ∼Θ(ρmin), while as per

(97)–(99), we have qn,m,k ∼Θ(ρ−3
min), as ρmin →∞. Thus,

based on (100), we arrive at λ
(κ)
0,n,m,k

(
β̂[t]

)
∼Θ(ρ−2

min), as

ρmin →∞. Combing with (41), Λ
(
β̂[t]

)
∼Θ(ρ−2

min) holds.
Moreover, based on (68), FϑR

(χ) is invariant with ρmin. Thus,
as per (67), we know that Λ(βR)HFϑR(χ)HHΛH(βR)∼
Θ(ρ−4

min). Hence, (94) is derived. Remark 8 is proved.
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