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#### Abstract

In this paper, we show that the adaptive projected subgradient method (APSM) is bounded perturbation resilient. To illustrate a potential application of this result, we propose a set-theoretic framework for MIMO detection, and we devise algorithms based on a superiorized APSM. Various low-complexity MIMO detection algorithms achieve excellent performance on i.i.d. Gaussian channels, but they typically incur high performance loss if realistic channel models (e.g., correlated channels) are considered. Compared to existing low-complexity iterative detectors such as individually optimal large-MIMO approximate message passing (IO-LAMA), the proposed algorithms can achieve considerably lower symbol error ratios over correlated channels. At the same time, the proposed methods do not require matrix inverses, and their complexity is similar to IO-LAMA.
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## I. Introduction

SET-THEORETIC estimation is at the heart of a large variety of signal processing techniques. It works by expressing any available information about the sought solution in the form of constraint sets, and by finding a feasible point, i.e., a point that is consistent with each of these constraints [1]. In many cases, this point can be computed with very simple algorithms based on projection methods. A famous example is the widely used projections onto convex sets (POCS) algorithm [2], [3], [4], which finds a point in the intersection of a finite family of closed convex sets by computing projections onto each of the sets in a cyclic manner. The appeal of projection methods like POCS lies in their simple structure and their potential to tackle very large problems [5], [6].

To bridge the gap between this feasibility seeking approach and constrained minimization, the authors of [7] have proposed the superiorization methodology. Instead of pursuing a feasible

[^0]point with optimal objective value, superiorization aims at finding a feasible point with reduced objective value compared to the output of some feasibility-seeking algorithm [8]. By interleaving fixed point iterations (with respect to the feasible set) with perturbations that aim at decreasing the objective value, superiorization can reduce the computational complexity considerably compared to iterative techniques for constrained minimization [9]. Provided that a feasibility-seeking algorithm is bounded perturbation resilient, the convergence of its superiorized versions is guaranteed automatically [7]. In recent years, bounded perturbation resilience has been proven for several classes of algorithms, including block-iterative projection methods [10], amalgamated projection methods [11], dynamic string averaging projection methods [12], [13], and fixed point iterations of averaged nonexpansive mappings [14] (which include POCS with relaxed projections as a particular case [15]).

The results in the above studies are restricted to problems with a finite number of constraint sets (most of them in finite dimensional spaces). However, there exist estimation problems - such as adaptive filtering or online learning [16] - in which information on the sought point arrives sequentially, resulting in feasibility problems with a potentially infinite number of constraints. To tackle problems of this type, the authors of [17] have proposed the adaptive projected subgradient method (APSM). This algorithmic framework is an extension of Polyak's subgradient algorithm [18] to the case where the cost function changes at each iteration. Applications of the APSM to adaptive filtering and online learning problems include multiaccess interference suppression [19], acoustic feedback cancellation [20], [21], robust beamforming [22], robust subspace tracking [23], online radio-map reconstruction [24], kernel-based online classification [25], distributed learning in diffusion networks [26], [27], [28], decoding of analog fountain codes [29], and adaptive symbol detection [30], [31], to cite only a few.

The first objective of this study is to investigate the bounded perturbation resilience of the APSM. We show that most of its theoretical guarantees still apply when bounded perturbations are added to the iterates in each iteration. As a result, the APSM can be used as a basic algorithm for superiorization. The second objective of this study is to illustrate the usefulness of the theoretical results by applying a particular instance of a superiorized APSM to detection in multiple-input multiple-output (MIMO) systems. In doing so, we extend our previous results [32] by theoretical convergence guarantees. Nevertheless, the theoretical results on bounded perturbation resilience of the APSM
can be used in a much wider range of applications, including problems in infinite dimensional Hilbert spaces.

## A. Relation to Existing Studies on MIMO Detection

MIMO detection has been studied for decades. Yet the growing interest in large-scale multi-antenna systems still drives the need for low-complexity approximation techniques. A comprehensive overview of MIMO detection algorithms can be found in [33] and [34]. The authors of [35] propose a low-complextity MIMO detector based on approximate message passing (AMP). They show that this individually-optimal large-MIMO AMP (IO-LAMA) algorithm is optimal for MIMO detection over i.i.d. Gaussian channels in the large-system limit under some additional conditions. In [36], the authors relax the assumption of i.i.d. Gaussian channels by proposing an orthogonal approximate message passing (OAMP) algorithm for MIMO detection over the more general class of unitarily invariant channel matrices. In contrast to the AMP detector (IO-LAMA) proposed in [35], each iteration of OAMP involves a matrix inversion in order to compute the linear minimum mean square error (LMMSE) estimate, making OAMP more computationally complex than IO-LAMA. Many recent publications on MIMO detection [37], [38], [39], [40], [41], [42], [43] propose deep-unfolded versions of iterative detectors. Despite their celebrated success, some of these techniques have been found to suffer considerable performance loss on realistic channels. The authors of [42] mitigate this problem by proposing an online training scheme, which in turn increases the computational cost compared to deep-unfolded algorithms that are trained offline. Although the number of iterations required to achieve good approximations can be reduced significantly by learning the algorithm parameters via deep unfolding, an extensive comparison of deep-unfolded detectors is outside the scope of this paper. Therefore, we restrict our attention to untrained detectors. However, we note that, owing to their iterative structure, the proposed algorithms can be readily used as a basis for deep-unfolded detection algorithms.

This study approaches MIMO detection from a set-theoretic perspective. By posing the problem in a real Hilbert space, we devise iterative MIMO detectors with provable convergence properties based on a superiorized APSM. The proposed detectors have a per-iteration complexity similar to IO-LAMA. However, unlike IO-LAMA, the proposed methods do not impose any assumptions on the channel matrices. Simulations show that, despite their low complexity, the proposed methods can outperform the more complex OAMP detector on realistic channel models specified in [44].

## B. Preliminaries and Notation

Unless specified otherwise, lowercase letters denote scalars, lowercase letters in bold typeface denote vectors, and uppercase letters in bold typeface denote matrices. The sets of nonnegative integers, nonnegative real numbers, real numbers, and complex numbers are denoted by $\mathbb{N}, \mathbb{R}_{+}, \mathbb{R}$, and $\mathbb{C}$, respectively. The set of summable sequences in $\mathbb{R}_{+}$is denoted by $\ell_{+}^{1}(\mathbb{N})$. The nonnegative part of a real number $x \in \mathbb{R}$ is denoted by $(x)_{+}:=$ $\max \{x, 0\}$. We denote by $I$ the identity operator and by $\mathbf{I}$ the identity matrix. The all-zero vector is denoted by 0 , where the
dimension of the space will be clear from the context. Given two sets $\mathcal{A}$ and $\mathcal{B}$, we write $\mathcal{A} \subset \mathcal{B}$ or $\mathcal{B} \supset \mathcal{A}$ if $(\forall \mathbf{x} \in \mathcal{A}) \mathbf{x} \in \mathcal{B}$.

Throughout this paper, we denote by $(\mathcal{H},\langle\cdot, \cdot\rangle)$ a real Hilbert space with induced norm $(\forall \mathbf{x} \in \mathcal{H})\|\mathbf{x}\|:=\sqrt{\langle\mathbf{x}, \mathbf{x}\rangle}$. Given a function $f: \mathcal{H} \rightarrow \mathbb{R}$, we denote by $\arg \min _{\mathbf{x} \in \mathcal{H}} f(\mathbf{x})$ the set of all minimizers of $f$ (note that this set can be empty). The distance between two points $\mathbf{x}, \mathbf{y} \in \mathcal{H}$ is $d(\mathbf{x}, \mathbf{y})=\|\mathbf{x}-\mathbf{y}\|$. The distance between a point $\mathbf{x} \in \mathcal{H}$ and a nonempty $\operatorname{set} \mathcal{C} \subset \mathcal{H}$ is defined as $d(\mathbf{x}, \mathcal{C})=\inf _{\mathbf{y} \in \mathcal{C}}\|\mathbf{x}-\mathbf{y}\|$. Following [45], we define the projection of a point $\mathbf{x} \in \mathcal{H}$ onto a nonempty subset $\mathcal{C} \subset \mathcal{H}$ as the set

$$
\Pi_{\mathcal{C}}(\mathbf{x}):=\{\mathbf{y} \in \mathcal{C} \mid d(\mathbf{x}, \mathbf{y})=d(\mathbf{x}, \mathcal{C})\}
$$

and we denote by $P_{\mathcal{C}}: \mathcal{H} \rightarrow \mathcal{C}$ an arbitrary but fixed selection of $\Pi_{\mathcal{C}}$, i.e., $(\forall \mathbf{x} \in \mathcal{H}) P_{\mathcal{C}}(\mathbf{x}) \in \Pi_{\mathcal{C}}(\mathbf{x})$. If $\mathcal{C}$ is nonempty, closed, and convex, the set $\Pi_{\mathcal{C}}(\mathrm{x})$ is a singleton for all $\mathrm{x} \in \mathcal{H}$, so $\Pi_{\mathcal{C}}$ has a unique selection $P_{\mathcal{C}}$, which itself is called a projector. For closed nonconvex sets $\mathcal{C} \neq \emptyset$ in finite-dimensional Hilbert spaces, $\Pi_{\mathcal{C}}(\mathbf{x})$ is nonempty for all $\mathbf{x} \in \mathcal{H}$, but it is not in general a singleton. Nevertheless, we will refer to the selection $P_{\mathcal{C}}$ as the projector, as the distinction from the set-valued operator $\Pi_{\mathcal{C}}$ will always be clear.

The sublevel set of a function $f: \mathcal{H} \rightarrow \mathbb{R}$ at level $c \in \mathbb{R}$ is denoted by $\operatorname{lev}_{\leq c} f:=\{\mathbf{x} \in \mathcal{H} \mid f(\mathbf{x}) \leq c\}$. We say that a function $f: \mathcal{H} \rightarrow \mathbb{R} \cup\{-\infty,+\infty\}$ is coercive if $f(\mathbf{x}) \rightarrow+\infty$ whenever $\|\mathbf{x}\| \rightarrow+\infty$. Moreover, we say that the function $f$ is closed if all of its sublevel sets are closed. In this work, we extend the notion of proximal mappings to proper closed (possibly nonconvex) functions.

Definition 1 (Proximal Mapping): Let $f: \mathcal{H} \rightarrow(-\infty,+\infty]$ be a proper, closed function. The proximal mapping $\operatorname{prox}_{f}$ : $\mathcal{H} \rightarrow \mathcal{H}$ associated with $f$ satisfies $(\forall \mathbf{x} \in \mathcal{H})$

$$
\operatorname{prox}_{f}(\mathbf{x}) \in \mathcal{P}(\mathbf{x}):=\arg \min _{\mathbf{y} \in \mathcal{H}}\left(f(\mathbf{y})+\frac{1}{2}\|\mathbf{x}-\mathbf{y}\|^{2}\right)
$$

where we assume that $(\forall \mathbf{x} \in \mathcal{H}) \mathcal{P}(\mathbf{x}) \neq \emptyset$.
If $f$ is proper, lower-semicontinuous, and convex, the $\operatorname{set} \mathcal{P}(\mathbf{x})$ is a singleton for all $x \in \mathcal{H}$. In this case, the assumption that $(\forall \mathbf{x} \in \mathcal{H}) \mathcal{P}(\mathbf{x}) \neq \emptyset$ is always satisfied. If $f$ is nonconvex, we denote by $\operatorname{prox}_{f}(\mathbf{x})$ a unique point selected deterministically from the set $\mathcal{P}(\mathbf{x})$, assuming that such a point exists. Note that $\mathcal{P}(\mathbf{x})$ is nonempty for all $\mathbf{x} \in \mathcal{H}$ if $\left(\mathcal{H}=\mathbb{R}^{N},\langle\cdot, \cdot\rangle\right)$ is a finite dimensional real Hilbert space and the function $\mathbf{y} \mapsto f(\mathbf{y})+$ $\frac{1}{2}\|\mathbf{x}-\mathbf{y}\|^{2}$ is coercive for all $\mathbf{x} \in \mathcal{H}$ [46, Th. 6.4].

Given a subset $\mathcal{X} \subset \mathcal{H}$, a fixed point of a mapping $T: \mathcal{X} \rightarrow \mathcal{H}$ is a point $\mathbf{x} \in \mathcal{X}$ satisfying $T(\mathbf{x})=\mathbf{x}$. The set $\operatorname{Fix}(T)=\{\mathbf{x} \in$ $\mathcal{H} \mid T(\mathbf{x})=\mathbf{x}\}$ is called the fixed point set of $T$. Given two mappings $T_{1}: \mathcal{H} \supset \mathcal{D}_{1} \rightarrow \mathcal{R}_{1} \subset \mathcal{H}$ and $T_{2}: \mathcal{H} \supset \mathcal{D}_{2} \rightarrow \mathcal{R}_{2} \subset \mathcal{H}$ such that $\mathcal{R}_{2} \subset \mathcal{D}_{1}$, we use the shorthand $T_{1} T_{2}:=T_{1} \circ T_{2}$ to denote their concatenation, which is defined by the composition $(\forall \mathbf{x} \in \mathcal{H}) T_{1} T_{2}(\mathbf{x}):=\left(T_{1} \circ T_{2}\right)(\mathbf{x})=T_{1}\left(T_{2}(\mathbf{x})\right)$.

Definition 2 [47, Definition 4.1, 4.33], [17], [14], [48, Definition 2.2.1]: Let $\mathcal{X} \subset \mathcal{H}$ be a nonempty subset of $\mathcal{H}$. A mapping $T: \mathcal{X} \rightarrow \mathcal{H}$ is called

1) nonexpansive if

$$
(\forall \mathbf{x} \in \mathcal{X})(\forall \mathbf{y} \in \mathcal{X}) \quad\|T(\mathbf{x})-T(\mathbf{y})\| \leq\|\mathbf{x}-\mathbf{y}\|
$$

2) averaged nonexpansive or $\alpha$-averaged nonexpansive if there exist $\alpha \in(0,1)$ and a nonexpansive mapping $R$ : $\mathcal{X} \rightarrow \mathcal{H}$ such that $T=(1-\alpha) I+\alpha R$.
3) firmly nonexpansive ( $1 / 2$-averaged nonexpansive) if $(\forall \mathbf{x} \in \mathcal{X})(\forall \mathbf{y} \in \mathcal{X})$

$$
\|T(\mathbf{x})-T(\mathbf{y})\|^{2} \leq\langle T(\mathbf{x})-T(\mathbf{y}), \mathbf{x}-\mathbf{y}\rangle
$$

or equivalently, if $2 T-I$ is nonexpansive.
4) quasi-nonexpansive if $\operatorname{Fix}(T) \neq \emptyset$ and

$$
(\forall \mathbf{x} \in \mathcal{X})(\forall \mathbf{y} \in \operatorname{Fix}(T)) \quad\|T(\mathbf{x})-\mathbf{y}\| \leq\|\mathbf{x}-\mathbf{y}\|
$$

5) averaged quasi-nonexpansive or $\alpha$-averaged quasinonexpansive if there exist $\alpha \in(0,1)$ and a quasinonexpansive mapping $R: \mathcal{X} \rightarrow \mathcal{H}$ such that $T=(1-$ $\alpha) I+\alpha R$.
6) firmly quasi-nonexpansive (1/2-averaged quasinonexpansive) if $\operatorname{Fix}(T) \neq \emptyset$ and $(\forall \mathbf{x} \in \mathcal{X})(\forall \mathbf{y} \in$ $\operatorname{Fix}(T))$

$$
\|T(\mathbf{x})-\mathbf{y}\|^{2} \leq\|\mathbf{x}-\mathbf{y}\|^{2}-\|T(\mathbf{x})-\mathbf{x}\|^{2}
$$

or equivalently, if $2 T-I$ is quasi-nonexpansive [47, Proposition 4.2].
7) $\kappa$-attracting quasi-nonexpansive if $\operatorname{Fix}(T) \neq \emptyset$ and $(\exists \kappa>$ $0)(\forall \mathbf{x} \in \mathcal{X})(\forall \mathbf{y} \in \operatorname{Fix}(T))$

$$
\|T(\mathbf{x})-\mathbf{y}\|^{2} \leq\|\mathbf{x}-\mathbf{y}\|^{2}-\kappa\|\mathbf{x}-T(\mathbf{x})\|^{2}
$$

Fact 1 [47, Sec. 16.1]: Let $f: \mathcal{H} \rightarrow \mathbb{R}$ be a continuous convex function ${ }^{1}$ and denote by $(\forall \mathrm{x} \in \mathcal{H})$
$\partial f(\mathbf{x}):=\{\mathbf{g} \in \mathcal{H} \mid(\forall \mathbf{y} \in \mathcal{H})\langle\mathbf{y}-\mathbf{x}, \mathbf{g}\rangle+f(\mathbf{x}) \leq f(\mathbf{y})\}$
the subdifferential (i.e., the set of all subgradients) of $f$ at $\mathbf{x}$. Then $(\forall \mathbf{x} \in \mathcal{H}) \partial f(\mathbf{x}) \neq \emptyset$.

Fact 2: Let $f: \mathcal{H} \rightarrow \mathbb{R}$ be a continuous convex function such that $\operatorname{lev}_{\leq 0} f:=\{\mathbf{x} \in \mathcal{H} \mid f(\mathbf{x}) \leq 0\} \neq \emptyset$ and let $\mathbf{g}(\mathbf{x}) \in \partial f(\mathbf{x})$ be a subgradient of $f$ at $\mathbf{x} \in \mathcal{H}$. Then the subgradient projector

$$
T: \mathcal{H} \rightarrow \mathcal{H}: \mathbf{x} \mapsto \begin{cases}\mathbf{x}-\frac{f(\mathbf{x})}{\|\mathbf{g}(\mathbf{x})\|^{2}} \mathbf{g}(\mathbf{x}) & \text { if } f(\mathbf{x})>0  \tag{2}\\ \mathbf{x} & \text { if } f(\mathbf{x}) \leq 0\end{cases}
$$

is firmly quasi-nonexpansive, i.e., the mapping $2 T-I$ is quasinonexpansive [49, Proposition 2.3]. Moreover, the mapping (1$\lambda) I+\lambda T$ is quasi-nonexpansive for all $\lambda \in[0,2]$.

Fact 3 [17, Proposition 2]: Let $\mathcal{K} \subset \mathcal{H}$ be a nonempty closed convex set, and let $T$ be the subgradient projector in (2) relative to be a continuous convex function $f$ with $\operatorname{lev}_{\leq 0} f \neq \emptyset$. Then for any $\lambda \in(0,2)$, the mapping

$$
\hat{T}_{\lambda}:=P_{\mathcal{K}}((1-\lambda) I+\lambda T)
$$

is $\left(1-\frac{\lambda}{2}\right)$-attracting quasi-nonexpansive with fixed point set $\operatorname{Fix}(\hat{T})=\mathcal{K} \cup \operatorname{lev}_{\leq 0} f$.

Definition 3: A sequence $\left(\beta_{n} \mathbf{y}_{n}\right)_{n \in \mathbb{N}}$ in $\mathcal{H}$ is called a sequence of bounded perturbations if $\left(\beta_{n}\right)_{n \in \mathbb{N}} \in \ell_{+}^{1}(\mathbb{N})$ and $(\exists r \in$ $\mathbb{R})(\forall n \in \mathbb{N})\left\|\mathbf{y}_{n}\right\| \leq r$.

Definition 4 [50, Definition 1.1]: Let $\mathcal{S}$ be a nonempty subset of $\mathcal{H}$ and let $\left(\mathbf{x}_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $\mathcal{H}$. Then $\left(\mathbf{x}_{n}\right)_{n \in \mathbb{N}}$ is

[^1]- quasi-Fejér (monotone) of Type-I relative to $\mathcal{S}$ if $\left(\exists\left(\varepsilon_{n}\right)_{n \in \mathbb{N}} \in \ell_{+}^{1}(\mathbb{N})\right)(\forall \mathbf{z} \in \mathcal{S})(\forall n \in \mathbb{N})$

$$
\left\|\mathbf{x}_{n+1}-\mathbf{z}\right\| \leq\left\|\mathbf{x}_{n}-\mathbf{z}\right\|+\varepsilon_{n}
$$

- quasi-Fejér (monotone) of Type-II relative to $\mathcal{S}$ if $\left(\exists\left(\varepsilon_{n}\right)_{n \in \mathbb{N}} \in \ell_{+}^{1}(\mathbb{N})\right)(\forall \mathbf{z} \in \mathcal{S})(\forall n \in \mathbb{N})$

$$
\left\|\mathbf{x}_{n+1}-\mathbf{z}\right\|^{2} \leq\left\|\mathbf{x}_{n}-\mathbf{z}\right\|^{2}+\varepsilon_{n}
$$

- quasi-Fejér (monotone) of Type-III relative to $\mathcal{S}$ if $(\forall \mathbf{z} \in$ $\mathcal{S})\left(\exists\left(\varepsilon_{n}\right)_{n \in \mathbb{N}} \in \ell_{+}^{1}(\mathbb{N})\right)(\forall n \in \mathbb{N})$

$$
\left\|\mathbf{x}_{n+1}-\mathbf{z}\right\|^{2} \leq\left\|\mathbf{x}_{n}-\mathbf{z}\right\|^{2}+\varepsilon_{n}
$$

The following known results related to quasi-Fejér monotone sequences will be used in Section II.

Fact 4 [47, Lemma 5.31]: Let $\left(\alpha_{n}\right)_{n \in \mathbb{N}}$ and $\left(\beta_{n}\right)_{n \in \mathbb{N}}$ be sequences in $\mathbb{R}_{+}$, and let $\left(\gamma_{n}\right)_{n \in \mathbb{N}}$ and $\left(\delta_{n}\right)_{n \in \mathbb{N}}$ be sequences in $\ell_{+}^{1}(\mathbb{N})$ such that

$$
(\forall n \in \mathbb{N}) \quad \alpha_{n+1} \leq\left(1+\gamma_{n}\right) \alpha_{n}-\beta_{n}+\delta_{n}
$$

Then the sequence $\left(\alpha_{n}\right)_{n \in \mathbb{N}}$ converges and $\sum_{n \in \mathbb{N}} \beta_{n}$ converges.
Fact 5 [50, Proposition 3.2]: The different types of quasiFejér sequences relative to a set $\mathcal{S} \subset \mathcal{H}$ are related as follows.

- Type-I $\Longrightarrow$ Type-III
- Type-II $\Longrightarrow$ Type-III
- if $\mathcal{S}$ is bounded, then Type-I $\Longrightarrow$ Type-II.

Fact 6 [50, Proposition 3.2-3.3]: Let $\left(\mathrm{x}_{n}\right)_{n \in \mathbb{N}}$ be a quasiFejér sequence (of Type-I, Type-II, or Type-III) relative to a nonempty set $\mathcal{S} \subset \mathcal{H}$. Then $\left(\mathbf{x}_{n}\right)_{n \in \mathbb{N}}$ is bounded and $(\forall \mathbf{z} \in \mathcal{S})$ $\left(\left\|\mathbf{x}_{n}-\mathbf{z}\right\|\right)_{n \in \mathbb{N}}$ converges.

## II. Bounded Perturbation Resilience of the Adaptive Projected Subgradient Method

In this section, we show that the APSM [17] is bounded perturbation resilient. As a consequence of this result, we enable the use of superiorized heuristics based on the APSM. The proofs follow closely the structure in [17], with the main difference that we add bounded perturbations to the recursions in that study. As in [17], Lemma 1 and Theorem 1 are technical results used to prove Theorem 2, the main contribution in this section. The following propositions are also used in the proof of Theorem 2. In particular, Proposition 1 establishes a connection between quasi-nonexpansivity and quasi-Fejér monotonicity.

Proposition 1: Let $\left(T_{n}: \mathcal{H} \rightarrow \mathcal{H}\right)_{n \in \mathbb{N}}$ be a sequence of quasinonexpansive mappings such that $\mathcal{C}:=\bigcap_{n \in \mathbb{N}} \operatorname{Fix}\left(T_{n}\right) \neq \emptyset$, and let $\left(\beta_{n} \mathbf{y}_{n}\right)_{n \in \mathbb{N}}$ be a sequence of bounded perturbations in $\mathcal{H}$. Then the sequence $\left(\mathbf{x}_{n}\right)_{n \in \mathbb{N}}$ generated by

$$
(\forall n \in \mathbb{N}) \quad \mathbf{x}_{n+1}=T_{n}\left(\mathbf{x}_{n}+\beta_{n} \mathbf{y}_{n}\right), \quad \mathbf{x}_{0} \in \mathcal{H}
$$

is quasi-Fejér of Type-I relative to $\mathcal{C}$.

## Proof: See Appendix A

For sequences of attracting quasi-nonexpansive mappings, we can derive a slightly stronger result stated below.

Proposition 2: Let $\kappa>0$, let $\left(T_{n}: \mathcal{H} \rightarrow \mathcal{H}\right)_{n \in \mathbb{N}}$ be a sequence of $\kappa$-attracting quasi-nonexpansive mappings such that $\mathcal{C}:=\bigcap_{n \in \mathbb{N}} \operatorname{Fix}\left(T_{n}\right) \neq \emptyset$, and let $\left(\beta_{n} \mathbf{y}_{n}\right)_{n \in \mathbb{N}}$ be a sequence of bounded perturbations in $\mathcal{H}$. Then for any bounded subset $\mathcal{U} \subset \mathcal{C}$
the sequence $\left(\mathrm{x}_{n}\right)_{n \in \mathbb{N}}$ generated by

$$
(\forall n \in \mathbb{N}) \quad \mathbf{x}_{n+1}=T_{n}\left(\mathbf{x}_{n}+\beta_{n} \mathbf{y}_{n}\right), \quad \mathbf{x}_{0} \in \mathcal{H}
$$

satisfies the following: $\left(\exists\left(\gamma_{n}\right)_{n \in \mathbb{N}} \in \ell_{+}^{1}(\mathbb{N})\right)(\forall \mathbf{z} \in \mathcal{U})$

$$
\left\|\mathbf{x}_{n+1}-\mathbf{z}\right\|^{2} \leq\left\|\mathbf{x}_{n}-\mathbf{z}\right\|^{2}-\kappa\left\|\mathbf{x}_{n+1}-\mathbf{x}_{n}\right\|^{2}+\gamma_{n}
$$

## Proof: See Appendix B

The following lemma is a generalization of [17, Lemma 1] to quasi-Fejér monotone sequences. The proof follows almost line by line the proof in [17, Lemma 1].

Lemma 1: Suppose that a sequence $\left(\mathbf{u}_{n}\right)_{n \in \mathbb{N}}$ in $\mathcal{H}$ is quasiFejér monotone of Type-I relative to a closed convex $\operatorname{set} \mathcal{C} \subset \mathcal{H}$. In addition, suppose that $\mathcal{C}$ has a nonempty relative interior with respect to a linear variety $\mathcal{V} \subset \mathcal{H}$, i.e., there exist $\mathrm{x}_{0} \in \mathcal{C} \cap \mathcal{V}$ and $\varepsilon>0$ satisfying $\mathcal{U}:=\left\{\mathbf{x} \in \mathcal{V} \mid\left\|\mathbf{x}-\mathbf{x}_{0}\right\| \leq \varepsilon\right\} \subset \mathcal{C}$. Then $\left(P_{\mathcal{V}}\left(\mathbf{x}_{n}\right)\right)_{n \in \mathbb{N}}$ converges strongly to a point in $\mathcal{V}$.

Proof: See Appendix C
Lemma 1 is used to prove the following theorem, which generalizes [17, Th. 1] to quasi-Fejér monotone sequences. It provides sufficient conditions for strong convergence of quasiFejér monotone sequences. The proof follows very closely the proof in [17].

Theorem 1: Let $\left(\mathbf{u}_{n}\right)_{n \in \mathbb{N}}$ be a quasi-Fejér sequence of Type-I relative to a closed convex set $\mathcal{C} \subset \mathcal{H}$, and suppose that there exist $\kappa>0$ and $\left(\gamma_{n}\right)_{n \in \mathbb{N}} \in \ell_{+}^{1}(\mathbb{N})$ such that $(\forall \mathbf{z} \in \mathcal{C})(\forall n \in \mathbb{N})$

$$
\begin{equation*}
\kappa\left\|\mathbf{u}_{n}-\mathbf{u}_{n+1}\right\|^{2} \leq\left\|\mathbf{u}_{n}-\mathbf{z}\right\|^{2}-\left\|\mathbf{u}_{n+1}-\mathbf{z}\right\|^{2}+\gamma_{n} \tag{3}
\end{equation*}
$$

Then $\left(\mathbf{u}_{n}\right)_{n \in \mathbb{N}}$ converges strongly to a point in $\mathcal{H}$ if $\mathcal{C}$ has a nonempty relative interior with respect to a hyperplane $\mathcal{W} \subset \mathcal{H}$.

## Proof: See AppendixD

Finally, Theorem 2, which is based on [17, Th. 2], states the main result of this section. It shows that perturbed versions of the APSM essentially enjoy the same convergence guarantees as their unperturbed counterpart in [17], except for monotone approximation. The proof of Theorem 2 relies on Propositions 1 and 2, and on Theorem 1.

Theorem 2: Let $\left(\Theta_{n}: \mathcal{H} \rightarrow \mathbb{R}_{+}\right)_{n \in \mathbb{N}}$ be a sequence of continuous convex functions, let $\mathcal{K} \subset \mathcal{H}$ be a nonempty closed convex set, and denote the APSM update for the $n$th iteration by $^{2}(\forall n \in \mathbb{N})$

$$
\begin{align*}
T_{n}: \mathcal{H} \rightarrow \mathcal{H} \\
\mathbf{x} \mapsto \begin{cases}P_{\mathcal{K}}\left(\mathbf{x}-\lambda_{n} \frac{\Theta_{n}(\mathbf{x})}{\left\|\Theta_{n}^{\prime}(\mathbf{x})\right\|^{2}} \Theta_{n}^{\prime}(\mathbf{x})\right) & \text { if } \Theta_{n}^{\prime}(\mathbf{x}) \neq \mathbf{0} \\
P_{\mathcal{K}}(\mathbf{x}) & \text { otherwise }\end{cases} \tag{4}
\end{align*}
$$

where $\Theta_{n}^{\prime}\left(\mathbf{x}_{n}\right) \in \partial \Theta_{n}\left(\mathbf{x}_{n}\right)$ and $\lambda_{n} \in[0,2]$. Moreover, let $\left(\beta_{n} \mathbf{y}_{n}\right)_{n \in \mathbb{N}} \subset \mathcal{H}$ be a sequence of bounded perturbations, define $(\forall n \in \mathbb{N})$

$$
\Omega_{n}:=\left\{\mathbf{x} \in \mathcal{K} \mid \Theta_{n}(\mathbf{x})=\Theta_{n}^{\star}:=\inf _{\mathbf{x} \in \mathcal{K}} \Theta_{n}(\mathbf{x})\right\}
$$

[^2]and suppose that
\[

$$
\begin{equation*}
(\forall n \in \mathbb{N}) \quad \Theta_{n}^{\star}=0 \quad \text { and } \quad \Omega:=\bigcap_{n \in \mathbb{N}} \Omega_{n} \neq \emptyset \tag{5}
\end{equation*}
$$

\]

Then for any $\mathbf{x}_{0} \in \mathcal{K}$, the sequence $\left(\mathbf{x}_{n}\right)_{n \in \mathbb{N}}$ in $\mathcal{K}$ generated by the perturbed APSM ${ }^{3}$

$$
\begin{equation*}
\mathbf{x}_{0} \in \mathcal{K}, \quad \mathbf{x}_{n+1}=T_{n}\left(\mathbf{x}_{n}+\beta_{n} \mathbf{y}_{n}\right) \tag{6}
\end{equation*}
$$

satisfies the following:

1) The sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ is quasi-Fejér monotone of Type-I relative to $\Omega$, so $\left(\mathbf{x}_{n}\right)_{n \in \mathbb{N}}$ is bounded.
2) Moreover, if in addition to (5) $\left(\exists\left(\varepsilon_{1}, \varepsilon_{2}\right) \in \mathbb{R}_{+}^{2}\right)(\forall n \in \mathbb{N})$ $\lambda_{n} \in\left[\varepsilon_{1}, 2-\varepsilon_{2}\right] \subset(0,2)$ and $\left(\Theta_{n}^{\prime}\left(\mathbf{x}_{n}+\beta_{n} \mathbf{y}_{n}\right)\right)_{n \in \mathbb{N}}$ is bounded, then $\lim _{n \rightarrow \infty} \Theta_{n}\left(\mathbf{x}_{n}+\beta_{n} \mathbf{y}_{n}\right)=0$.
3) Assume that $\Omega$ has a relative interior w.r.t. a hyperplane $\mathcal{W} \subset \mathcal{H}$, i.e., $(\exists \tilde{\mathbf{u}} \in \Omega \cap \mathcal{W})$ and $(\exists \varepsilon>0)$ satisfying $\mathcal{U}:=\{\mathbf{u} \in \mathcal{W} \mid\|\mathbf{u}-\tilde{\mathbf{u}}\| \leq \varepsilon\} \subset \Omega$. Then by using $(\forall n \in \mathbb{N}) \lambda_{n} \in\left[\varepsilon_{1}, 2-\varepsilon_{2}\right] \subset(0,2)$, the sequence $\left(\mathbf{x}_{n}\right)_{n \in \mathbb{N}}$ in (6) converges strongly to a point $\hat{\mathbf{u}} \in \mathcal{K}$, i.e., $\lim _{n \rightarrow \infty}\left\|\mathbf{x}_{n}-\hat{\mathbf{u}}\right\|=0$. Moreover, $\lim _{n \rightarrow \infty} \Theta_{n}(\hat{\mathbf{u}})=0$ provided that (i) $\left(\Theta_{n}^{\prime}\left(\mathbf{x}_{n}+\beta_{n} \mathbf{y}_{n}\right)\right)_{n \in \mathbb{N}}$ is bounded and that (ii) there exists bounded $\left(\Theta_{n}^{\prime}(\hat{\mathbf{u}})\right)_{n \in \mathbb{N}}$, where $(\forall n \in$ $\mathbb{N}) \Theta_{n}^{\prime}(\hat{\mathbf{u}}) \in \partial \Theta_{n}(\hat{\mathbf{u}})$.
4) In addition the assumptions (i) and (ii) in (c), assume that $\Omega$ has an interior point $\tilde{\mathbf{u}}$, i.e., $(\exists \rho>0)$ satisfying $\{\mathbf{v} \in$ $\mathcal{H} \mid\|\mathbf{v}-\tilde{\mathbf{u}}\| \leq \rho\} \subset \Omega$. Define $\left(\mathbf{x}_{n}\right)_{n \in \mathbb{N}}$ by using $(\forall n \in$ $\mathbb{N}) \lambda_{n} \in\left[\varepsilon_{1}, 2-\varepsilon_{2}\right] \subset(0,2)$, and let $\hat{\mathbf{u}}:=\lim _{n \rightarrow \infty} \mathbf{x}_{n} \subset$ $\mathcal{K}$ (the existence of $\hat{\mathbf{u}}$ is guaranteed by (c)). In this case, if

$$
(\forall \varepsilon>0)(\forall r>0)(\exists \delta>0) \underset{\substack{d\left(\mathbf{x}_{n}, \operatorname{lev} \leq 0 \Theta_{n}\right) \geq \varepsilon \\\left\|\tilde{\mathbf{u}}-\mathbf{x}_{n}\right\| \leq r}}{ } \Theta_{n}\left(\mathbf{x}_{n}\right) \geq \delta,
$$

the limit $\hat{\mathbf{u}}$ satisfies $\hat{\mathbf{u}} \in \overline{\liminf _{n \rightarrow \infty} \Omega_{n}}$, where $\liminf _{n \rightarrow \infty} \Omega_{n}:=$ $\bigcup_{n=0}^{\infty} \bigcap_{k \geq n} \Omega_{k}$ and the overbar denotes the closure of a set.
Proof: See Appendix E
Remark 1: We note that in [17], the condition in (5) does not concern the initial $n_{0}$ iterations, allowing for a finite number of cost functions that lead to an empty intersection of zero level sets. Nevertheless, Theorem 2 still covers this case if we let $\mathbf{x}_{0}:=\tilde{\mathbf{x}}_{n_{0}}$, where $\tilde{\mathbf{x}}_{n_{0}} \in \mathcal{H}$ denotes the estimate after the first $n_{0}$ iterations.

Owing to the versatile applicability of the APSM, Theorem 2 can be used to prove the convergence of algorithms in a wide range of applications. For example, it offers a straightforward means of proving the convergence of the heuristic proposed in [29]. An application to channel estimation for hybrid beamforming architectures in an online setting can be found in [51]. Moreover, unlike many existing results on bounded perturbation resilience, Theorem 2 even applies to infinite dimensional Hilbert spaces. In the remainder of this paper, we use Theorem 2 to devise iterative MIMO detectors based on a superiorized APSM.

[^3]
## III. Application to MIMO Detection

To illustrate the usefulness of the theoretical results in Section II, we devise iterative MIMO detectors with low complexity based on a superiorized APSM. We consider a MIMO system with $K$ transmit- and $N$ receive antennas. For constellation alphabets with independent real-and imaginary part (such as the conventional QPSK or digital QAM; see, e.g., [52, Sec. 1.3]), which are commonly used in practice, we can describe the system using the real-valued signal model [53]

$$
\mathbf{y}=\mathbf{H s}+\mathbf{w}
$$

where $\mathbf{y} \in \mathbb{R}^{2 N}$ is the received signal, $\mathbf{H} \in \mathbb{R}^{2 N \times 2 K}$ is the channel matrix, $\mathbf{s} \in \mathbb{R}^{2 K}$ is the transmit signal with coefficients $(\forall k \in \mathcal{I}:=\{1, \ldots, 2 K\}) s_{k} \in \mathcal{A} \subset \mathbb{R}$ drawn independently from a uniform distribution over a finite set $\mathcal{A}$ of real-valued constellation points, and $\mathbf{w} \sim \mathcal{N}\left(\mathbf{0}, \frac{\sigma^{2}}{2} \mathbf{I}\right)$ is a $2 N$-dimensional real vector of i.i.d. Gaussian noise samples.

The goal of MIMO detection is to estimate the transmit signal vector s based on knowledge of the channel $\mathbf{H}$ and the received signal vector $\mathbf{y}$. Since the entries of s are distributed uniformly over the constellation alphabet and $\mathbf{w}$ is a vector of Gaussian noise, the optimal detector uses the maximum likelihood criterion given by

$$
\begin{equation*}
\mathbf{s}^{\star} \in \underset{\mathbf{x} \in \mathcal{S}}{\arg \max } p(\mathbf{y} \mid \mathbf{x})=\underset{\mathbf{x} \in \mathcal{S}}{\arg \min }\|\mathbf{H} \mathbf{x}-\mathbf{y}\|_{2}^{2} \tag{7}
\end{equation*}
$$

where $\mathcal{S}:=\mathcal{A}^{2 K} \subset \mathbb{R}^{2 K}$ is the discrete set of feasible transmit signal vectors and $p(\mathbf{y} \mid \mathbf{x})$ denotes the conditional probability of $\mathbf{y}$ given x . The maximum likelihood problem is known to be NP-hard [54] (and, in fact, NP-complete [55]). Therefore, various suboptimal approximations have been proposed.

In Section III-A, we formulate Problem (7) in a real Hilbert space, which allows us to propose algorithms with convergence guarantees based on Theorem 2. In Section III-B, we replace the finite set $\mathcal{S}$ in Problem (8) by its convex hull and we propose an APSM to approximate a solution to the relaxed problem. Subsequently, in Section III-C, we propose superiorized version of this algorithm by adding bounded perturbations in each iteration with the intent to steer the iterate towards a solution to the nonconvex maximum likelihood problem. Similarly to AMP, which alternates between gradient steps and (Gaussian) denoising steps, the proposed algorithm interleaves subgradient projections onto sublevel sets with denoising steps defined by hard slicing or soft thresholding. A convergence proof for the proposed method is provided in Section III-D, and the algorithmic steps are summarized in Section III-E.

## A. Set-Theoretic Formulation in a Hilbert Space

In the following, we approach the problem from a set-theoretic perspective, which enables us to devise low-complexity approximation techniques with provable convergence properties without imposing any additional assumptions. To apply the results in Section II, we formulate Problem (7) in a real Hilbert space $\left(\mathcal{H}:=\mathbb{R}^{2 K},\langle\cdot, \cdot\rangle\right)$ equipped with the standard Euclidean inner product

$$
(\forall \mathbf{x}, \mathbf{y} \in \mathcal{H}) \quad\langle\mathbf{x}, \mathbf{y}\rangle:=\mathbf{y}^{T} \mathbf{x}
$$

which induces the Euclidean norm $\|\cdot\|=\|\cdot\|_{2}$. In this Hilbert space, we can express the maximum likelihood problem in (7) as

$$
\begin{equation*}
\underset{\mathbf{x} \in \mathcal{H}}{\operatorname{minimize}}\|\mathbf{H x}-\mathbf{y}\|^{2}+\iota_{\mathcal{S}}(\mathbf{x}) \tag{8}
\end{equation*}
$$

where and $\iota_{\mathcal{S}}: \mathcal{H} \rightarrow \mathbb{R}_{+} \cup\{+\infty\}$ is the indicator function of $\mathcal{S}$ given by

$$
(\forall \mathbf{x} \in \mathcal{H}) \quad \iota_{\mathcal{S}}(\mathbf{x})= \begin{cases}0 & \text { if } \mathbf{x} \in \mathcal{S} \\ +\infty & \text { otherwise }\end{cases}
$$

## B. An Adaptive Projected Subgradient Method for MIMO Detection

In principle, a solution to the maximum likelihood problem can be approximated with iterative techniques that interleave gradient steps for the cost function with projections onto the nonconvex constraint set in (7). Such algorithms, based on projected gradient methods or the alternating direction method of multipliers (ADMM), have been discussed in [38], [40], [56]. However, owing to the projection onto the nonconvex constellation alphabet, convergence of these algorithms cannot be guaranteed without imposing stringent assumptions on the channel matrix (see [56]). Instead of directly approaching the nonconvex maximum likelihood problem in (7), some authors [57], [58], [59] have applied iterative algorithms to a relaxed version of Problem (7), in which the discrete set $\mathcal{S}$ is replaced with its convex hull

$$
\mathcal{B}:=\left\{\mathbf{x} \in \mathcal{H} \mid\|\mathbf{x}\|_{\infty} \leq a_{\max }\right\}
$$

where $a_{\text {max }}=\max _{a \in \mathcal{A}}|a|$. The resulting suboptimal detector

$$
\begin{equation*}
\hat{\mathbf{s}} \in \underset{\mathbf{x} \in \mathcal{B}}{\arg \min }\|\mathbf{H x}-\mathbf{y}\|^{2} \tag{9}
\end{equation*}
$$

is also referred to as box-relaxation decoder [60]. In the following, we devise a basic algorithm based on an APSM that aims at approximating solutions to Problem (9). According to Theorem 2 and Remark 1, convergence of the APSM can only be guaranteed if all but finitely many of its cost functions attain the value zero. Hence we cannot directly use the objective function in (7) as a cost function for all iterations of the APSM. If the optimal objective value $\hat{\rho}:=\|\mathbf{H} \hat{\mathbf{x}}-\mathbf{y}\|^{2}$ of Problem (9) were known, we could use the APSM to solve the problem

$$
\underset{\mathbf{x} \in \mathcal{B}}{\operatorname{minimize}}\left(\|\mathbf{H} \mathbf{x}-\mathbf{y}\|^{2}-\hat{\rho}\right)_{+} .
$$

This reformulation of the convex minimization problem in (9) is equivalent to the convex feasibility problem

$$
\begin{equation*}
\text { find } \mathrm{x} \text { such that } \mathrm{x} \in \mathcal{C}_{\hat{\rho}} \cap \mathcal{B} \tag{10}
\end{equation*}
$$

where $(\forall \rho \geq 0) \mathcal{C}_{\rho}:=\left\{\mathbf{x} \in \mathcal{H} \mid\|\mathbf{H x}-\mathbf{y}\|^{2} \leq \rho\right\}$ is a sublevel set of the objective function in (7), also known as stochastic property set [61]. In the following, we build upon a technique shown in [29], where the objective is to solve the problem

$$
\begin{equation*}
\text { find } \mathrm{x} \text { such that } \mathrm{x} \in\left(\bigcap_{n \geq n_{0}} \mathcal{C}_{\rho_{n}}\right) \cap \mathcal{B} \text {, } \tag{11}
\end{equation*}
$$

for some $n_{0} \in \mathbb{N}$, given a sequence $\left(\mathcal{C}_{\rho_{n}}\right)_{n \in \mathbb{N}}$ of stochastic property sets. As in [29], we define a sequence of continuous convex functions $\Theta_{n}: \mathcal{H} \rightarrow \mathbb{R}_{+}$by

$$
(\forall n \in \mathbb{N})(\forall x \in \mathcal{H}) \quad \Theta_{n}(\mathbf{x}):=\left(\|\mathbf{H} \mathbf{x}-\mathbf{y}\|^{2}-\rho_{n}\right)_{+}
$$

and we use the APSM to minimize asymptotically (in the sense defined in [17, Th. 2(b)]) this sequence of functions over the set $\mathcal{B}$ by iteratively applying the recursion

$$
\begin{equation*}
\mathbf{x}_{0} \in \mathcal{H}, \quad(\forall n \in \mathbb{N}) \mathbf{x}_{n+1}:=T_{n}\left(\mathbf{x}_{n}\right) \tag{12}
\end{equation*}
$$

where

$$
T_{n}(\mathbf{x}):= \begin{cases}P_{\mathcal{B}}\left(\mathbf{x}-\mu_{n} \frac{\Theta_{n}(\mathbf{x})}{\left\|\Theta_{n}^{\prime}(\mathbf{x})\right\|^{2}} \Theta_{n}^{\prime}(\mathbf{x})\right) & \text { if } \Theta_{n}(\mathbf{x})>0  \tag{13}\\ P_{\mathcal{B}}(\mathbf{x}) & \text { otherwise }\end{cases}
$$

Here, $\quad(\forall n \in \mathbb{N}) \quad \Theta_{n}^{\prime}: \mathcal{H} \rightarrow \mathcal{H}: \mathbf{x} \mapsto 2 \mathbf{H}^{T}(\mathbf{H x}-\mathbf{y}) \in$ $\partial \Theta_{n}(\mathbf{x})$ defines a subgradient of $\Theta_{n}$ at $\mathbf{x}$, and $\mu_{n} \in$ $\left[\varepsilon_{1}, 2-\varepsilon_{2}\right] \subset(0,2)$ is a relaxation parameter. If we choose the elements of $\left(\rho_{n}\right)_{n \in \mathbb{N}}$ to increase monotonically in such a way that $\left(\exists n_{0} \in \mathbb{N}\right) \rho_{n_{0}}>\hat{\rho}$, the recursion in (12) is guaranteed to converge (see Section III-D). Moreover, if $\rho_{0}$ is sufficiently small and $\left(\rho_{n}\right)_{n \in \mathbb{N}}$ increases sufficiently slowly, the final objective value $\lim _{n \rightarrow \infty}\left\|\mathbf{H} \mathbf{x}_{n}-\mathbf{y}\right\|^{2}$ will be close to optimal. In the next subsection, we devise superiorized versions of the algorithm in (12), which additionally aim at enforcing the nonconvex constraint $\mathcal{S}$. As the optimal objective value $\rho^{\star}:=\left\|\mathbf{H s}^{\star}-\mathbf{y}\right\|^{2}$ of the ML problem in (7) may be larger than $\hat{\rho}$, we additionally require the sequence $\left(\rho_{n}\right)_{n \in \mathbb{N}}$ to satisfy $\left(\exists n_{0} \in \mathbb{N}\right)\left(\forall n \geq n_{0}\right) \rho_{n} \geq \rho^{\star} \geq \hat{\rho}$ in the following.

Comment 1: Problem (11) is feasible only for $n_{0}$ such that ( $\forall n \geq n_{0}$ ) $\rho_{n} \geq \hat{\rho}$. Moreover, for the feasible set to contain the ML estimate $\mathbf{s}^{\star}$, it is required that $\left(\forall n \geq n_{0}\right) \rho_{n} \geq \rho^{\star}$. Furthermore, the algorithm in (12) will make progress (in the sense that $\mathbf{x}_{n+1} \neq \mathbf{x}_{n}$ ) only if $\rho_{n}<\left\|\mathbf{H} \mathbf{x}_{n}-\mathbf{y}\right\|^{2}$. Therefore, the elements of the sequence $\left(\rho_{n}\right)_{n \in \mathbb{N}}$ should increase slowly, in order to ensure that there are sufficiently many iterations between the first time $\rho_{n} \geq \hat{\rho}$ (or $\rho_{n} \geq \rho^{\star}$, respectively) and the instant at which $\rho_{n} \geq\left\|\mathbf{H} \mathbf{x}_{n}-\mathbf{y}\right\|^{2}$.

## C. Superiorization

Replacing the discrete constellation alphabet $\mathcal{S}$ with its convex hull $\mathcal{B} \supset \mathcal{S}$ can potentially limit the performance of the algorithm in (12), because it ignores available information on the prior distribution of $\mathbf{x}$. Therefore, we use the APSM in (12) as a basic algorithm for superiorization, and we devise a superiorized version

$$
\begin{equation*}
(\forall n \in \mathbb{N}) \quad \mathbf{x}_{n+1}:=T_{n}\left(\mathbf{x}_{n}+\beta_{n} \mathbf{v}_{n}\right), \quad \mathbf{x}_{0} \in \mathcal{H} \tag{14}
\end{equation*}
$$

of this algorithm by adding small perturbations to its iterates with the intent to reduce slightly the value of a certain superiorization objective. According to Theorem 2, convergence of the sequence generated by the recursion in (14) can still be guaranteed, given that $\left(\beta_{n} \mathbf{v}_{n}\right)_{n \in \mathbb{N}}$ are bounded perturbations in the sense of Definition 3, i.e., that $\left(\beta_{n}\right)_{n \in \mathbb{N}} \in \ell_{+}^{1}(\mathbb{N})$ and that $\left(\mathbf{v}_{n}\right)_{n \in \mathbb{N}}$ is a bounded sequence in $\mathcal{H}$. Potential choices for the sequence $\left(\mathbf{v}_{n}\right)_{n \in \mathbb{N}}$ are introduced below.

Objective functions for superiorization are typically convex. Nevertheless, we consider nonconvex objective functions in the following. Moreover, as in [15], we slightly deviate from [8] and [7], by using proximal mappings instead of subgradients of the superiorization objective to define the perturbations. In this way, we enable a simple trade-off between the perturbations' magnitude and their contribution to reducing the objective value. To incorporate prior information about the transmit signal, we are interested in superiorization objective functions $f: \mathcal{H} \rightarrow \mathbb{R}_{+} \cup\{+\infty\}$ that satisfy $f(\mathbf{x})=0$ if and only if $\mathrm{x} \in \mathcal{S}$. One example of such a function is the indicator function $f_{\ell_{2}}:=\iota_{\mathcal{S}}$. The proximal mapping associated with $f_{\ell_{2}}$ is given by $\operatorname{prox}_{f_{\ell_{2}}}(\mathbf{x})=P_{\mathcal{S}}(\mathbf{x})$. Here, $P_{\mathcal{S}}$ denotes a projection onto the set $\mathcal{S}$. Since $\mathcal{S}$ is not convex, this point is not unique for all $\mathrm{x} \in \mathcal{H}$. However, a projection onto $\mathcal{S}$ always exists because the set is closed and the space $\mathcal{H}$ is finite dimensional. In this way, we can devise perturbations of the form

$$
\begin{equation*}
(\forall n \in \mathbb{N}) \quad \mathbf{v}_{n}^{\left(\ell_{2}\right)}:=P_{\mathcal{S}}\left(\mathbf{x}_{n}\right)-\mathbf{x}_{n} \tag{15}
\end{equation*}
$$

As the primary objective of MIMO detection is to reduce the symbol error ratio (SER), one could instead use a superiorization objective that penalizes the number of coefficients of the estimate $\hat{\mathbf{x}} \in \mathcal{H}$ that lie outside of the set of valid constellation points, i.e.,

$$
\begin{equation*}
\sum_{k: \hat{x}_{k} \notin \mathcal{A}} 1=\left\|\hat{\mathbf{x}}-P_{\mathcal{S}}(\hat{\mathbf{x}})\right\|_{0} \tag{16}
\end{equation*}
$$

where $\|\cdot\|_{0}$ denotes the $\ell_{0}$ pseudo-norm. Borrowing a wellknown technique from compressed sensing [62], we replace the $\ell_{0}$ pseudo-norm in (16) with the $\ell_{1}$-norm to define an alternative superiorization objective $(\forall \mathbf{x} \in \mathcal{H}) \quad f_{\ell_{1}}(\mathbf{x}):=\left\|\mathbf{x}-P_{\mathcal{S}}(\mathbf{x})\right\|_{1}$. Note that $f_{\ell_{1}}$ is still nonconvex due to the projection onto the nonconvex set $\mathcal{S}$. Nevertheless, based on [46, Example 6.8] and the translation property of the proximal mapping [46, Th. 6.11], $(\forall \tau \geq 0)$ we can define a proximal mapping associated with $\tau f_{\ell_{1}}$ by $^{4} \operatorname{prox}_{\tau f_{\ell_{1}}}(\mathbf{x})=\phi_{\tau}\left(\mathbf{x}-P_{\mathcal{S}}(\mathbf{x})\right)+P_{\mathcal{S}}(\mathbf{x})$, where $(\forall \tau \geq 0) \phi_{\tau}: \mathcal{H} \rightarrow \mathcal{H}$ is the soft-thresholding operator

$$
\left.(\forall \mathbf{x} \in \mathcal{H})(\forall k \in \mathcal{I}) \phi_{\tau}(\mathbf{x})\right|_{k}:=\operatorname{sign}\left(x_{k}\right)\left(\left|x_{k}\right|-\tau\right)_{+} .
$$

As a result, we obtain perturbations of the form $(\forall n \in \mathbb{N})$

$$
\begin{align*}
\mathbf{v}_{n}^{\left(\ell_{1}\right)} & :=\operatorname{prox}_{\tau_{n} f_{\ell_{1}}}\left(\mathbf{x}_{n}\right)-\mathbf{x}_{n} \\
& =\phi_{\tau_{n}}\left(\mathbf{x}_{n}-P_{\mathcal{S}}\left(\mathbf{x}_{n}\right)\right)+P_{\mathcal{S}}\left(\mathbf{x}_{n}\right)-\mathbf{x}_{n} \tag{17}
\end{align*}
$$

The convergence of the superiorized APSM in (14) with perturbations according to (15) or (17) is investigated below.

## D. Convergence of the Proposed Algorithms

According to Theorem 2 and Remark 1, the sequence produced by the superiorized APSM in (14) converges (strongly) to a point $\mathbf{x}^{\star} \in \mathcal{B}$, given that the perturbations are bounded and that
(C1) $\left(\exists n_{0} \in \mathbb{N}\right)\left(\forall n \geq n_{0}\right) \quad \Theta_{n}^{\star}=0$, i.e., defining $(\forall n \in$ $\mathbb{N}) \Omega_{n}:=\left\{\mathbf{x} \in \mathcal{B} \mid \Theta_{n}(\mathbf{x})=\Theta_{n}^{\star}\right\}=\mathcal{B} \cap \mathcal{C}_{\rho_{n}}$, we have $\Omega:=\bigcap_{n \geq n_{0}} \Omega_{n} \neq \emptyset$.

[^4](C2) $(\exists \mathbf{z} \in \Omega)(\exists \eta>0)\{\mathbf{x} \in \mathcal{H} \mid\|\mathbf{x}-\mathbf{z}\| \leq \eta\} \subset \Omega$, i.e., the set $\Omega$ has an interior point.
Moreover, the point $\mathbf{x}^{\star}$ minimizes all but finitely many functions of the sequence $\left(\Theta_{n}\right)_{n \in \mathbb{N}}$ if
(C3) the sequence $\left(\Theta_{n}^{\prime}\left(\mathbf{x}_{n}+\beta_{n} \mathbf{y}_{n}\right)\right)_{n \in \mathbb{N}}$ is bounded
(C4) there exists a bounded sequence $\left(\Theta_{n}^{\prime}\left(\mathrm{x}^{\star}\right)\right)_{n \in \mathbb{N}}$, where $(\forall n \in \mathbb{N}) \Theta_{n}^{\prime}\left(\mathbf{x}^{\star}\right) \in \partial \Theta_{n}\left(\mathbf{x}^{\star}\right)$
The objective of the remainder of this subsection is to show that these conditions are satisfied. We begin by showing that the proposed perturbations are bounded.

Proposition 3: The proposed perturbations in (15) and (17) are bounded.

Proof: Since $\mathcal{B}$ is compact, we can define $c:=\max _{\mathbf{x} \in \mathcal{B}}\|\mathbf{x}\|$. By (13) and the definition of a projection, $(\forall n \in \mathbb{N}) \mathbf{x}_{n} \in \mathcal{B}$ and $(\forall \mathbf{x} \in \mathcal{H}) P_{\mathcal{S}}(\mathbf{x}) \in \mathcal{S} \subset \mathcal{B}$. Consequently, we have

$$
\left\|\mathbf{v}_{n}^{\left(\ell_{2}\right)}\right\|=\left\|P_{\mathcal{S}}(\mathbf{x})-\mathbf{x}_{n}\right\| \leq\left\|P_{\mathcal{S}}(\mathbf{x})\right\|+\left\|\mathbf{x}_{n}\right\| \leq 2 c
$$

and

$$
\begin{aligned}
\left\|\mathbf{v}_{n}^{\left(\ell_{1}\right)}\right\| & =\left\|\phi_{\tau}\left(\mathbf{x}-P_{\mathcal{S}}(\mathbf{x})\right)+P_{\mathcal{S}}(\mathbf{x})-\mathbf{x}_{n}\right\| \\
& \leq\left\|\phi_{\tau}\left(\mathbf{x}-P_{\mathcal{S}}(\mathbf{x})\right)\right\|+\left\|P_{\mathcal{S}}(\mathbf{x})-\mathbf{x}_{n}\right\| \\
& \leq 2\left\|P_{\mathcal{S}}(\mathbf{x})-\mathbf{x}_{n}\right\| \leq 4 c
\end{aligned}
$$

which concludes the proof.
Finally, we use Theorem 2 and Proposition 3 to prove the convergence of the proposed algorithms. Since the proof requires the convex hull of the constellation constraint to have an interior point, we restrict our attention to constellation alphabets $\mathcal{A}$ the elements of which span the entire complex plane. Note that we can still apply the proposed approach to other constellations, such as BPSK (see, e.g., [52, Sec. 1.3]), by posing the problem in a subspace of $\mathcal{H}$.

Proposition 4: Let $\left(\rho_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $\mathbb{R}_{+}$satisfying $\left(\exists n_{0} \in \mathbb{N}\right)(\exists \eta>0)\left(\forall n \geq n_{0}\right) \rho_{n} \geq \rho^{\star}+\eta$. Then the algorithm in (14) with $\left(\beta_{n}\right)_{n \in \mathbb{N}} \in \ell_{+}^{1}(\mathbb{N})$ and perturbations according to (15) or (17) is guaranteed to converge to a point $\mathbf{x}^{\star} \in \mathcal{B}$ minimizing all but finitely many functions of the sequence $\left(\Theta_{n}\right)_{n \in \mathbb{N}}$.

Proof: In light of Theorem 2, it remains to show that the conditions (C1)-(C4) above are satisfied. Let $\mathbf{s}^{\star}$ denote a solution to Problem (7).
(C1) By assumption, $\left(\forall n \geq n_{0}\right) \rho_{n} \geq \rho^{\star}=\left\|\mathbf{H s}^{\star}-\mathbf{y}\right\|^{2}$, whereby $0 \leq \Theta_{n}^{\star} \leq\left(\left\|\mathbf{H s}^{\star}-\mathbf{y}\right\|^{2}-\rho_{n}\right)_{+} \leq 0$. Moreover, $\left(\forall n \geq n_{0}\right) \mathbf{s}^{\star} \in \mathcal{C}_{\rho_{n}} \cap \mathcal{B}=\Omega_{n}$, and thus $\Omega \neq \emptyset$.
(C2) Define $\mathcal{E}:=\left\{\mathbf{x} \in \mathcal{H} \mid\left\|\mathbf{s}^{\star}-\mathbf{x}\right\| \leq \varepsilon\right\}$ with some positive $\varepsilon \leq \frac{\sqrt{\rho^{\star}+\eta}-\sqrt{\rho^{\star}}}{\|\mathbf{H}\|_{2}}$. All $\mathbf{u} \in \mathcal{H}$ with $\|\mathbf{u}\| \leq 1$ satisfy

$$
\begin{aligned}
\left\|\mathbf{H}\left(\mathbf{s}^{\star}+\varepsilon \mathbf{u}\right)+\mathbf{y}\right\|^{2} & =\rho^{\star}+2 \varepsilon\left\langle\mathbf{H} \mathbf{s}^{\star}-\mathbf{y}, \mathbf{H} \mathbf{u}\right\rangle+\varepsilon^{2}\|\mathbf{H} \mathbf{u}\|^{2} \\
& \stackrel{(i)}{\leq} \rho^{\star}+2 \varepsilon \sqrt{\rho^{\star}}\|\mathbf{H}\|_{2}+\varepsilon^{2}\|\mathbf{H}\|_{2}^{2} \\
& \leq \rho^{\star}+\eta
\end{aligned}
$$

where (i) is an application of the Cauchy-Schwartz inequality. Therefore, by assumption, $\left(\forall n \geq n_{0}\right)(\forall \mathbf{x} \in$ $\mathcal{E}) \Theta_{n}(\mathbf{x})=0$, i.e., $\mathcal{E} \subset \mathcal{C}_{\rho_{n}}$. Now, we define a set with nonempty interior by $\mathcal{Q}:=\left\{\mathbf{x} \in \mathcal{H} \mid(\forall k \in \mathcal{I}) s_{l} \leq\right.$
$\left.x_{i} \leq s_{u}\right\}$, where $(\forall k \in \mathcal{I})$

$$
\tilde{s}_{k}:=\operatorname{sign}\left(s_{k}^{\star}\right) \cdot\left(\left|s_{k}^{\star}\right|-\frac{\varepsilon}{\sqrt{2 K}}\right)
$$

$s_{l}:=\min \left(\tilde{s}_{k}, s_{k}\right)$, and $s_{u}:=\max \left(\tilde{s}_{k}, s_{k}\right)$. Note that $\left(\forall n \geq n_{0}\right) \mathcal{Q} \subset \mathcal{E} \subset \mathcal{C}_{\rho_{n}}$. Moreover, $\mathcal{Q} \subset \mathcal{B}$ for sufficiently small $\varepsilon>0$, so it holds that $\mathcal{Q} \subset \Omega$.
(C3) Let $(\forall n \in \mathbb{N}) \mathbf{z}_{n}:=\mathbf{x}_{n}+\beta_{n} \mathbf{y}_{n}$. Since $(\forall n \in \mathbb{N})$ $\Theta_{n}(\mathbf{x})=0 \Rightarrow \Theta_{n}^{\prime}(\mathbf{x})=\mathbf{0}$, it is sufficient to consider the case $\Theta_{n}(\mathbf{x})>0$. In this case, we have that $\Theta_{n}^{\prime}(\mathbf{x})=$ $2 \mathbf{H}^{T}(\mathbf{H x}-\mathbf{y})$, so $\left(\forall \mathbf{x}_{n} \in \mathcal{B}\right)$

$$
\begin{aligned}
\left\|\Theta_{n}^{\prime}\left(\mathbf{z}_{n}\right)\right\| & \stackrel{(i)}{\leq} 2\left\|\mathbf{H}^{T} \mathbf{H} \mathbf{z}_{n}\right\|+2\left\|\mathbf{H}^{T} \mathbf{y}\right\| \\
& \stackrel{(i i)}{\leq} 2\left\|\mathbf{H}^{T} \mathbf{H}\right\|_{2} \cdot\left\|\mathbf{z}_{n}\right\|+2\left\|\mathbf{H}^{T} \mathbf{y}\right\| \\
& \stackrel{(i i i)}{\leq} 2\left\|\mathbf{H}^{T} \mathbf{H}\right\|_{2} \cdot\left(\left\|\mathbf{x}_{n}\right\|+\beta_{n}\left\|\mathbf{y}_{n}\right\|\right)+2\left\|\mathbf{H}^{T} \mathbf{y}\right\| \\
& \stackrel{(i v)}{\leq} 2\left(c+r \max _{n \in \mathbb{N}} \beta_{n}\right)\left\|\mathbf{H}^{T} \mathbf{H}\right\|_{2}+2\left\|\mathbf{H}^{T} \mathbf{y}\right\|
\end{aligned}
$$

Here, (i) and (iii) follow from the triangle inequality, (ii) follows from the definition of an operator norm, and (iv) follows from the definition of the constant $c$ in Proposition 3 and the fact that $(\exists r \in \mathbb{R})(\forall n \in \mathbb{N})$ $\left\|\mathbf{y}_{n}\right\| \leq r$. Consequently, the sequence of subgradients $\left(\Theta_{n}^{\prime}\left(\mathbf{x}_{n}+\beta_{n} \mathbf{y}_{n}\right)\right)_{n \in \mathbb{N}}$ is bounded.
(C4) Since $\left(\mathbf{x}_{n}\right)_{n \in \mathbb{N}}$ is a convergent sequence in the compact set $\mathcal{B}$, its limit $\mathbf{x}^{\star}$ also belongs to $\mathcal{B}$. Therefore, we can apply the same argument as above.
Comment 2: Note that the convergence proof in this subsection does not depend on the choice of the channel matrix $\mathbf{H}$. Hence, the proposed algorithms are guaranteed to converge for arbitrary channel matrices.

## E. Summary of the Proposed Algorithms

The proposed iterative MIMO dectectors with perturbations according to (15) and (17), respectively, are summarized in Algorithm 1 below.

```
Algorithm 1: Superiorized APSM for MIMO Detection
    : Parameters: \(\left(\rho_{n} \geq 0\right)_{n \in \mathbb{N}},\left(\mu_{n} \in(0,2)\right)_{n \in \mathbb{N}},\left(\beta_{n} \geq 0\right)_{n \in \mathbb{N}}\),
    \(\left(\tau_{n} \geq 0\right)_{n \in \mathbb{N}}\)
    Input: \(\mathbf{H} \in \mathbb{R}^{2 N \times 2 K}, \mathbf{y} \in \mathbb{R}^{2 N}\)
    Output: \(\hat{\mathbf{x}} \in \mathbb{R}^{2 K}\)
    Initialization: Choose arbitrary \(\mathbf{x}_{0} \in \mathcal{H}\)
    for \(n=0, \ldots, n_{\max }-1\) do
        \(\mathbf{v}_{n}=\operatorname{prox}_{\tau_{n} f_{\ell_{j}}}\left(\mathbf{x}_{n}\right)-\mathbf{x}_{n}, j \in\{1,2\} \triangleright(15)\) or (17)
        \(\mathbf{z}_{n}=\mathbf{x}_{n}+\beta_{n} \mathbf{v}_{n}\)
        \(\Theta_{n}\left(\mathbf{z}_{n}\right)=\left(\left\|\mathbf{H} \mathbf{z}_{n}-\mathbf{y}\right\|^{2}-\rho_{n}\right)_{+}\)
        \(\Theta_{n}^{\prime}\left(\mathbf{z}_{n}\right)=2 \mathbf{H}^{T}\left(\mathbf{H} \mathbf{z}_{n}-\mathbf{y}\right)\)
        \(\mathbf{x}_{n+1}= \begin{cases}P_{\mathcal{B}}\left(\mathbf{z}_{n}-\mu_{n} \frac{\Theta_{n}\left(\mathbf{z}_{n}\right)}{\left\|\Theta_{n}^{\prime}\left(\mathbf{z}_{n}\right)\right\|^{2}} \Theta_{n}^{\prime}\left(\mathbf{z}_{n}\right)\right) & \text { if } \Theta_{n}\left(\mathbf{z}_{n}\right)>0 \\ P_{\mathcal{B}}\left(\mathbf{z}_{n}\right) & \text { otherwise }\end{cases}\)
    end for
    return \(\hat{\mathbf{x}}=\mathbf{x}_{n+1}\)
```

In the simulations in Section IV, we terminate the algorithm once a certain number of iterations is exceeded. Since the sequence $\left(\mathbf{x}_{n}\right)_{n \in \mathbb{N}}$ is guaranteed to converge, we could alternatively terminate the algorithm once $\left\|\mathbf{x}_{n+1}-\mathbf{x}_{n}\right\| \leq \epsilon$ for some $\epsilon>0$.

Comment 3: The complexity of Algorithm 1 is determined by the vector-matrix multiplications in lines 8 and 9 , which can be computed with $\mathcal{O}(N K)$ multiplications. The same also holds for IO-LAMA. By contrast, computing the LMMSE estimate and the iterative steps of OAMP requires a matrix inverse or, for numerical stability, solving a system of linear equations using standard matrix factorization techniques. One of the best known algorithms for this step [63] has a complexity of $\mathcal{O}\left(K^{2.376}\right)$.

## IV. Numerical Results

In this section, we compare the performance of the proposed algorithms and existing methods. As a baseline, we consider the widely used LMMSE estimator given by

$$
\begin{equation*}
\mathbf{x}_{\text {LMMSE }}=\left(\mathbf{H}^{T} \mathbf{H}+\sigma^{2} \mathbf{I}\right)^{-1} \mathbf{H}^{T} \mathbf{y} . \tag{18}
\end{equation*}
$$

For higher-order modulations, the SER depends on the scaling of the estimate. Therefore, the constrained version of the LMMSE estimator (also known as linearly constrained minimum variance estimator) [64] typically achieves lower SER than the unconstrained LMMSE estimator in (18). The constrained LMMSE estimate is given by

$$
\begin{equation*}
\tilde{\mathbf{x}}_{\text {LMMSE }}=\operatorname{diag}(\boldsymbol{\alpha})\left(\mathbf{H}^{T} \mathbf{H}+\sigma^{2} \mathbf{I}\right)^{-1} \mathbf{H}^{T} \mathbf{y}, \tag{19}
\end{equation*}
$$

where

$$
(\forall k \in \mathcal{I}) \quad \alpha_{k}=\left(\mathbf{h}_{k}^{T}\left(\mathbf{H} \mathbf{H}^{T}+\sigma^{2} \mathbf{I}\right)^{-1} \mathbf{h}_{k}\right)^{-1}
$$

Here, $\mathbf{h}_{k}$ denotes the $k$ th column of $\mathbf{H}$. The simulations below assess the performance of the following algorithms:

- The APSM basic algorithm in (12) (APSM)
- The superiorized APSM in (14) with perturbations according to (15) (APSM-L2)
- The superiorized APSM in (14) with perturbations according to (17) (APSM-L1)
- The AMP-based MIMO detector (IO-LAMA) proposed in [35] (IO-LAMA)
- The detector based on OAMP [36] (OAMP)
- The constrained LMMSE estimate $\tilde{\mathbf{x}}_{\text {LMMSE }}$ in (19) (LMMSE)
- The box-relaxation decoder in (9), which is computed using a general-purpose convex solver (Box Detector).
We consider a system with $K=16$ single antenna transmitters and $N=64$ receive antennas and 16-QAM constellation. As in [42], we assume perfect power allocation, i.e., we normalize the columns of the channel matrix $\mathbf{H}$ to unit 2-norm. For the APSM algorithms, we set $(\forall n \in \mathbb{N}) \rho_{n}=5 \cdot 10^{-5} \cdot 1.06^{n}$ and $\mu_{n}=0.7$. The perturbations of APSM-L2 are scaled using the sequence $\left(\beta_{n}=b^{n}\right)_{n \in \mathbb{N}}$ with $b=0.9$. For APSM-L1, we set $(\forall n \in \mathbb{N}) \tau_{n}=0.005$ and $\beta_{n}=0.9999$. All iterative algorithms are initialized with $\mathbf{x}_{0}=\mathbf{0}$. The design parameters of the APSMbased algorithms were chosen somewhat arbitrarily, in a way that resulted in good performance for all problem types under consideration. We note that the number of iterations required


Fig. 1. SER as a function of the number of iterations averaged over 10000 realizations of i.i.d. Gaussian channels.


Fig. 2. SER as a function of the number of iterations averaged over 10000 3GPP channels.
by these methods could potentially be reduced by tuning their parameters for a particular problem setting.

Fig. 1 shows the SER throughout the iterations, averaged over 10000 i.i.d. Gaussian channel matrices with 9 dB signal-to-noise ratio (SNR). It can be seen that both IO-LAMA and OAMP achieve maximum likelihood performance within about 10 iterations. The proposed APSM and APSM-L2 detectors eventually achieve the same SER as the Box Detector. The APSM-L1 detector even achieves a slightly lower SER.

Fig. 2 shows the SER as a function of the number of iterations averaged over 10000 (single-subcarrier) 3GPP channels [44] with 18 dB SNR. The single-subcarrier channels are drawn at random from a dataset that was generated using the code provided with [42]. While all APSM-type algorithms achieve a SER below LMMSE, IO-LAMA fails to reduce the SER throughout the iterations. Again, the unperturbed APSM settles at a SER close to that achieved by the Box Detector. Superiorization based on the indicator function $f_{\ell_{2}}=\iota_{\mathcal{S}}(A P S M-L 2)$ does not improve the performance compared to the unperturbed basic algorithm (APSM). By contrast, the SER achieved by APSM-L1 is about an order of magnitude below the unperturbed basic algorithm APSM, even outperforming the more complex OAMP detector.


Fig. 3. SER as a function of the SNR averaged over 10000 3GPP channels.

Fig. 3 shows the average SER as a function of the SNR for 3GPP channels. Since IO-LAMA did not converge for 3GPP channels, it is excluded from this comparison. It can be seen that the perturbations of APSM-L2 did not achieve a significant improvement over APSM without perturbations. Both APSM and APSM-L2 almost achieve the same SER as the Box Detector throughout the entire SNR range. By contrast, APSM-L1 achieves a lower SER than OAMP for all SNR levels.

## V. Conclusion

In this paper, we derived conditions for the convergence of perturbed versions of the APSM and we proposed iterative MIMO detectors with convergence guarantees based on a superiorized APSM. Unlike IO-LAMA, the proposed methods are guaranteed to converge for arbitrary channel matrices. Simulations show that the proposed methods can outperform OAMP on realistic channels. Moreover, in contrast to OAMP, the proposed detectors do not require matrix inverses, so they have a per-iteration complexity similar to IO-LAMA. The theoretical results in Section II are valid in arbitrary (possibly infinite dimensional) real Hilbert spaces. Owing to the wide applicability of the APSM, they can be used to devise heuristics with convergence guarantees for various other applications.

## APPENDIX

## A. Proof of Proposition 1

By quasi-nonexpansivity of $T_{n}$, it holds that $(\forall \mathbf{z} \in \mathcal{C})(\forall n \in$ $\mathbb{N}$ )

$$
\begin{aligned}
\left\|\mathbf{x}_{n+1}-\mathbf{z}\right\|^{2} & =\left\|T_{n}\left(\mathbf{x}_{n}+\beta_{n} \mathbf{y}_{n}\right)-\mathbf{z}\right\|^{2} \\
& \stackrel{(i)}{\leq}\left\|\mathbf{x}_{n}+\beta_{n} \mathbf{y}_{n}-\mathbf{z}\right\|^{2} \\
& =\left\|\mathbf{x}_{n}-\mathbf{z}\right\|^{2}+2 \beta_{n}\left\langle\mathbf{x}_{n}-\mathbf{z}, \mathbf{y}_{n}\right\rangle+\beta_{n}^{2}\left\|\mathbf{y}_{n}\right\|^{2} \\
& \stackrel{(i i)}{\leq}\left\|\mathbf{x}_{n}-\mathbf{z}\right\|^{2}+2 \beta_{n}\left\|\mathbf{x}_{n}-\mathbf{z}\right\| \cdot\left\|\mathbf{y}_{n}\right\|+\beta_{n}^{2}\left\|\mathbf{y}_{n}\right\|^{2} \\
& =\left(\left\|\mathbf{x}_{n}-\mathbf{z}\right\|+\beta_{n}\left\|\mathbf{y}_{n}\right\|\right)^{2}
\end{aligned}
$$

where (i) follows from quasi-nonexpansivity of $T_{n}$ and (ii) is an application of the Cauchy-Schwartz inequality. Since
$\left(\beta_{n} \mathbf{y}_{n}\right)_{n \in \mathbb{N}}$ is a sequence of bounded perturbations, there exists $r>0$ such that $(\forall n \in \mathbb{N})\left\|\mathbf{y}_{n}\right\| \leq r$, and $\left(\gamma_{n}\right)_{n \in \mathbb{N}}:=$ $\left(r \beta_{n}\right)_{n \in \mathbb{N}} \in \ell_{+}^{1}(\mathbb{N})$. Consequently, $\left(\exists\left(\gamma_{n}\right)_{n \in \mathbb{N}} \in \ell_{+}^{1}(\mathbb{N})\right)(\forall \mathbf{z} \in$ C) $(\forall n \in \mathbb{N})$

$$
\left\|\mathbf{x}_{n+1}-\mathbf{z}\right\| \leq\left\|\mathbf{x}_{n}-\mathbf{z}\right\|+\gamma_{n}
$$

which is the desired result.

## B. Proof of Proposition 2

Since $(\forall n \in \mathbb{N}) T_{n}$ is $\kappa$-attracting quasi-nonexpansive with $\operatorname{Fix}\left(T_{n}\right) \supseteq \mathcal{C} \supseteq \mathcal{U}$, it holds that $(\forall \mathbf{z} \in \mathcal{U})(\forall n \in \mathbb{N})$

$$
\begin{aligned}
& \left\|\mathbf{x}_{n+1}-\mathbf{z}\right\|^{2} \\
& \leq\left\|\mathbf{x}_{n}+\beta_{n} \mathbf{y}_{n}-\mathbf{z}\right\|^{2}-\kappa\left\|\mathbf{x}_{n+1}-\left(\mathbf{x}_{n}+\beta_{n} \mathbf{y}_{n}\right)\right\|^{2} \\
& =\left\|\mathbf{x}_{n}-\mathbf{z}\right\|^{2}+2 \beta_{n}\left\langle\mathbf{x}_{n}-\mathbf{z}, \mathbf{y}_{n}\right\rangle+\beta_{n}^{2}\left\|\mathbf{y}_{n}\right\|^{2} \\
& \quad-\kappa\left(\left\|\mathbf{x}_{n+1}-\mathbf{x}_{n}\right\|^{2}+2 \beta_{n}\left\langle\mathbf{y}_{n}, \mathbf{x}_{n}-\mathbf{x}_{n+1}\right\rangle+\beta_{n}^{2}\left\|\mathbf{y}_{n}\right\|^{2}\right) \\
& \stackrel{(i)}{\leq}\left\|\mathbf{x}_{n}-\mathbf{z}\right\|^{2}+2 \beta_{n}\left\langle\mathbf{x}_{n}-\mathbf{z}, \mathbf{y}_{n}\right\rangle+\beta_{n}^{2}\left\|\mathbf{y}_{n}\right\|^{2} \\
& \\
& \quad-\kappa\left(\left\|\mathbf{x}_{n+1}-\mathbf{x}_{n}\right\|^{2}+2 \beta_{n}\left\langle\mathbf{y}_{n}, \mathbf{x}_{n}-\mathbf{x}_{n+1}\right\rangle\right) \\
& \stackrel{(i i)}{\leq}\left\|\mathbf{x}_{n}-\mathbf{z}\right\|^{2}+2 \beta_{n}\left\|\mathbf{x}_{n}-\mathbf{z}\right\|\left\|\mathbf{y}_{n}\right\|+\beta_{n}^{2}\left\|\mathbf{y}_{n}\right\|^{2} \\
& \\
& \quad-\kappa\left\|\mathbf{x}_{n+1}-\mathbf{x}_{n}\right\|^{2}+2 \kappa \beta_{n}\left\|\mathbf{y}_{n}\right\|\left\|\mathbf{x}_{n}-\mathbf{x}_{n+1}\right\| \\
& = \\
& =\left\|\mathbf{x}_{n}-\mathbf{z}\right\|^{2}-\kappa\left\|\mathbf{x}_{n+1}-\mathbf{x}_{n}\right\|^{2} \\
& \quad+2 \beta_{n}\left\|\mathbf{y}_{n}\right\|\left(\left\|\mathbf{x}_{n}-\mathbf{z}\right\|+\kappa\left\|\mathbf{x}_{n}-\mathbf{x}_{n+1}\right\|\right)+\beta_{n}^{2}\left\|\mathbf{y}_{n}\right\|^{2},
\end{aligned}
$$

where (i) follows from nonnegativity of $\beta_{n}\left\|\mathbf{y}_{n}\right\|$ and (ii) is a two-fold application of the Cauchy-Schwartz inequality. By Proposition 1, $\left(\mathbf{x}_{n}\right)_{n \in \mathbb{N}}$ is quasi-Fejér of Type-I relative to $\mathcal{C}$, so Fact 6 ensures that $\left(\mathbf{x}_{n}\right)_{n \in \mathbb{N}}$ is bounded. Boundedness of $\left(\mathbf{x}_{n}\right)_{n \in \mathbb{N}},\left(\mathbf{y}_{n}\right)_{n \in \mathbb{N}}$ and $\mathcal{U}$, guarantee the existence of some $r>0$ such that $(\forall n \in \mathbb{N})(\forall \mathbf{z} \in \mathcal{U})\left\|\mathbf{x}_{n}-\mathbf{z}\right\|+\kappa\left\|\mathbf{x}_{n}-\mathbf{x}_{n+1}\right\| \leq r$ and $(\forall n \in \mathbb{N})\left\|\mathbf{y}_{n}\right\| \leq r$. Consequently we can write

$$
\begin{aligned}
\left\|\mathbf{x}_{n+1}-\mathbf{z}\right\|^{2} & \leq\left\|\mathbf{x}_{n}-\mathbf{z}\right\|^{2}-\kappa\left\|\mathbf{x}_{n+1}-\mathbf{x}_{n}\right\|^{2}+\beta_{n} r^{2}\left(2+\beta_{n}\right) \\
& \leq\left\|\mathbf{x}_{n}-\mathbf{z}\right\|^{2}-\kappa\left\|\mathbf{x}_{n+1}-\mathbf{x}_{n}\right\|^{2}+\beta_{n} r^{2}(2+b),
\end{aligned}
$$

where we defined $b:=\sum_{n \in \mathbb{N}} \beta_{n}$. Therefore, defining $c:=$ $r^{2}(2+b)$ and $\left(\gamma_{n}\right)_{n \in \mathbb{N}}:=\left(c \beta_{n}\right)_{n \in \mathbb{N}} \in \ell_{+}^{1}(\mathbb{N})$ yields the desired result.

## C. Proof of Lemma 1

The following proof follows line by line the proof in [17, Lemma 1], while accounting for quasi-Fejér monotonicity (instead of Fejér monotonicity as in [17]).

It is sufficient to show that $\left(P_{\mathcal{V}}\left(\mathbf{x}_{n}\right)\right)_{n \in \mathbb{N}}$ is a Cauchy sequence. To do so, we first show that there exists $\left(\gamma_{n}\right)_{n \in \mathbb{N}} \in$ $\ell_{+}^{1}(\mathbb{N})$ such that $(\forall n \in \mathbb{N})$

$$
\begin{equation*}
2 \varepsilon\left\|P_{\mathcal{V}}\left(\mathbf{u}_{n}\right)-P_{\mathcal{V}}\left(\mathbf{u}_{n+1}\right)\right\| \leq\left\|\mathbf{u}_{n}-\mathbf{x}_{0}\right\|^{2}-\left\|\mathbf{u}_{n+1}-\mathbf{x}_{0}\right\|^{2}+\gamma_{n} . \tag{20}
\end{equation*}
$$

If $P_{\mathcal{V}}\left(\mathbf{u}_{n}\right)=P_{\mathcal{V}}\left(\mathbf{u}_{n+1}\right)$ for some $n \in \mathbb{N}$, quasi-Fejér monotonicity of $\left(\mathbf{u}_{n}\right)_{n \in \mathbb{N}}$ ensures that (20) holds for this $n$. Therefore it is sufficient to consider $n \in \mathbb{N}$ such that $P_{\mathcal{V}}\left(\mathbf{u}_{n}\right) \neq P_{\mathcal{V}}\left(\mathbf{u}_{n+1}\right)$.

In this case, we have $\mathbf{x}_{0}+\varepsilon \frac{P_{\nu}\left(\mathbf{u}_{n}\right)-P_{\mathcal{V}}\left(\mathbf{u}_{n+1}\right)}{\left\|P_{\nu}\left(\mathbf{u}_{n}\right)-P_{\nu}\left(\mathbf{u}_{n+1}\right)\right\|} \in \mathcal{C} \cap \mathcal{V}$, thus by Type-I quasi-Fejér monotonicity of $\left(\mathbf{u}_{n}\right)_{n \in \mathbb{N}}$ there exists $\left(\delta_{n}\right)_{n \in \mathbb{N}} \in \ell_{+}^{1}(\mathbb{N})$ such that

$$
\begin{aligned}
& \left\|\mathbf{x}_{0}+\varepsilon \frac{P_{\mathcal{V}}\left(\mathbf{u}_{n}\right)-P_{\mathcal{V}}\left(\mathbf{u}_{n+1}\right)}{\left\|P_{\mathcal{V}}\left(\mathbf{u}_{n}\right)-P_{\mathcal{V}}\left(\mathbf{u}_{n+1}\right)\right\|}-\mathbf{u}_{n+1}\right\| \\
& \leq\left\|\mathbf{x}_{0}+\varepsilon \frac{P_{\mathcal{V}}\left(\mathbf{u}_{n}\right)-P_{\mathcal{V}}\left(\mathbf{u}_{n+1}\right)}{\left\|P_{\mathcal{V}}\left(\mathbf{u}_{n}\right)-P_{\mathcal{V}}\left(\mathbf{u}_{n+1}\right)\right\|}-\mathbf{u}_{n}\right\|+\delta_{n} .
\end{aligned}
$$

Squaring and expanding the above inequality yields

$$
\begin{aligned}
& \left\|\mathbf{x}_{0}-\mathbf{u}_{n+1}\right\|^{2}+2 \varepsilon\left\langle\frac{P_{\mathcal{V}}\left(\mathbf{u}_{n}\right)-P_{\mathcal{V}}\left(\mathbf{u}_{n+1}\right)}{\left\|P_{\mathcal{V}}\left(\mathbf{u}_{n}\right)-P_{\mathcal{V}}\left(\mathbf{u}_{n+1}\right)\right\|}, \mathbf{x}_{0}-\mathbf{u}_{n+1}\right\rangle+\varepsilon^{2} \\
& \leq\left\|\mathbf{x}_{0}-\mathbf{u}_{n}\right\|^{2}+2 \varepsilon\left\langle\frac{P_{\mathcal{V}}\left(\mathbf{u}_{n}\right)-P_{\mathcal{V}}\left(\mathbf{u}_{n+1}\right)}{\left\|P_{\mathcal{V}}\left(\mathbf{u}_{n}\right)-P_{\mathcal{V}}\left(\mathbf{u}_{n+1}\right)\right\|}, \mathbf{x}_{0}-\mathbf{u}_{n}\right\rangle+\varepsilon^{2} \\
& +2 \delta_{n}\left\|\mathbf{x}_{0}+\varepsilon \frac{P_{\mathcal{V}}\left(\mathbf{u}_{n}\right)-P_{\mathcal{V}}\left(\mathbf{u}_{n+1}\right)}{\left\|P_{\mathcal{V}}\left(\mathbf{u}_{n}\right)-P_{\mathcal{V}}\left(\mathbf{u}_{n+1}\right)\right\|}-\mathbf{u}_{n}\right\|+\delta_{n}^{2} .
\end{aligned}
$$

By rearranging and applying the triangle inequality, we obtain

$$
\begin{aligned}
& 2 \varepsilon \frac{\left\langle P_{\mathcal{V}}\left(\mathbf{u}_{n}\right)-P_{\mathcal{V}}\left(\mathbf{u}_{n+1}\right), \mathbf{u}_{n}-\mathbf{u}_{n+1}\right\rangle}{\left\|P_{\mathcal{V}}\left(\mathbf{u}_{n}\right)-P_{\mathcal{V}}\left(\mathbf{u}_{n+1}\right)\right\|} \\
& \leq\left\|\mathbf{x}_{0}-\mathbf{u}_{n}\right\|^{2}-\left\|\mathbf{x}_{0}-\mathbf{u}_{n+1}\right\|^{2} \\
& \quad+\delta_{n}\left(2\left\|\mathbf{x}_{0}+\varepsilon \frac{P_{\mathcal{V}}\left(\mathbf{u}_{n}\right)-P_{\mathcal{V}}\left(\mathbf{u}_{n+1}\right)}{\left\|P_{\mathcal{V}}\left(\mathbf{u}_{n}\right)-P_{\mathcal{V}}\left(\mathbf{u}_{n+1}\right)\right\|}-\mathbf{u}_{n}\right\|+\delta_{n}\right) \\
& \leq\left\|\mathbf{x}_{0}-\mathbf{u}_{n}\right\|^{2}-\left\|\mathbf{x}_{0}-\mathbf{u}_{n+1}\right\|^{2}+\delta_{n}\left(2\left\|\mathbf{x}_{0}-\mathbf{u}_{n}\right\|+2 \varepsilon+\delta_{n}\right) .
\end{aligned}
$$

Since $\left(\mathbf{u}_{n}\right)_{n \in \mathbb{N}}$ is quasi-Fejér monotone with respect to $\mathcal{C}$ and $\mathbf{x}_{0} \in \mathcal{C}$, the sequence $\left(\left\|\mathbf{x}_{0}-\mathbf{u}_{n}\right\|\right)_{n \in \mathbb{N}}$ converges (see Fact 6). Therefore $(\exists r>0)(\forall n \in \mathbb{N})\left\|\mathbf{x}_{0}-\mathbf{u}_{n}\right\|<r$. By defining $a:=\left(2 r+2 \varepsilon+\sum_{n \in \mathbb{N}} \delta_{n}\right)$ we obtain a sequence $\left(\gamma_{n}\right)_{n \in \mathbb{N}}=$ $\left(a \delta_{n}\right)_{n \in \mathbb{N}} \in \ell_{+}^{1}(\mathbb{N})$ such that

$$
\begin{aligned}
& 2 \varepsilon \frac{\left\langle P_{\mathcal{V}}\left(\mathbf{u}_{n}\right)-P_{\mathcal{V}}\left(\mathbf{u}_{n+1}\right), \mathbf{u}_{n}-\mathbf{u}_{n+1}\right\rangle}{\left\|P_{\mathcal{V}}\left(\mathbf{u}_{n}\right)-P_{\mathcal{V}}\left(\mathbf{u}_{n+1}\right)\right\|} \\
& \leq\left\|\mathbf{x}_{0}-\mathbf{u}_{n}\right\|^{2}-\left\|\mathbf{x}_{0}-\mathbf{u}_{n+1}\right\|^{2}+\gamma_{n}
\end{aligned}
$$

From firm nonexpansivity of $P_{\mathcal{V}}$ (see Definition 2) we have

$$
\begin{aligned}
0 & \leq\left\|P_{\mathcal{V}}\left(\mathbf{u}_{n}\right)-P_{\mathcal{V}}\left(\mathbf{u}_{n+1}\right)\right\| \\
& \leq \frac{\left\langle P_{\mathcal{V}}\left(\mathbf{u}_{n}\right)-P_{\mathcal{V}}\left(\mathbf{u}_{n+1}\right), \mathbf{u}_{n}-\mathbf{u}_{n+1}\right\rangle}{\left\|P_{\mathcal{V}}\left(\mathbf{u}_{n}\right)-P_{\mathcal{V}}\left(\mathbf{u}_{n+1}\right)\right\|}
\end{aligned}
$$

which proves (20). Since $(\forall n \in \mathbb{N}) \gamma_{n} \geq 0$, the inequality in (20) implies $(\forall n \in \mathbb{N})(\forall k \in \mathbb{N})$

$$
\begin{aligned}
& 2 \varepsilon\left\|P_{\mathcal{V}}\left(\mathbf{u}_{n}\right)-P_{\mathcal{V}}\left(\mathbf{u}_{n+k}\right)\right\| \\
& \quad \leq\left\|\mathbf{u}_{n}-\mathbf{x}_{0}\right\|^{2}-\left\|\mathbf{u}_{n+k}-\mathbf{x}_{0}\right\|^{2}+\sum_{i=n}^{\infty} \gamma_{i}
\end{aligned}
$$

Moreover, since $\left(\left\|\mathbf{u}_{n}-\mathbf{x}_{0}\right\|\right)_{n \in \mathbb{N}}$ converges and $\left(\gamma_{n}\right)_{n \in \mathbb{N}} \in$ $\ell_{+}^{1}(\mathbb{N}),(\forall \delta>0)(\exists N \in \mathbb{N})(\forall n \geq N)(\forall k \in \mathbb{N})$

$$
\begin{aligned}
& 2 \varepsilon\left\|P_{\mathcal{V}}\left(\mathbf{u}_{n}\right)-P_{\mathcal{V}}\left(\mathbf{u}_{n+k}\right)\right\| \\
& \leq\left\|\mathbf{u}_{n}-\mathbf{x}_{0}\right\|^{2}-\left\|\mathbf{u}_{n+k}-\mathbf{x}_{0}\right\|^{2}+\sum_{i=n}^{\infty} \gamma_{i}<\delta
\end{aligned}
$$

which shows that $\left(P_{\mathcal{V}}\left(\mathbf{u}_{n}\right)\right)_{n \in \mathbb{N}}$ is a Cauchy sequence.

## D. Proof of Theorem 1

The following proof follows very closely the proof in [17], extending the result in [17] to quasi-Fejér monotone sequences. A more detailed proof can be found in [51, Sec. 2.2].

According to Lemma 1 , the sequence $\left(P_{\mathcal{W}}\left(\mathbf{u}_{n}\right)\right)_{n \in \mathbb{N}}$ converges strongly a point in $\mathcal{W}$. Hence we can define $\hat{\mathbf{v}}:=\lim _{n \rightarrow \infty} P_{\mathcal{W}}\left(\mathbf{u}_{n}\right)$ and $\mathbf{e} \in \mathcal{H}$ satisfying $\mathcal{W}=\{\mathbf{x} \in$ $\mathcal{H} \mid\langle\mathbf{e}, \mathbf{x}-\hat{\mathbf{v}}\rangle=0\}$ and $\|\mathbf{e}\|=1$. Moreover, according to Fact 6 , the sequence $\left(\left\|\mathbf{u}_{n}-\mathbf{z}\right\|\right)_{n \in \mathbb{N}}$ converges for all $\mathbf{z} \in$ $\mathcal{C}$, so we can define $a:=\lim _{n \rightarrow \infty}\left\|\mathbf{u}_{n}-P_{\mathcal{C} \cap \mathcal{W}}(\hat{\mathbf{v}})\right\|$ and $\rho:=\sqrt{a^{2}-\left\|P_{\mathcal{C} \cap \mathcal{W}}(\hat{\mathbf{v}})-\hat{\mathbf{v}}\right\|^{2}}$. Note that by nonexpansivity of $P_{\mathcal{W}}$ we have $a \geq \lim _{n \rightarrow \infty}\left\|P_{\mathcal{W}}\left(\mathbf{u}_{n}\right)-P_{\mathcal{C} \cap \mathcal{W}}(\hat{\mathbf{v}})\right\|=\| \hat{\mathbf{v}}-$ $P_{\mathcal{C} \cap \mathcal{W}}(\hat{\mathbf{v}}) \|$, so $\rho$ is well-defined.

Now we apply the same geometric arguments as in [17, Th. 1], with the slight difference that we replace the set $\quad \mathcal{S}_{\left(\delta_{1}, \delta_{2}\right)}:=\left\{\mathbf{x} \in \mathcal{H} \mid\left\|P_{\mathcal{W}}(\mathbf{x})-\hat{\mathbf{v}}\right\| \leq \delta_{1}, a \leq \| \mathbf{x}-\right.$ $\left.P_{\mathcal{C} \cap \mathcal{W}}(\hat{\mathbf{v}}) \| \leq a+\delta_{2}\right\}$ by $\mathcal{S}_{\left(\delta_{1}, \delta_{2}\right)}^{\prime}:=\left\{\mathbf{x} \in \mathcal{H} \mid\left\|P_{\mathcal{W}}(\mathbf{x})-\hat{\mathbf{v}}\right\| \leq\right.$ $\left.\delta_{1},\left|\left\|\mathbf{x}-P_{\mathcal{C} \cap \mathcal{W}}(\hat{\mathbf{v}})\right\|-a\right| \leq \delta_{2}\right\}$ to account for quasi-Fejér monotonicity (instead of Fejér monotonicity) of $\left(\mathbf{u}_{n}\right)_{n \in \mathbb{N}}$. As in [17], we deduce the existence of sufficiently small $\delta_{1}>0$ and $\delta_{2}>0$ such that $\mathcal{S}_{\left(\delta_{1}, \delta_{2}\right)}^{\prime} \subset \mathcal{B}(\varepsilon):=\mathcal{B}_{1}(\varepsilon) \cup \mathcal{B}_{2}(\varepsilon)$, where $\quad \mathcal{B}_{1}(\varepsilon):=\{\mathbf{x} \in \mathcal{H} \mid\|\mathbf{x}-(\hat{\mathbf{v}}+\rho \mathbf{e})\| \leq \varepsilon\} \quad$ and $\mathcal{B}_{2}(\varepsilon):=\{\mathbf{x} \in \mathcal{H} \mid\|\mathbf{x}-(\hat{\mathbf{v}}-\rho \mathbf{e})\| \leq \varepsilon\}$ for arbitrary fixed $\varepsilon \in(0, \rho / 2)$.

Since $\lim _{n \rightarrow \infty}\left\|P_{\mathcal{W}}\left(\mathbf{u}_{n}\right)-\hat{\mathbf{v}}\right\|=0$ and $\lim _{n \rightarrow \infty} \| \mathbf{u}_{n}-$ $P_{\mathcal{C} \cap \mathcal{W}}(\hat{\mathbf{v}}) \|=a$, there exists $n_{1} \in \mathbb{N}$ such that

$$
\left(\forall n \geq n_{1}\right) \quad \mathbf{u}_{n} \in \mathcal{S}_{\left(\delta_{1}, \delta_{2}\right)}^{\prime} \subset \mathcal{B}(\varepsilon)
$$

Moreover, by (3), there exists $n_{2} \in \mathbb{N}$ such that

$$
\left(\forall n \geq n_{2}\right) \quad\left\|\mathbf{u}_{n}-\mathbf{u}_{n+1}\right\|<2 \varepsilon
$$

which ensures the unique existence of $i \in\{1,2\}$ satisfying

$$
\left(\forall n \geq n_{2}\right) \quad \mathbf{u}_{n} \in \mathcal{B}_{i}(\varepsilon)
$$

This implies the strong convergence of $\left(\mathbf{u}_{n}\right)_{n \in \mathbb{N}}$ to either $\hat{\mathbf{v}}+\rho \mathbf{e}$ or $\hat{\mathbf{v}}-\rho \mathbf{e}$.

## E. Proof of Theorem 2

1) Note that $(\forall n \in \mathbb{N}) \operatorname{lev}_{\leq 0} \Theta_{n} \neq \emptyset$ by assumption. Hence by Fact $3,(\forall n \in \mathbb{N})$ the mapping $T_{n}$ is quasinonexpansive. According to Proposition 1, the sequence $\left(\mathbf{x}_{n}\right)_{n \in \mathbb{N}}$ is quasi-Fejér monotone of Type-I relative to $\Omega$. This in turn implies that $\left(\mathbf{x}_{n}\right)_{n \in \mathbb{N}}$ is bounded (see Fact 6).
2) Introducing the shorthand $(\forall n \in \mathbb{N}) \mathbf{z}_{n}:=\mathbf{x}_{n}+\beta_{n} \mathbf{y}_{n}$ and

$$
\mathbf{\Phi}_{n}= \begin{cases}\lambda_{n} \frac{\Theta_{n}\left(\mathbf{z}_{n}\right)}{\left\|\Theta_{n}^{\prime}\left(\mathbf{z}_{n}\right)\right\|^{2}} \Theta_{n}^{\prime}\left(\mathbf{z}_{n}\right) & \text { if } \Theta_{n}^{\prime}\left(\mathbf{z}_{n}\right) \neq \mathbf{0}  \tag{21}\\ \mathbf{0} & \text { otherwise }\end{cases}
$$

we can write $(\forall n \in \mathbb{N})\left(\forall \mathbf{x}_{n} \in \mathcal{K}\right)(\forall \mathbf{z} \in \Omega)$

$$
\begin{aligned}
\left\|\mathbf{x}_{n+1}-\mathbf{z}\right\|^{2}= & \left\|P_{\mathcal{K}}\left(\mathbf{z}_{n}-\mathbf{\Phi}_{n}\right)-P_{\mathcal{K}}(\mathbf{z})\right\|^{2} \\
& \stackrel{(i)}{\leq}\left\|\mathbf{x}_{n}+\beta_{n} \mathbf{y}_{n}-\mathbf{\Phi}_{n}-\mathbf{z}\right\|^{2}
\end{aligned}
$$

$$
\begin{aligned}
&=\left\|\mathbf{x}_{n}-\mathbf{z}\right\|^{2}+2\left\langle\beta_{n} \mathbf{y}_{n}-\mathbf{\Phi}_{n}, \mathbf{x}_{n}-\mathbf{z}\right\rangle \\
&+\left\|\beta_{n} \mathbf{y}_{n}-\mathbf{\Phi}_{n}\right\|^{2} \\
&=\left\|\mathbf{x}_{n}-\mathbf{z}\right\|^{2}+2\left\langle\beta_{n} \mathbf{y}_{n}-\mathbf{\Phi}_{n}, \mathbf{x}_{n}-\mathbf{z}\right\rangle \\
&+\beta_{n}^{2}\left\|\mathbf{y}_{n}\right\|^{2}-2\left\langle\mathbf{\Phi}_{n}, \beta_{n} \mathbf{y}_{n}\right\rangle+\left\|\mathbf{\Phi}_{n}\right\|^{2} \\
&=\left\|\mathbf{x}_{n}-\mathbf{z}\right\|^{2}-2\left\langle\mathbf{\Phi}_{n}, \mathbf{x}_{n}+\beta_{n} \mathbf{y}_{n}-\mathbf{z}\right\rangle \\
&+2 \beta_{n}\left\langle\mathbf{y}_{n}, \mathbf{x}_{n}-\mathbf{z}\right\rangle+\beta_{n}^{2}\left\|\mathbf{y}_{n}\right\|^{2}+\left\|\mathbf{\Phi}_{n}\right\|^{2} \\
& \quad(i i) \\
& \quad \leq\left\|\mathbf{x}_{n}-\mathbf{z}\right\|^{2}-2\left\langle\mathbf{\Phi}_{n}, \mathbf{z}_{n}-\mathbf{z}\right\rangle+\left\|\mathbf{\Phi}_{n}\right\|^{2} \\
&+2 \beta_{n}\left\|\mathbf{y}_{n}\right\|\left\|\mathbf{x}_{n}-\mathbf{z}\right\|+\beta_{n}^{2}\left\|\mathbf{y}_{n}\right\|^{2}
\end{aligned}
$$

where (i) follows from nonexpansivity of $P_{\mathcal{K}}$, and (ii) is an application of the Cauchy-Schwarz inequality. Since $\left(\mathbf{x}_{n}\right)_{n \in \mathbb{N}}$ and $\left(\mathbf{y}_{n}\right)_{n \in \mathbb{N}}$ are bounded, for any bounded subset $\mathcal{U} \subset \Omega$ there exists $r>0$ such that $(\forall \mathbf{z} \in \mathcal{U})(\forall n \in \mathbb{N})$ $\left\|\mathbf{x}_{n}-\mathbf{z}\right\| \leq r$ and $\left\|\mathbf{y}_{n}\right\| \leq r$. Hence by defining $c:=$ $\left(2 r^{2}+r^{2} \sum_{n \in \mathbb{N}} \beta_{n}\right)$ and $\left(\gamma_{n}\right)_{n \in \mathbb{N}}:=\left(c \beta_{n}\right)_{n \in \mathbb{N}}$ we have $(\forall \mathbf{z} \in \mathcal{U})$

$$
\begin{aligned}
\left\|\mathbf{x}_{n+1}-\mathbf{z}\right\|^{2} \leq & \left\|\mathbf{x}_{n}-\mathbf{z}\right\|^{2}-2\left\langle\mathbf{\Phi}_{n}, \mathbf{z}_{n}-\mathbf{z}\right\rangle \\
& +\left\|\mathbf{\Phi}_{n}\right\|^{2}+2 \beta_{n} r^{2}+\beta_{n}^{2} r^{2} \\
\leq & \left\|\mathbf{x}_{n}-\mathbf{z}\right\|^{2}-2\left\langle\mathbf{\Phi}_{n}, \mathbf{z}_{n}-\mathbf{z}\right\rangle \\
& +\left\|\mathbf{\Phi}_{n}\right\|^{2}+\gamma_{n}
\end{aligned}
$$

If $\Theta_{n}\left(\mathbf{z}_{n}\right)=0$ or $\Theta_{n}^{\prime}\left(\mathbf{z}_{n}\right)=\mathbf{0}$, (21) yields $\boldsymbol{\Phi}_{n}=\mathbf{0}$, whereby

$$
\begin{equation*}
\left\|\mathbf{x}_{n+1}-\mathbf{z}\right\|^{2} \leq\left\|\mathbf{x}_{n}-\mathbf{z}\right\|^{2}+\gamma_{n} \tag{22}
\end{equation*}
$$

Otherwise, i.e., if $\Theta_{n}\left(\mathbf{z}_{n}\right) \neq 0$ and $\Theta_{n}^{\prime}\left(\mathbf{z}_{n}\right) \neq \mathbf{0}$, it follows from (1) that

$$
\begin{align*}
&\left\|\mathbf{x}_{n+1}-\mathbf{z}\right\|^{2} \\
& \leq\left\|\mathbf{x}_{n}-\mathbf{z}\right\|^{2}-2 \lambda_{n} \frac{\Theta_{n}\left(\mathbf{z}_{n}\right)}{\left\|\Theta_{n}^{\prime}\left(\mathbf{z}_{n}\right)\right\|^{2}}\left\langle\Theta_{n}^{\prime}\left(\mathbf{z}_{n}\right), \mathbf{z}_{n}-\mathbf{z}\right\rangle \\
&+\lambda_{n}^{2} \frac{\Theta_{n}\left(\mathbf{z}_{n}\right)^{2}}{\left\|\Theta_{n}^{\prime}\left(\mathbf{z}_{n}\right)\right\|^{2}}+\gamma_{n} \\
& \leq\left\|\mathbf{x}_{n}-\mathbf{z}\right\|^{2}-2 \lambda_{n} \frac{\Theta_{n}\left(\mathbf{z}_{n}\right)}{\left\|\Theta_{n}^{\prime}\left(\mathbf{z}_{n}\right)\right\|^{2}}\left(\Theta_{n}\left(\mathbf{z}_{n}\right)-\Theta_{n}(\mathbf{z})\right) \\
&+\lambda_{n}^{2} \frac{\Theta_{n}\left(\mathbf{z}_{n}\right)^{2}}{\left\|\Theta_{n}^{\prime}\left(\mathbf{z}_{n}\right)\right\|^{2}}+\gamma_{n} \\
&=\left\|\mathbf{x}_{n}-\mathbf{z}\right\|^{2} \\
&-\lambda_{n}\left(2\left(1-\frac{\Theta_{n}(\mathbf{z})}{\Theta_{n}\left(\mathbf{z}_{n}\right)}\right)-\lambda_{n}\right) \frac{\Theta_{n}^{2}\left(\mathbf{z}_{n}\right)}{\left\|\Theta_{n}^{\prime}\left(\mathbf{z}_{n}\right)\right\|^{2}}+\gamma_{n} . \tag{23}
\end{align*}
$$

Since $(\forall n \in \mathbb{N}) \lambda_{n} \in\left[\varepsilon_{1}, 2-\varepsilon_{2}\right]$ and $(\forall n \in \mathbb{N})(\forall \mathbf{z} \in$ $\mathcal{U} \subset \Omega) \Theta_{n}(\mathbf{z})=0$, we have

$$
\lambda_{n}\left(2\left(1-\frac{\Theta_{n}(\mathbf{z})}{\Theta_{n}\left(\mathbf{z}_{n}\right)}\right)-\lambda_{n}\right) \geq \varepsilon_{1} \varepsilon_{2}
$$

Hence, by defining a sequence

$$
(\forall n \in \mathbb{N}) \quad c_{n}:= \begin{cases}0 & \text { if } \Theta_{n}^{\prime}\left(\mathbf{z}_{n}\right)=\mathbf{0}  \tag{24}\\ \varepsilon_{1} \varepsilon_{2} \frac{\Theta_{n}^{2}\left(\mathbf{z}_{n}\right)}{\left\|\Theta_{n}^{\prime}\left(\mathbf{z}_{n}\right)\right\|^{2}} & \text { otherwise }\end{cases}
$$

we can summarize (22) and (23) as

$$
(\forall n \in \mathbb{N}) \quad\left\|\mathbf{x}_{n+1}-\mathbf{z}\right\|^{2} \leq\left\|\mathbf{x}_{n}-\mathbf{z}\right\|^{2}-c_{n}+\gamma_{n}
$$

Because (1) ensures that $\Theta_{n}^{\prime}(\mathbf{x})=\mathbf{0} \Rightarrow \Theta_{n}(\mathbf{x})=\Theta_{n}^{\star}=$ 0 , it is sufficient to consider the case $\Theta_{n}^{\prime}\left(\mathbf{z}_{n}\right) \neq \mathbf{0}$. Moreover, if this case occurs finitely many times, there exists $N_{0}$ such that $\left(\forall n \geq N_{0}\right) \Theta_{n}^{\star}=0$. Thus it remains to show that $\lim _{k \rightarrow \infty} \Theta_{n_{k}}\left(\mathbf{z}_{n_{k}}\right)=0$, where $\left(n_{k}\right)_{k \in \mathbb{N}}$ is the subsequence of $(n)_{n \in \mathbb{N}}$ comprised of all elements of the infinite set $\mathcal{J}:=\left\{n \in \mathbb{N} \mid!\Theta_{n}^{\prime}(\mathbf{x}) \neq \mathbf{0}\right\}$. According to Fact $4,\left(\left\|\mathbf{x}_{n}-\mathbf{z}\right\|^{2}\right)_{n \in \mathbb{N}}$ converges and $\left(c_{n}\right)_{n \in \mathbb{N}}$ is summable, whereby $\sum_{n \in \mathcal{J}} \varepsilon_{1} \varepsilon_{2} \frac{\Theta_{n}^{2}\left(\mathbf{z}_{n}\right)}{\left\|\Theta_{n}^{\prime}\left(\mathbf{z}_{n}\right)\right\|^{2}}<\infty$. Moreover, since $(\forall n \in \mathcal{J}) \varepsilon_{1} \varepsilon_{2} \frac{\Theta_{n}^{2}\left(\mathbf{z}_{n}\right)}{\left\|\Theta_{n}^{\prime}\left(\mathbf{z}_{n}\right)\right\|^{2}} \geq 0$, it follows that

$$
\lim _{k \rightarrow \infty} \varepsilon_{1} \varepsilon_{2} \frac{\Theta_{n_{k}}^{2}\left(\mathbf{z}_{n_{k}}\right)}{\left\|\Theta_{n_{k}}^{\prime}\left(\mathbf{z}_{n_{k}}\right)\right\|^{2}}=0
$$

Therefore, boundedness of $\left(\Theta_{n}^{\prime}\left(\mathbf{x}_{n}+\beta_{n} \mathbf{y}_{n}\right)\right)_{n \in \mathbb{N}}$ ensures that $\lim _{n \rightarrow \infty} \Theta_{n}\left(x_{n}+\beta_{n} \mathbf{y}_{n}\right)=0$.
3) It holds by assumption in (5) that $(\forall n \in \mathbb{N}) \mathcal{K} \cap$ $\operatorname{lev}_{\leq 0} \Theta_{n} \neq \emptyset$. Therefore, according to Fact 3, the mapping $T_{n}$ in (4) is ( $1-\frac{\lambda_{n}}{2}$ )-attracting quasi-nonexpansive. Since the set $\mathcal{U}$ is bounded and $(\forall n \in \mathbb{N}) \lambda_{n} \leq 2-\varepsilon_{2}$, Proposition 2 implies that $\left(\exists\left(\gamma_{n}\right)_{n \in \mathbb{N}} \in \ell_{+}^{1}(\mathbb{N})\right)(\forall \mathbf{z} \in \mathcal{U})$

$$
\frac{\varepsilon_{2}}{2}\left\|\mathbf{x}_{n+1}-\mathbf{x}_{n}\right\|^{2} \leq\left\|\mathbf{x}_{n}-\mathbf{z}\right\|^{2}-\left\|\mathbf{x}_{n+1}-\mathbf{z}\right\|^{2}+\gamma_{n}
$$

Consequently, since $\left(\mathbf{x}_{n}\right)_{n \in \mathbb{N}}$ is quasi-Fejér of Type-I relative to $\Omega$ (see (a)), Theorem 1 guarantees that the sequence $\left(\mathbf{x}_{n}\right)_{n \in \mathbb{N}}$ converges strongly to a point $\hat{\mathbf{u}} \in \mathcal{H}$. More precisely, it holds that $\hat{\mathbf{u}} \in \mathcal{K}$, because $\left(\mathbf{x}_{n}\right)_{n \in \mathbb{N}}$ is a sequence in the closed set $\mathcal{K}$. Since $\left(\beta_{n} \mathbf{y}_{n}\right)_{n \in \mathbb{N}}$ are bounded perturbations, the sequence $\left(\mathbf{z}_{n}:=\mathbf{x}_{n}+\beta_{n} \mathbf{y}_{n}\right)_{n \in \mathbb{N}}$ satisfies $\lim _{n \rightarrow \infty} \mathbf{z}_{n}=\lim _{n \rightarrow \infty} \mathbf{x}_{n}=\hat{\mathbf{u}}$. By assumption (ii) there exists $R>0$ such that $(\forall n \in \mathbb{N})\left\|\Theta_{n}^{\prime}(\hat{\mathbf{u}})\right\| \leq R$. Thus we can use Fact 1 and the Cauchy-Schwartz inequality to obtain

$$
\begin{aligned}
0 & \leq \Theta_{n}(\hat{\mathbf{u}}) \leq \Theta_{n}\left(\mathbf{z}_{n}\right)-\left\langle\mathbf{z}_{n}-\hat{\mathbf{u}}, \Theta_{n}^{\prime}(\hat{\mathbf{u}})\right\rangle \\
& \leq \Theta_{n}\left(\mathbf{z}_{n}\right)+R\left\|\mathbf{z}_{n}-\hat{\mathbf{u}}\right\| \rightarrow 0
\end{aligned}
$$

4) The proof is identical to the proof of [17, Th. 2(d)].

## Acknowledgment

The authors alone are responsible for the content of the paper.

## REFERENCES

[1] P. L. Combettes, "The foundations of set theoretic estimation," Proc. IEEE, vol. 81, no. 2, pp. 182-208, Feb. 1993.
[2] L. M. Bregman, "Finding the common point of convex sets by the method of successive projection," Doklady Akademii Nauk, vol. 162, pp. 487-490, 1965.
[3] L. G. Gurin, B. T. Polyak, and E. V. Raik, "The method of projections for finding the common point of convex sets," Zhurnal Vychislitel'noi Matematiki i Matematicheskoi Fiziki, vol. 7, no. 6, pp. 1211-1228, 1967.
[4] H. Stark and Y. Yang, Vector Space Projections: A Numerical Approach to Signal and Image Processing, Neural Nets, and Optics. Hoboken, NJ, USA: Wiley, 1998.
[5] H. H. Bauschke and V. R. Koch, "Projection methods: Swiss army knives for solving feasibility and best approximation problems with halfspaces," in Contemporary Mathematics, vol. 636. Providence, RI, USA: Amer. Math. Soc.2015, pp. 1-40.
[6] Y. Censor, W. Chen, P. L. Combettes, R. Davidi, and G. T. Herman, "On the effectiveness of projection methods for convex feasibility problems with linear inequality constraints," Comput. Optim. Appl., vol. 51, no. 3, pp. 1065-1088, 2012.
[7] Y. Censor, R. Davidi, and G. T. Herman, "Perturbation resilience and superiorization of iterative algorithms," Inverse Problems, vol. 26, no. 6, 2010, Art. no. 065008.
[8] Y. Censor, "Weak and strong superiorization: Between feasibility-seeking and minimization," Analele Universitatii" Ovidius" Constanta-Seria Matematica, vol. 23, no. 3, pp. 41-54, 2015.
[9] Y. Censor, R. Davidi, G. T. Herman, R. W. Schulte, and L. Tetruashvili, "Projected subgradient minimization versus superiorization," J. Optim. Theory Appl., vol. 160, no. 3, pp. 730-747, 2014.
[10] R. Davidi, G. T. Herman, and Y. Censor, "Perturbation-resilient blockiterative projection methods with application to image reconstruction from projections," Int. Trans. Oper. Res., vol. 16, no. 4, pp. 505-524, 2009
[11] D. Butnariu, R. Davidi, G. T. Herman, and I. G. Kazantsev, "Stable convergence behavior under summable perturbations of a class of projection methods for convex feasibility and optimization problems," IEEE J. Sel. Topics Signal Process., vol. 1, no. 4, pp. 540-547, Dec. 2007.
[12] Y. Censor and A. J. Zaslavski, "Convergence and perturbation resilience of dynamic string-averaging projection methods," Comput. Optim. Appl., vol. 54, no. 1, pp. 65-76, 2013.
[13] C. Bargetz, S. Reich, and R. Zalas, "Convergence properties of dynamic string-averaging projection methods in the presence of perturbations," Numer. Algorithms, vol. 77, no. 1, pp. 185-209, 2018.
[14] H. He and H.-K. Xu, "Perturbation resilience and superiorization methodology of averaged mappings," Inverse Problems, vol. 33, no. 4, 2017, Art. no. 044007.
[15] J. Fink, R. L. G. Cavalcante, and S. Stańczak, "Multi-group multicast beamforming by superiorized projections onto convex sets," IEEE Trans. Signal Process., vol. 69, pp. 5708-5722, 2021.
[16] S. Theodoridis, K. Slavakis, and I. Yamada, "Adaptive learning in a world of projections," IEEE Signal Process. Mag., vol. 28, no. 1, pp. 97-123, Jan. 2010.
[17] I. Yamada and N. Ogura, "Adaptive projected subgradient method for asymptotic minimization of sequence of nonnegative convex functions," Numer. Funct. Anal. Optim., vol. 25, no. 7/8, pp. 593-617, 2005.
[18] B. T. Polyak, "Minimization of unsmooth functionals," USSR Comput. Math. Math. Phys., vol. 9, no. 3, pp. 14-29, 1969.
[19] R. L. G. Cavalcante and I. Yamada, "Multiaccess interference suppression in orthogonal space-time block coded MIMO systems by adaptive projected subgradient method," IEEE Trans. Signal Process., vol. 56, no. 3, pp. 1028-1042, Mar. 2008.
[20] M. Yukawa and I. Yamada, "Adaptive quadratic-metric parallel subgradient projection algorithm and its application to acoustic echo cancellation," in Proc. 14th Eur. Signal Process. Conf., 2006, pp. 1-5.
[21] Q. Wang, L. Zhao, J. Qiao, and C. Zou, "Acoustic feedback cancellation based on weighted adaptive projection subgradient method in hearing aids," Signal Process., vol. 90, no. 1, pp. 69-79, 2010.
[22] K. Slavakis, S. Theodoridis, and I. Yamada, "Adaptive constrained learning in reproducing kernel Hilbert spaces: The robust beamforming case," IEEE Trans. Signal Process., vol. 57, no. 12, pp. 4744-4764, Dec. 2009.
[23] S. Chouvardas, Y. Kopsinis, and S. Theodoridis, "An adaptive projected subgradient based algorithm for robust subspace tracking," in Proc. IEEE Int. Conf. Acoust. Speech Signal Process., 2014, pp. 5497-5501.
[24] M. Kasparick, R. L. G. Cavalcante, S. Valentin, S. Stańczak, and M. Yukawa, "Kernel-based adaptive online reconstruction of coverage maps with side information," IEEE Trans. Veh. Technol., vol. 65, no. 7, pp. 5461-5473, Jul. 2016.
[25] K. Slavakis, S. Theodoridis, and I. Yamada, "Online Kernel-based classification using adaptive projection algorithms," IEEE Trans. Signal Process., vol. 56, no. 7, pp. 2781-2796, Jul. 2008.
[26] R. L. G. Cavalcante, I. Yamada, and B. Mulgrew, "An adaptive projected subgradient approach to learning in diffusion networks," IEEE Trans. Signal Process., vol. 57, no. 7, pp. 2762-2774, Jul. 2009.
[27] S. Chouvardas, K. Slavakis, and S. Theodoridis, "Adaptive robust distributed learning in diffusion sensor networks," IEEE Trans. Signal Process., vol. 59, no. 10, pp. 4692-4707, Oct. 2011.
[28] B.-S. Shin, M. Yukawa, R. L. G. Cavalcante, and A. Dekorsy, "Distributed adaptive learning with multiple kernels in diffusion networks," IEEE Trans. Signal Process., vol. 66, no. 21, pp. 5505-5519, Nov. 2018.
[29] R. L. G. Cavalcante, S. Stańczak, D. Schupke, and J. Klaue, "Low-complexity distributed set-theoretic decoders for analog fountain codes," in Proc. 52nd Asilomar Conf. Signals, Syst., Comput., 2018, pp. 1480-1484.
[30] D. A. Awan, R. L. G. Cavalcante, M. Yukawa, and S. Stańczak, "Detection for 5G-NOMA: An online adaptive machine learning approach," in Proc. IEEE Int. Conf. Commun., 2018, pp. 1-6.
[31] D. A. Awan, R. L. G. Cavalcante, M. Yukawa, and S. Stańczak," "Adaptive learning for symbol detection: A reproducing kernel Hilbert space approach," in Machine Learning for Future Wireless Communications. Hoboken, NJ, USA: Wiley, 2020, pp. 197-211.
[32] J. Fink, R. L. G. Cavalcante, Z. Utkovski, and S. Stańczak, "A set-theoretic approach to MIMO detection," in Proc. IEEE Int. Conf. Acoust. Speech Signal Process., 2022, pp. 5328-5332.
[33] S. Yang and L. Hanzo, "Fifty years of MIMO detection: The road to largescale MIMOs," IEEE Commun. Surv. Tuts., vol. 17, no. 4, pp. 1941-1988, Fourthquarter 2015.
[34] M. A. Albreem, M. Juntti, and S. Shahabuddin, "Massive MIMO detection techniques: A survey," IEEE Commun. Surv. Tuts., vol. 21, no. 4, pp. 3109-3132, Fourth quarter 2019.
[35] C. Jeon, R. Ghods, A. Maleki, and C. Studer, "Optimality of large MIMO detection via approximate message passing," in Proc. IEEE Int. Symp. Inf. Theory, 2015, pp. 1227-1231.
[36] J. Ma and L. Ping, "Orthogonal AMP," IEEE Access, vol. 5, pp. 2020-2033, 2017.
[37] N. Samuel, T. Diskin, and A. Wiesel, "Deep MIMO detection," in Proc. IEEE 18th Int. Workshop Signal Process. Adv. Wireless Commun., 2017, pp. 1-5.
[38] N. Samuel, T. Diskin, and A. Wiesel, "Learning to detect," IEEE Trans. Signal Process., vol. 67, no. 10, pp. 2554-2564, May 2019.
[39] G. Gao, C. Dong, and K. Niu, "Sparsely connected neural network for massive MIMO detection," in Proc. IEEE 4th Int. Conf. Comput. Commun., 2018, pp. 397-402.
[40] M.-W. Un, M. Shao, W.-K. Ma, and P. Ching, "Deep MIMO detection using ADMM unfolding," in Proc. IEEE Data Sci. Workshop, 2019, pp. 333-337.
[41] N. T. Nguyen and K. Lee, "Deep learning-aided tabu search detection for large MIMO systems," IEEE Trans. Wireless Commun., vol. 19, no. 6, pp. 4262-4275, Jun. 2020.
[42] M. Khani, M. Alizadeh, J. Hoydis, and P. Fleming, "Adaptive neural signal detection for massive MIMO," IEEE Trans. Wireless Commun., vol. 19, no. 8, pp. 5635-5648, Aug. 2020.
[43] H. He, C.-K. Wen, S. Jin, and G. Y. Li, "A model-driven deep learning network for MIMO detection," in Proc. IEEE Glob. Conf. Signal Inf. Process., 2018, pp. 584-588.
[44] 3rd Generation Partnership Project, "Study on 3D channel model for LTE," 3rd Generation Partnership Project, Sophia Antipolis, France, Tech. Rep. TR 36.873 (Release v12.5.0), Jun. 2017.
[45] H. H. Bauschke, P. L. Combettes, and D. R. Luke, "Phase retrieval, error reduction algorithm, and Fienup variants: A view from convex optimization," J. Opt. Soc. Amer. A, vol. 19, no. 7, pp. 1334-1345, 2002.
[46] A. Beck, First-Order Methods in Optimization. Philadelphia, PA, USA: SIAM, 2017.
[47] H. H. Bauschke and P. L. Combettes, Convex Analysis and Monotone Operator Theory in Hilbert Spaces. 2nd ed. Berlin, Germany: Springer, 2011.
[48] A. Cegielski, Iterative Methodsfor Fixed Point Problems in Hilbert Spaces, vol. 2057. Berlin, Germany: Springer, 2012.
[49] H. H. Bauschke and P. L. Combettes, "A weak-to-strong convergence principle for Fejér-monotone methods in Hilbert spaces," Math. Operations Res., vol. 26, no. 2, pp. 248-264, 2001.
[50] P. L. Combettes, "Quasi-Fejérian analysis of some optimization algorithms," in Studies in Computational Mathematics, vol. 8. Amsterdam, The Netherlands: Elsevier, 2001, pp. 115-152.
[51] J. Fink, "Fixed point algorithms and superiorization in communication systems," Ph.D. dissertation, Technische Universiät Berlin, Germany, 2022, doi: 10.14279/depositonce-16436.
[52] X. Wang and H. V. Poor, Wireless Communication Systems: Advanced Techniques for Signal Reception, T. S. Rappaport, Ed. Upper Saddle River, NJ, USA: Prentice Hall, 2004.
[53] E. Telatar, "Capacity of multi-antenna Gaussian channels," Eur. Trans. Telecomтип., vol. 10, no. 6, pp. 585-595, 1999.
[54] D. Micciancio, "The hardness of the closest vector problem with preprocessing," IEEE Trans. Inf. Theory, vol. 47, no. 3, pp. 1212-1215, Mar. 2001.
[55] A. Del Pia, S. S. Dey, and M. Molinaro, "Mixed-integerquadratic programming is in NP," Math. Program., vol. 162, no. 1, pp. 225-240, 2017.
[56] H. Liu, M.-C. Yue, A. M.-C. So, and W.-K. Ma, "A discrete firstorder method for large-scale MIMO detection with provable guarantees," in Proc. IEEE 18th Int. Workshop Signal Process. Adv. Wireless Commun., 2017, pp. 1-5.
[57] P. H. Tan, L. K. Rasmussen, and T. J. Lim, "Constrained maximumlikelihood detection in CDMA," IEEE Trans. Commun., vol. 49, no. 1, pp. 142-153, Jan. 2001.
[58] C. Thrampoulidis, E. Abbasi, W. Xu, and B. Hassibi, "BER analysis of the box relaxation for BPSK signal recovery," in Proc. IEEE Int. Conf. Acoust., Speech Signal Process., 2016, pp. 3776-3780.
[59] M. Wu, C. Dick, J. R. Cavallaro, and C. Studer, "High-throughput data detection for massive MU-MIMO-OFDM using coordinate descent," IEEE Trans. Circuits Syst. I: Regular Papers, vol. 63, no. 12, pp. 2357-2367, Dec. 2016.
[60] C. Thrampoulidis, W. Xu, and B. Hassibi, "Symbol error rate performance of box-relaxation decoders in massive MIMO," IEEE Trans. Signal Process., vol. 66, no. 13, pp. 3377-3392, Jul. 2018.
[61] I. Yamada, K. Slavakis, and K. Yamada, "An efficient robust adaptive filtering algorithm based on parallel subgradient projection techniques," IEEE Trans. Signal Process., vol. 50, no. 5, pp. 1091-1101, May 2002.
[62] D. L. Donoho, "Compressed sensing," IEEE Trans. Inf. Theory, vol. 52, no. 4, pp. 1289-1306, Apr. 2006.
[63] D. Coppersmith and S. Winograd, "Matrix multiplication via arithmetic progressions," in Proc. 19th Annu. ACM Symp. Theory Comput., 1987, pp. 1-6.
[64] O. L. Frost, "An algorithm for linearly constrained adaptive array processing," Proc. IEEE, vol. 60, no. 8, pp. 926-935, Aug. 1972.


Jochen Fink (Member, IEEE) received the B.Sc. and M.Sc. degrees in electrical engineering and information technology from the Technical University of Kaiserslautern, Kaiserslautern, Germany, in 2014 and 2016, respectively, and the Dr.-Ing degree (summa cum laude) from the Technical University of Berlin, Berlin, Germany, in 2022. He is currently with the Fraunhofer Institute for Telecommunications, Heinrich Hertz Institute, Berlin. His interests include signal processing, wireless communications, fixed point methods, and machine learning.


Renato Luís Garrido Cavalcante (Member, IEEE) received the Electronics Engineering degree from the Instituto Tecnológico de Aeronáutica, São José dos Campos, Brazil, in 2002, and the M.E. and Ph.D. degrees in communications and integrated systems from the Tokyo Institute of Technology, Tokyo, Japan, in 2006 and 2008, respectively.

He is currently a Group Leader with the Fraunhofer Institute for Telecommunications, Heinrich Hertz Institute, Berlin, Germany, and a Lecturer with the Technical University of Berlin. He held appointments as a Research Fellow with the University of Southampton, Southampton, U.K., and as a Research Associate with the University of Edinburgh, Edinburgh, U.K. His interests include signal processing for distributed systems, multiagent systems, convex analysis, machine learning, and wireless communications.
Dr. Cavalcante was the recipient of the Excellent Paper Award from the Institute of Electronics, Information and Communication Engineers in 2006 and the IEEE Signal Processing Society (Japan Chapter) Student Paper Award in 2008. He also co-authored a study that was the recipient of the Best Student Paper Award at the 13th IEEE International Workshop on Signal Processing Advances in Wireless Communications in 2012. From April 2003 to April 2008, he was also the recipient of the Japanese Government (MEXT) Scholarship.


Sławomir Stańczak (Senior Member, IEEE) studied electrical engineering with specialization in control theory at the Wroclaw University of Technology, Wroclaw, Poland, and the Technical University of Berlin (TU Berlin), Berlin, Germany. He received the Dipl.-Ing. degree and the Dr.-Ing. degree (summa cum laude) in electrical engineering from the TU Berlin, in 1998 and 2003, respectively, and the Habilitation degree (venialegendi) in 2006. Since 2015, he has been a Professor of network information theory at the TU Berlin and the Head of the Wireless Communications and Networks Department, Fraunhofer Institute for Telecommunications, Heinrich Hertz Institute (HHI). Prof. Stanczak has been involved in research and development activities in wireless communications since 1997. In 2004 and 2007, he was a Visiting Professor at the RWTH Aachen University, Aachen, Germany and in 2008, he was a Visiting Scientist at Stanford University, Stanford, CA, USA. He is a co-author of two books and more than 200 peer-reviewed journal articles and conference papers in the area of information theory, wireless communications, signal processing and machine learning. Prof. Stanczak received research grants from the German Research Foundation and the Best Paper Award from the German Communication Engineering Society in 2014. He was a Co-chair of the 14th International Workshop on Signal Processing Advances in Wireless Communications (SPAWC 2013). Between 2009 and 2011, he was an Associate Editor of the European Transactions for Telecommunications (information theory) and an Associate Editor of the IEEE Transactions on Signal Processing between 2012-2015 and the Chair of the ITU-T Focus Group on Machine Learning for Future Networks including 5G from 2017-2020. Since 2020, Prof. Stanczak has been the Chairman of the 5G BERLIN association and an Editor of the IEEE Journal on Selected Areas in Communications for the special issue Machine Learning in Communications and Networks. Since 2021 he has been a Coordinator of the 6G Research \& Innovation Cluster and the flagship project CampusOS.


[^0]:    Manuscript received 2 March 2022; revised 13 September 2022 and 24 January 2023; accepted 20 March 2023. Date of publication 30 March 2023; date of current version 25 April 2023. The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Weiyu Xu. This work was supported by the Federal Ministry of Education and Research of Germany in the Programme of "Souverän. Digital. Vernetzt." Joint Project 6G-RIC, under Grant 16KISK020K. (Corresponding author: Jochen Fink.)

    Jochen Fink and Sławomir Stańczak are with the Technische Universität Berlin, 10623 Berlin, Germany, and also with the Fraunhofer Heinrich-HertzInstitute, 10587 Berlin, Germany (e-mail: jochen.fink@hhi.fraunhofer.de; slaw omir.stanczak@hhi.fraunhofer.de).

    Renato Luís Garrido Cavalcante is with the Fraunhofer Heinrich-Hertz-Institute, 10587 Berlin, Germany (e-mail: renato.cavalcante@hhi. fraunhofer.de).

    Digital Object Identifier 10.1109/TSP.2023.3263255

[^1]:    ${ }^{1}$ Note that convex functions $f: \mathcal{H} \rightarrow \mathbb{R}$ are not in general continuous if $\mathcal{H}$ is infinite dimensional.

[^2]:    ${ }^{2}$ The projection onto $\mathcal{K}$ for $\Theta_{n}^{\prime}(\mathbf{x})=\mathbf{0}$ ensures that the perturbed APSM generates a sequence in $\mathcal{K}$ regardless of the perturbations. It is not part of the definition in [17], where the absence of perturbations guarantees that the sequence produced by the APSM is restricted to the set $\mathcal{K}$.

[^3]:    ${ }^{3}$ We can assume without loss of generality that $\mathbf{x}_{0} \in \mathcal{K}$, since $(\forall \mathbf{x} \in \mathcal{H})$ $T_{0}(\mathbf{x}) \in \mathcal{K}$.

[^4]:    ${ }^{4}$ A detailed proof can be found in [51, Appendix B].

