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Abstract—We focus on the problem of finding optimal sensor
locations for source localization techniques based on either time
of arrival (TOA) or received signal strength (RSS) measurements.
Without any specific assumption on the actual source position, we
propose a design framework that directly establishes the optimal
sensor locations by minimizing suitable Cramer-Rao bound (CRB)-
related cost functions. Specifically, we just consider a region where
the source is likely to be present and focus on two cost functions:
the former relies on the trace/determinant of CRB averaged over a
grid of points resulting from the sampling of the surveillance area
(shortly average CRB), whereas, the latter leverages the maximum
trace/determinant of CRB over the mentioned grid (shortly worst-
case CRB). Moreover, each sensor position is constrained to lie
within a pre-specified set (deployment constraint set). Hence, we
propose an optimization framework based on block majorization-
minimization to deal with both the design paradigms. The iterative
steps of the technique monotonically decrease the corresponding
figure of merit and eventually converge to a stationary point of
the design problem. The proposed methodology can also handle
the case of nonuniform noise variances. Finally, through various
numerical simulations, we show the effectiveness of the developed
resource allocation policies.

Index Terms—Majorization-minimization, optimal sensor
placement, received signal strength, source localization, time of
arrival.

I. INTRODUCTION AND LITERATURE REVIEW

SOURCE localization techniques play a central role in var-
ious applications including environment sensing via wire-

less sensor networks (WSN) [1], navigation and control using
global positioning system (GPS) [2], target localization using
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multiple radars [3], and multilateration systems [4]. Given
some noise-corrupted location-related sensor measurements,
the position of the source is estimated based on various ap-
proaches such as time-of-arrival (TOA) [5], time-difference-
of-arrival (TDOA) [6], received-signal-strength (RSS) [7],
angle-of-arrival (AOA) [8], and frequency-difference-of-arrival
(FDOA) [9]. On top of the underlying processing techniques,
the accuracy of the estimated source position depends on the
source-sensors relative geometry [10], [11] being the estima-
tion error statistical characterization a function of the sensor
locations. Therefore, the optimal placement of sensing nodes
is of paramount importance for the aforementioned localiza-
tion applications. A customary approach to design the optimal
placement is to derive the Cramer-Rao bound (CRB) for the
localization model under consideration and then minimize a
CRB-related metric with respect to the sensor locations. In
the following, a summary of the literature on optimal sensor
deployments for source localization is presented. The presenta-
tion of the references is organized in sub-paragraphs grouping
techniques relying on similar sensor measurements (i.e., AOA,
TDOA and TOA, RSS, hybrid sensing).

AOA-based techniques: The optimal sensing directions for
the AOA model in the two-dimensional (2D) case were derived
in [12] under the assumption that all sensors have the same
noise variances. In the three-dimensional (3D) case, [13] studied
the problem of determining the optimized configuration of an
acoustic sensor network for underwater target positioning by
bearings-only measurements considering a distance-dependent
Gaussian noise model, using the trace of the CRB-related metric
(referred to as A−optimal design criterion) as the performance
indicator. In [14], [15], optimized sensor placements strate-
gies were developed for 3D AOA-based localization assuming
nonuniform measurement noise variances. The optimal sensor
placements problem for 2D AOA-based localization assuming
non-uniform noise variances was analyzed using frame theory
in [16]. In [17], the problem of optimal access points deploy-
ment for the AOA localization model in a 2D scenario was
studied in the context of a WiFi-based localization. Still for
a 2D scenario, [18] addressed optimal sensor placements for
multisource AOA localization under a distance-dependent noise
model (considering A−optimal design criterion), whereas, [19]
focused on the optimal placement of sensors for the AOA-
based source localization under some constraints on the sensor
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positions using the determinant of the CRB-related metric as the
optimality criterion (referred to asD−optimal design criterion).
Recently, the optimal sensor placement for a single AOA sensor
with a Gaussian prior was studied in [20] for a stationary target,
limiting the search to sensor angular position, and the results
were extended to sensor trajectory optimization for manoeuvring
target tracking.

TDOA and TOA-based techniques: In 3D scenario, necessary
and sufficient conditions were derived in [21] for optimum
sensor array geometry minimizing the CRB-related metric for
TDOA-based source localization. The solutions to the optimal
sensor placements problem for TDOA-based localization in 2D
case were provided in [22] under an uncertain source location.
In [23], the optimal geometric configuration for a sensor ar-
ray located at the sea surface was studied for multiple targets
localization in 3D contexts using acoustic range information
while considering a distance-dependent noise model. The au-
thors of [24] derived the optimized placement of receivers for
elliptical positioning in 3D sensing contexts minimizing the
localization error. In [25], optimal centralized and decentralized
sensor–pair geometries for the TDOA model were studied (con-
sidering the A−optimal design criterion), whereas, [26] came
up with the selection of the sensing directions for elliptical TOA-
based localization in 2D case (employing theD−optimal design
method). The authors of [27] discussed the optimal placement
of jammers in 2D case minimizing a CRB-related metric for
wireless localization systems. In [28], the optimal placement for
acoustic sensors to localize an underwater target was addressed
in 3D using range measurements employing the D−optimal
criterion. In [29], the optimal placement of anchor nodes was
investigated for ultrasound TDOA positioning in 2D via con-
strained minimization of the geometrical dilution of precision
(GDOP). For the 3D case, [30] derived the optimized sensor
placements strategies by optimizing the A−optimal criterion
for different localization models. In [31], the optimal placement
for the TOA-based sensors for the simultaneous localization
of two targets in 2D was studied. Under constraints on the
sensor positions in a 2D scenario, [32] determined the opti-
mal sensors-target geometry for range-based positioning using
the A−optimality, E−optimality, and D−optimality criteria,
whereas, [33] addressed the optimal sensors-source geometry
for the TDOA-based localization by employing the D−optimal
framework.

RSS-based techniques: The authors of [34] derived the op-
timal RSS sensors-target geometries for different numbers of
applied sensors in 2D scenario. In [35], the optimized placement
of anchor nodes with deployment constraints was addressed
for an indoor RSS localization system based on a Wireless
Sensor Network (WSN). For the 3D case, [36] investigated
the optimal placement of sensors by minimizing a CRB-related
metric employing A−optimal design. Furthermore, in [37], the
authors developed an optimal sensor placement strategy for the
received-signal-strength-difference (RSSD) localization model
in 2D case under the assumption that the transmitted power of
the source is unknown.

Hybrid sensing techniques: In 2D scenario, [38] derived the
velocity orientation of mobile sensors for hybrid TDOA-FDOA

localization of a stationary emitter, whereas, [39] derived both
the sensor deployment and velocity configurations of UAVs with
hybrid TDOA-FDOA sensors for stationary as well as movable
emitters. The problem of designing optimal sensing directions
for a hybrid localization model (RSS, AOA, and TOA) was
addressed in [40], [41] in a 2D scenario. The authors of [41] also
designed the optimal sensor orientations for hybrid RSS-TOA
localization in a 3D scenario. The problem of constrained opti-
mal sensor placement of heterogeneous range/bearing/RSS sen-
sor networks was considered in [42] in a 2D scenario, whereas,
a unified approach for designing the optimal sensor placements
for the TOA, TDOA, AOA, and RSS based localization was
presented in [43] in a 3D scenario. Other technically sound
deployment strategies, with reference to different sensing mea-
surements, e.g., doppler-shift localization, can be found in [44],
[45], [46], [47].

Most of the aforementioned works design optimal sensor
placements assuming that the source lies at the center (or a
roughly known, although supposed exact at the resource alloca-
tion stage, position) of the planned geometry layout. As a result,
the problem boils down to establishing only optimal sensor
orientations (the angles between the source and the sensors).
This could represent a restrictive assumption, as the position of
the source is generally and practically unknown. As a matter of
fact, if the optimal placements were derived based on a coarse
estimate of the source position, then the resulting source position
estimation process may suffer a severe performance loss due to
the mismatched conditions design, i.e., large errors in the final
location estimate could eventually and reasonably occur.

Keeping this in mind, the present paper is focused on optimal
sensor geometry layout by minimizing two different CRB-
related metrics irrespective of actual source position (robust
design), exploiting either TOA or RSS measurements. Specif-
ically, it is considered a sensing area (or volume) over which
the source presence is likely to occur (hereafter this region is
referred to as source area/volume, and can be chosen arbitrar-
ily without restrictions on its shape). Hence, for each sensing
system, two different cost functions are defined to effectively
handle the deployment: the former relies on the average of a
specific CRB-related metric over the grid points sampling the
source area/volume, whereas, the latter leverages the maximum
of the CRB-related metric over the aforementioned grid points.
The idea of minimizing the average or the worst-case objective
functions is quite natural when the actual source position is
unknown and only the region containing it is available. Notably,
the key difference between our framework and the bulk of
methods from the literature is that the design variables in our case
are the actual sensor positions, whereas, for most of the state-
of-the-art methods the design variables implicitly boil down to
the sensor orientations, because either the source location is
assumed known or the sensors are forced to lie on a circle/sphere.
Needless to say, when the set of grid points chosen in our design
is just a singleton, then our methodology reduces to the approach
usually pursued in the open literature. The CRB-related metrics
adopted to specify the objective function are either the trace
(indicated as A−optimal oriented design criterion) or the de-
terminant (denoted as D−optimal oriented design criterion) of
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TABLE I
COMPARISON BETWEEN RELATED PREVIOUS STUDIES AND THIS PAPER

the CRB. Hence, to handle the resulting challenging non-convex
optimization problems, innovative solution techniques based on
the block-majorization-minimization (referred to as block–MM)
framework [49], [50] are devised. The proposed resource alloca-
tion strategies are iterative in nature and each step monotonically
decreases the design objective of interest as well as provides
eventually a stationary solution to the underlying optimization
problem (this has been rigorously shown in Appendix A of the
supplementary material). Besides, it can easily deal with the
cases of uniform and non-uniform variances in the measurement
noise. Table I highlights the novelty of this work as compared
with some relevant literature.

The key contributions can be summarized as follows:
� Definition and computation of the average and the worst-

case CRB-related metrics over the grid points chosen from
a prescribed source area, in the context of either TOA or
RSS measurements. Formulation of the resource alloca-
tion problem exploiting two optimality criteria: A− and
D−optimal.

� Development of a novel optimization framework leverag-
ing the principle of block–MM to minimize the design
objective. This is also complemented with a discussion
on the computational complexity and the convergence of
the algorithm. As already pointed out, the framework can
effectively handle noise measurements with non-uniform
variances and quite general deployment constraints on the
sensor locations.

� Analysis of interesting case studies showing that the pro-
posed technique can lead to some performance gains with
respect to some possible counterparts already available in
the open literature.

The rest of the paper is organized as follows: Section II
presents the source localization measured data models and the
formulation of the sensors deployment problems. Section III
introduces the proposed solution techniques (and corresponding
algorithms) yielding the optimized sensor placements for the
two different sensing networks and the diverse adopted figure
of merits. In Section IV, numerical simulations are illustrated,
whereas in Section V, concluding remarks and possible future
research avenues are discussed.

Notations: Throughout the paper, the following notations have
been adopted. Rn andRm×n represent the n-dimensional vector
space and m× n matrix space in the real field, respectively.
Scalars, vectors, and matrices have been denoted by standard

lowercase letter a, lower case boldface letter a, and upper case
boldface letter A, respectively. The symbols (·)T , (·)−1, Tr(·),
det(·), ln(·), ‖ · ‖2, and Im denote the transpose, inverse, trace,
determinant, natural logarithm, the Euclidean norm of a vector,
and an m×m identity matrix, respectively. A � B indicates
that A−B is a symmetric positive semidefinite matrix and
diag(·) represents a diagonal matrix made of its vector argument.

II. PROBLEM FORMULATION

In this section, TOA and RSS based localization models
are introduced and specific sensor placements problems are
formulated to optimally deploy the sensing units.

A. TOA Source Localization Model

Let us consider a multiplatform system composed of m
(monostatic and active) sensors each equipped with a transceiver
capable of measuring the TOA from a target/source located at
an unknown position p ∈ R

n (where n is equal to either 2 or
3, depending on the sensing scenario, i.e., 2D or 3D). Denoting
the position of the ith sensor by ri ∈ R

n, i = 1, . . . ,m (with
m > n as per-location identifiability), the TOA, resulting from
the round-trip time, measured at the ith sensor can be written
as1

t̃i =
2 ‖p− ri‖2

c
+ εi, i = 1, . . . ,m, (1)

where c indicates the wave propagation speed and εi represents
the TOA measurement noise at the ith sensor, which is modeled
as a zero mean Gaussian random variable with variance σ̄2

i . The
resulting distance measurement is

d̃i = ‖p− ri‖2 + εi, i = 1, . . . ,m, (2)

where d̃i � c˜ti
2 corresponds to the noisy distance measurement

and εi = cεi/2 ∼ N (0, σ2
i ), with σ2

i =
c2σ̄2

i

4 . Stacking together
the noisy distance measurements from the m sensors, the avail-
able location-based observations can be cast in the vectorial form

d̃ = gTOA (p) + ξTOA (3)

where d̃ = [d̃1, . . . , d̃m]T ∈ R
m, gTOA(p) = [‖p− r1‖2, . . . ,

‖p− rm‖2]T ∈ R
m and ξTOA = [ε1, . . . , εm]T ∈ R

m with

1A similar signal model and subsequent design hold true for GNSS.
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ξTOA ∼ N (0,RTOA), where RTOA = diag(σ2
1 , . . . , σ

2
m) de-

notes the measurement noise covariance matrix. Therefore, the
joint density function of the observation vector d̃ is given by

p
(
d̃;p

)
=

1

(2π)
m
2
√

det (RTOA)

exp

(
−1
2

(
d̃−gTOA(p)

)
TR−1

TOA

(
d̃−gTOA(p)

))
.

(4)

Hence, the Fisher Information Matrix (FIM) associated with
the target location p, i.e.,

FTOA(p)=E

⎛⎜⎝
⎛⎝∂ ln p

(
d̃;p

)
∂p

⎞⎠⎛⎝∂ ln p
(
d̃;p

)
∂p

⎞⎠T
⎞⎟⎠∈R

n×n,

(5)

can be computed in closed form via Slepian-Bangs formula [51]

FTOA (p) = HTR−1
TOAH (6)

where

H � [h1, · · · , hm]T �
[

(p−r1)
‖p−r1‖2 , · · · , (p−rm)

‖p−rm‖2

]T
.

(7)

As a consequence, the CRB matrix, which yields a lower bound
to the covariance matrix of any unbiased estimator of the target
position, is given by

CTOA (p, r1, . . . , rm) = F−1
TOA (p) =

(
HTR−1

TOAH
)−1

, (8)

which depends on the actual target position p and the location
of the m sensors r1, . . . , rm, via the matrix H. In particular,
the functional dependence of (8) on r1, . . . , rm highlights that
a bespoke deployment of the sensing units represents a valuable
degree of freedom which can be capitalized to boost localization
performance. In this respect, most of the strategies available
in the open literature to optimally control the geometry of the
sensors assume that the source position is located at the center
of the surveilled area (e.g., the origin). Evidently, such a design
assumption may lead to significant performance degradation due
to mismatches between nominal and actual situations. Here, to
overcome the aforementioned shortcoming, a different approach
is pursued, assuming that the source may lie in any position
within a specific (but quite arbitrary) region in the sensing
scenario. Note that it could be also possible to restrict the uncer-
tainty region exploiting some available a-priori knowledge, for
instance, previous measurements and tracking information.

To proceed further, let {pk}Kk=1 be a grid of K locations
belonging to the surveillance area A, assumed fine enough to
represent, with a given accuracy, the possible target positions
of interest. Hence, as figure of merit to perform resource al-
location (i.e., sensor placements), some CRB-related objective
functions are adopted. Specifically,A−optimal andD−optimal
oriented design criteria are considered. The former [52] aims
at minimizing the variance of the location estimate, accounting
for the trace of the CRB matrix; the latter [52] focuses on the
shrinking of the confidence-ellipsoid volume (associated with

the location estimate) by means of CRB matrix determinant
as score function. Now, since the CRB matrix depends on the
unknown target location, either the average or the worst-case
(over the selected grid points chosen within the surveillance
area)A−optimal andD−optimal metrics are employed as figure
of merits. Otherwise stated, denoting by

f1,TOA (p, r1, . . . , rm) = Tr (CTOA (p, r1, . . . , rm)) (9)

and

f2,TOA (p, r1, . . . , rm) = det (CTOA (p, r1, . . . , rm)) , (10)

the robust (in the sense that no prior information is required
about the exact target position) sensor deployment is pursued
adopting as design criteria

gTOA
i (r1, . . . , rm)=

1

K

K∑
k=1

fi,TOA (pk, r1, . . . , rm) , i=1, 2,

(11)

to regulate average performance, and

hTOA
i (r1, . . . , rm)= max

k∈{1,...,K}
fi,TOA (pk, r1, . . . , rm) , i=1, 2,

(12)

to control the worst-case performance.
To endow practical appeal to the resource allocation strategy,

it is valuable and necessary to account for some constraints on the
location of the sensing platforms, arising from physical restric-
tions and/or considerations. In this regard, it is worth observing
that the measurement model in (1) demands the sensing units
(radars) to be far enough from the target, for practical reasons and
in order to avoid undesired phenomena, such as eclipsing effects
as well as close-in clutter returns, just to mention a few. Thus,
denoting by Ri, i = 1, . . .m, the set of the feasible positions
of the ith sensor (also referred to as feasible deployment re-
gion), the aforementioned requirement is tantamount to assume
Ri ∩ A = ∅, i = 1, . . .m, i.e., the sensors are located outside
the surveillance region. Besides, in realistic scenarios, licenses
are often required to place sensing units in specific areas with
resulting location constraints, e.g., on the roofs of building or on
the top of a hill; additionally, with reference to a multiplatform
sensing system employing Unmanned Aerial Vehicles (UAVs),
limitations on the sensor positions (to optimally accomplish
possible dynamic tasks) naturally stem from UAVs kinematic
constraints. Hence, in the following, the feasible deployment
region Ri of the ith sensor is modeled as a convex set, e.g.,
a sphere (a circle in 2D case), an ellipsoid, or a box, whose
geometric parameters (for instance, the radius and the center
for a sphere based constraint) reflect position limitations to
impose at the design stage. A notional illustration on the sensing
scenario of interest, including the surveillance region as well as
the feasible deployment regions, is provided in Fig. 1.

According to the above guidelines and definitions, denoting
by

Hk� [hk,1, . . . ,hk,m]T �
[
(pk−r1)

‖pk−r1‖2
, . . . ,

(pk−rm)

‖pk−rm‖2

]
T ,

(13)
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Fig. 1. A pictorial representation of the sensing scenario with m = 5 inde-
pendent transmit/receive units: A denotes the actual surveillance region while
R1 −R5 represent the feasible deployment regions.

the sensor placements problems can be cast as follows

PTOA
1 : minimize

{ri∈Ri}mi=1

1

K

K∑
k=1

Tr
((

HT
kR

−1
TOAHk

)−1
)
, (14)

PTOA
2 : minimize

{ri∈Ri}mi=1

1

K

K∑
k=1

det
((

HT
kR

−1
TOAHk

)−1
)
, (15)

PTOA
3 : minimize

{ri∈Ri}mi=1

max
k∈{1,...,K}

{
Tr
((

HT
kR

−1
TOAHk

)−1
)}

,

(16)

PTOA
4 : minimize

{ri∈Ri}mi=1

max
k∈{1,...,K}

{
det
((

HT
kR

−1
TOAHk

)−1
)}

.

(17)

B. RSS Source Localization Model

Let us consider a multiplatform system composed of m re-
ceiver units (located at r1, . . . , rm), measuring the RSS from a
source located at an unknown position p ∈ R

n. Specifically, the
RSS measurement at the ith node, i.e., the average power Li (in
dB), can be modeled as

Li = L0 − 10 η log10 (‖p− ri‖2) + νi, i = 1, . . . ,m, (18)

where L0 is the received power in dB at a given reference
distance, assumed without loss of generality equal to one, η is
the (assumed known) path loss exponent, which depends on the
propagation channel [53], and νi refers to the RSS measurement
noise at the ith sensor, which is modeled as a zero mean Gaus-
sian random variable with variance ρ2i . Note that, leveraging
appropriate calibration procedures [53], [54] the parameters L0

and η can be assumed known. After stacking together the noisy
RSS data from the m sensors, the location-based observations
in (18) boil down to

y = αgRSS (p) + ξRSS, (19)

where y = [L1 − L0, . . . , Lm − L0]
T , α = −10η, gRSS(p) =

[log10(‖p− r1‖2), . . . , log10(‖p− rm‖2)]T , and ξRSS =
[ν1, . . . , νm]T ∼ N (0,RRSS), with RRSS = diag(ρ21, . . . , ρ

2
m)

the covariance matrix of RSS measurements noise. As a
consequence, the CRB matrix of any unbiased estimator of the
target position, based on RSS measurement model (19), is given
by

CRSS (p, r1, . . . , rm) =
1

α2

(
HTDTR−1

RSSDH
)−1

(20)

where D = diag(‖p− r1‖2, . . . , ‖p− rm‖2)−1 and the matrix
H is defined in (7) and embeds the CRB dependency on the
actual target position p and the sensor locations r1, . . . , rm.
Hence, defining G � DH, i.e.,

G � [g1, · · · , gm]T �
[

(p−r1)

‖p−r1‖22
, . . . , (p−rm)

‖p−rm‖22

]T
(21)

the CRB matrix in (20) can be cast as

CRSS (p, r1, . . . , rm) =
1

α2

(
GTR−1

RSSG
)−1

. (22)

Now, following similar lines of reasoning and considerations
leading to (14)–(17), and letting

Gk� [gk,1, . . . ,gk,m]T �
[

(pk − r1)

‖pk − r1‖22
, . . . ,

(pk − rm)

‖pk − rm‖22

]T
,

(23)

the sensor placements for RSS based localization can be framed
as follows

PRSS
1 : minimize

{ri∈Ri}mi=1

1

K

K∑
k=1

Tr
((

GT
kR

−1
RSSGk

)−1
)
, (24)

PRSS
2 : minimize

{ri∈Ri}mi=1

1

K

K∑
k=1

det
((

GT
kR

−1
RSSGk

)−1
)
, (25)

PRSS
3 : minimize

{ri∈Ri}mi=1

max
k∈{1,...,K}

{
Tr
((

GT
kR

−1
RSSGk

)−1
)}

,

(26)

PRSS
4 : minimize

{ri∈Ri}mi=1

max
k∈{1,...,K}

{
det
((

GT
kR

−1
RSSGk

)−1
)}

.

(27)

Before concluding this subsection, it is worth pointing out
that although problems PTOA

i and PRSS
i , i = 1, . . . , 4, exhibit

similar structural forms, the functional dependency of the cost
functions over the optimization variables r1, . . . , rm is tightly
tailored to TOA and RSS measurement models via the matrices
Hk and Gk, k = 1, . . . ,K, respectively. Thus, as thoroughly
detailed in the next section, some commonalities are present
in the development of the solution methods, even if different
bespoke optimization tricks are required to tackle the diverse
designs.

III. DESIGN OF THE PROPOSED SENSOR PLACEMENTS

METHODS

In this section, novel solution techniques are devised to handle
the non-linear, non-convex, and challenging design problems
PTOA
i and PRSS

i , i = 1, . . . , 4, and to define optimal (with
some theoretical guarantees) sensor placements strategies. To
this end, the optimization framework (i.e., block MM) proposed
in [49], where the Block Coordinate Descent (BCD) paradigm
is combined with Majorization-Minimization (MM) technique,
is exploited. Specifically, along the BCD iterations, instead of
minimizing the appropriate restriction of the original objective
function, a surrogate function (which tightly upperbounds the
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aforementioned objective) is optimized. In the next subsections,
a brief primer on block-MM is provided and our proposed
methods to solve Problems PTOA

i and PRSS
i , i = 1, . . . , 4, are

thoroughly illustrated.

A. Block MM Principle

As already stated, block MM algorithm merges the BCD and
the standard MM [49]. Specifically, the design variable is split
into blocks and each of them is treated as an independent vector
of variables and updated according to a standard MM approach
while keeping fixed the remaining variables blocks. To better
illustrate the principle of the Block MM, let us consider the
following optimization problem

minimize
x∈X

f (x) (28)

where x ∈ R
n is the optimization variable partitioned into M

blocks as x =
(
xT
1 , . . . ,x

T
i , . . . ,x

T
M

)T
, with xi ∈ Xi ∀i and

X = X1 × . . .×XM . At (t+ 1)th iteration, the blocks are up-
dated as follows:

xt+1
i ∈ arg minimize

xi∈Xi

gi
(
xi

∣∣xt
)

(29)

xt+1
j = xt

j , ∀j �= i, (30)

where i = mod(t+ 1)M , and gi(xi |xt ) is the global upper
bound for the restriction of f(x) to the ith block and satisfies
the following properties:

f
(
xt
)
= gi

(
xt
i

∣∣xt
)
, ∀xt ∈ X , ∀xt

i ∈ Xi, (31)

f
(
xt
1, . . . ,xi, . . . ,x

t
M

) ≤ gi
(
xi

∣∣xt
)
, ∀xt ∈ X , ∀xi ∈ Xi

(32)

where xt is the value taken by x at the tth it-
eration. This leads to an update of x as xt+1 =(
(xt

1)
T
, . . . ,

(
xt+1
i

)T
, . . . , (xt

M )
T
)T

.

Before concluding this section, note that in plain Block MM,
the blocks are updated cyclically, i.e., i repeatedly increases
from 1 to M . Alternately, some advanced block selection rules,
i.e., the Maximum Block Improvement (MBI) [50], can also be
adopted. The interested reader may refer to [49], [50], [55], for
further details on Block-MM, MBI, and MM.

B. Sensor Placements Problem for TOA Based Localization

The focus of this subsection is the design of solution tech-
niques for Problems PTOA

i , i = 1, . . . , 4, leading to optimal
TOA-based sensors geometry. To this end, in the following the
optimization variable [rT1 , r

T
2 , . . . , r

T
m]T ∈ R

nm is split into m
blocks, each of them collecting the coordinates of the ith sensor.

1) Solution to Problems PTOA
1 and PTOA

3 : First, the proce-
dure to solve ProblemPTOA

1 is described and then the necessary
modifications to handlePTOA

3 are provided. In order to proceed,
let {rth}mh=1 be the optimal placement up to the tth iteration, and
let ri be the block to be updated at the (t+ 1)th iteration; then,
ignoring the scaling factor 1

K , the restriction of the objective

function with respect to the ith block is given by

K∑
k=1

Tr

((
Ãt

k,i + σ−2
i hk,ih

T
k,i

)−1
)

(33)

where

Ãt
k,i �

m∑
h=1,h �=i

σ−2
h ht

k,h

(
ht
k,h

)T
(34)

is assumed positive definite hereafter. In this respect, it is worth
pointing out that Ãt

k,i is rank deficient if and only if all the

the nodes involved in Ãt
k,i lie on a zero-measure set, i.e., a

line for the 2D case and a plane for the 3D counterpart. As
a consequence, being slight perturbations of the sensor posi-
tions unavoidable (due to numerical errors) and being finite the
cardinality of the grid of points pks, Ãt

k,i is practically full
rank. Indeed, focusing on the more challenging 3D situation
and supposing, without loss of generality i = 1, given rt2, for all
k, ht

k,2 and ht
k,3 are not aligned for almost all feasible positions

of rt3 ∈ R3; besides, for almost all rt4 ∈ R4, ht
k,4 does not

belong to the plane identified by ht
k,2 and ht

k,3, for any k. As a
further consideration, it is also reasonable to restrict the feasible
positions of n+ 1 sensors among the availablem nodes, so that
Ãt

k,i is full rank, regardless of the actual sensor positions; this
is for instance the case where some sensors are located on the
ground with a limited variability (capable of ensuring a reliable
surveillance of a region wider than A), whereas other dynamic
and moving units are employed to augment the system in the
accomplishment of ad-hoc tasks.2

Using Sherman–Morrison formula [56] and after standard
algebra, (33) can be cast as

K∑
k=1

(
αt
k,i −

hT
k,iA

t
k,ihk,i

1 + hT
k,iB

t
k,ihk,i

)
(35)

where αt
k,i � Tr

((
Ãt

k,i

)−1
)

, At
k,i � σ−2

i

(
Ãt

k,i

)−2

, and

Bt
k,i � σ−2

i

(
Ãt

k,i

)−1

. Hence, the relationshiphk,i =
(pk−ri)
‖pk−ri‖2

yields to the following closed form expression of the objective
function of PTOA

1 restricted to ri, given by

φ (ri) �
K∑

k=1

(
αt
k,i −

(pk − ri)
T At

k,i (pk − ri)

(pk − ri)
T Dt

k,i (pk − ri)

)
(36)

where Dt
k,i = In +Bt

k,i.
In line with the Block-MM paradigm, let us now focus on

the construction of a valuable surrogate function to (36). To this

2Note that a slight perturbation of the matrices involved in the objective
function can be considered too, i.e., (Ãt

k,i + σ−2
i hk,ih

T
k,i + εI)−1, with ε > 0

a regularizing/smoothing factor. Interestingly, this perturbed matrix can be
interpreted as the covariance matrix of the estimation error associated with the
linearized version (around pk) of the measurement equations in (2) assuming
the offset/displacement modeled as a zero mean Gaussian random vector with
covariance matrix 1

ε I.
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end, let us observe that (36) can be written as

K∑
k=1

(
αt
k,i − ψk (ri, zk)

)
(37)

where zk = (pk − ri)
TDt

k,i(pk − ri) and ψk(ri, zk) �
(pk−ri)

TAt
k,i(pk−ri)

zk
. Since ψk(ri, zk) is jointly convex in ri

and zk [57], the following inequality, based on first order Taylor
series (at some given rti and ztk), holds true

ψk (ri, zk) ≥ ψk

(
rti, z

t
k

)
+

−2 (pk − rti)
T
At

k,i

ztk

(
ri − rti

)
− (pk − rti)

T
At

k,i (pk − rti)

(ztk)
2

(
zk − ztk

)
=
(
atk,i
)T

ri − btk,izk + ctk,i (38)

where atk,i=
−2At

k,i(pk−rti)

(pk−rti)
TDt

k,i(pk−rti)
, btk,i=

(pk−rti)
TAt

k,i(pk−rti)

((pk−rti)
TDt

k,i(pk−rti))
2

and ctk,i = ψ(rti, z
t
k)− (atk,i)

T rti + btk,iz
t
k. Now, denoting by

gk(ri) = ψk(ri, (pk − ri)
TDt

k,i(pk − ri)) and replacing zk =

(pk − ri)
TDt

k,i(pk − ri) in (38), it follows that

gk(ri) ≥ −rTi F
t
k,iri +

(
wt

k,i

)T
ri + stk,i (39)

where Ft
k,i = btk,iD

t
k,i, w

t
k,i = atk,i + 2btk,iD

t
k,ipk, and stk,i =

ctk,i − btk,ip
T
kD

t
k,ipk. As a consequence, a majorizing function

for φ(ri) at ri = rti is

φ (ri) ≤
K∑

k=1

(
rTi F

t
k,iri −

(
wt

k,i

)T
ri + βt

k,i

)
, (40)

where βt
k,i � αt

k,i − stk,i. Therefore, rt+1
i is obtained as the

optimal solution to the following surrogate problem

minimize
ri∈Ri

K∑
k=1

(
rTi F

t
k,iri −

(
wt

k,i

)T
ri + βt

k,i

)
(41)

which can be further cast as

minimize
ri∈Ri

rTi F
t
iri −

(
wt

i

)T
ri + βt

i (42)

where Ft
i =

∑K
k=1 F

t
k,i, wt

i =
∑K

k=1 w
t
k,i and βt

i =∑K
k=1 β

t
k,i.

Since Ft
i � 0, Problem (42) is convex and its solution can be

obtained using convex programming solvers, like CVX [58]. In
particular, if eachRi is representative of a practically reasonable
region, i.e., a sphere, an ellipsoid, or a box, (42) can be cast
as a Second Order Cone Program (SOCP) [57] and solved
again via CVX [58]. Remarkably, under the last assumption
on Ri’s, the optimal solution in almost closed-form can be
obtained leveraging Karush-Kuhn-Tucker (KKT) conditions.
After the update of all the sensor locations in a loop, i.e., the
execution of m iterations, the resource allocation process is
repeated until convergence and a minimizer of Problem PTOA

1

is possibly obtained. In this respect, as detailed in Section III-D,
the developed optimization scheme exhibits desirable properties
such as a decreasing behavior of the objective function along

the iteration and a guaranteed convergence to a stationary point
of the minimization problem under some mild technical condi-
tions [55].

The procedure to solve Problem PTOA
3 is now illustrated.

Leveraging the similarity between the objectives in PTOA
1 and

PTOA
3 (except for the presence of max operator in PTOA

3 ), the
counterpart to Problem (41) can be readily obtained as follows

minimize
ri∈Ri

max
k

{
rTi F

t
k,iri −

(
wt

k,i

)T
ri + βt

k,i

}
. (43)

Problem (43) can be efficiently handled resorting to its epigraph
form, i.e.,

minimize
ri∈Ri,θ

θ

subject to rTi F
t
k,iri −

(
wt

k,i

)T
ri + βt

k,i ≤ θ,∀k, (44)

where θ is an auxiliary variable. Indeed, (44) is a convex
optimization problem and can be solved using appropriate
convex programming solvers. Furthermore, provided that Ri,
i = 1, . . . ,m, is described by linear inequalities and/or quadratic
constraints, (44) can be cast as a SOCP [57].

2) Solution to Problems PTOA
2 and PTOA

4 : Now, solution
techniques to Problems PTOA

2 and PTOA
4 are presented. Fo-

cusing on PTOA
2 and letting ri the block to be updated at the

(t+ 1)th iteration, with i = mod(t+ 1)m, the restriction of the
objective function (with respect to the ith block) is

K∑
k=1

det

((
Ãt

k,i + σ−2
i hk,ih

T
k,i

)−1
)
, (45)

where the scaling factor 1
K is neglected. Now, leveraging

Sherman–Morrison formula and after some standard algebra,
(33) can be equivalently expressed as

K∑
k=1

det

⎛⎜⎝(Ãt
k,i

)−1

−
σ−2
i

(
Ãt

k,i

)−1

hk,ih
T
k,i

(
Ãt

k,i

)−1

1 + σ−2
i hT

k,i

(
Ãt

k,i

)−1

hk,i

⎞⎟⎠
(46)

where Ãk,i � 0 is as in (34). Exploiting the determinant iden-
tity det(A+ uvT ) = (1 + vTA−1u) det(A) [59], (45) boils
down to

K∑
k=1

(
αt
k,i −

hT
k,iA

t
k,ihk,i

1 + hT
k,iB

t
k,ihk,i

)
(47)

with αt
k,i � det

((
Ãt

k,i

)−1
)

and At
k,i � σ−2

i αt
k,i(Ã

t
k,i)

−1.

Since the objective (47) exhibits the same functional form as
(35) (the only difference is in the definition of the parameters
αt
k,i and At

k,i), the framework developed in Section III-B1 can
be used to handle PTOA

2 . The same conclusion applies to PTOA
4

since its objective function restricted to the ith block can be cast
in the same form as the objective of PTOA

3 , resorting to the
mathematical tricks leading to (47).



1300 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 71, 2023

C. Sensor Placements Problem for RSS Based Localization

In this subsection, the procedures to solve Problems PRSS
1 –

PRSS
4 are devised aimed at determining optimal placements for

the RSS-based sensors.
1) Solution to Problems PRSS

1 and PRSS
3 : Let us start with

Problem PRSS
1 ; owing to the similar structural forms between

PRSS
1 and PTOA

1 and exploiting the same steps leading to (35),
the restriction of the objective function of PRSS

1 with respect to
the ith block can be expressed as

K∑
k=1

(
αt
k,i −

gT
k,iA

t
k,igk,i

1 + gT
k,iB

t
k,igk,i

)
(48)

where αt
k,i�Tr

((
Ãt

k,i

)−1
)

, At
k,i�ρ−2

i

(
Ãt

k,i

)−2

, and Bt
k,i�

ρ−2
i

(
Ãt

k,i

)−1

, with Ãt
k,i �

∑m
h=1,h �=iρ

−2
h gt

k,h

(
gt
k,h

)T
� 0.

Since gk,i =
(pk−ri)
‖pk−ri‖22 , the objective (48) can be cast as

φRSS (ri) �
K∑

k=1

(
αt
k,i −

(pk−ri)
TAt

k,i(pk−ri)

‖pk−ri‖42+(pk−ri)
TBt

k,i(pk−ri)

)

=

K∑
k=1

(
αt
k,i − ψRSS

k (ri, zk)
)

(49)

with zk = ‖pk d− ri‖42 +(pk −ri)
T Bt

k,i (pk −ri) and

ψRSS
k (ri, z) =

(pk−ri)
TAt

k,i(pk−ri)

z . Hence, following lines of
reasoning similar to those leading to (38), it can be shown that(

atk,i
)T

ri − btk,izk + ctk,i (50)

is a tight lower bound to ψRSS
k (ri, zk), where

atk,i =
−2At

k,i (pk − rti)

‖pk − rti‖42 + (pk − rti)
T
Bt

k,i (pk − rti)
,

btk,i =
(pk − rti)

T
At

k,i (pk − rti)(
‖pk − rti‖42 + (pk − rti)

T
Bt

k,i (pk − rti)
)2 ,

ctk,i = ψ
(
rti, z

t
k

)− (atk,i)T rti + btk,iz
t
k.

As consequence, after replacing zk = ‖pk − ri‖42 + (pk −
ri)

TBt
k,i(pk − ri) in (50), a majorizing function for φRSS(ri)

at ri = rti is given by

φRSS (ri) ≤
K∑

k=1

(
btk,i ‖pk − ri‖42 + rTi F

t
k,iri

− (wt
k,i

)T
ri + βt

k,i

)
(51)

where βt
k,i = αt

k,i − stk,i. Therefore, at the (t+ 1)th iteration,
the ith sensor location is updated as the optimal solution to the
following surrogate problem

minimize
ri∈Ri

K∑
k=1

(
btk,i ‖pk − ri‖42 + rTi F

t
k,iri

− (wt
k,i

)T
ri + βt

k,i

)
(52)

which can be further simplified as

minimize
ri∈Ri

K∑
k=1

(
btk,i ‖pk − ri‖42

)
+ rTi F

t
iri

− (wt
i

)T
ri + βt

i (53)

with Ft
i =

∑K
k=1 F

t
k,i, w

t
i =

∑K
k=1 w

t
k,i and βt

i =
∑K

k=1 β
t
k,i.

Now, to efficiently solve the convex optimization Problem (53),
let us introduce K auxiliary variables γ1, . . . , γK so as to cast
(53) as

minimize
ri∈Ri,{γk}

K∑
k=1

γ2k + rTi F
t
iri −

(
wt

i

)T
ri + βt

i

subject to
√
btk,i ‖pk − ri‖22 ≤ γk, k = 1, . . . ,K. (54)

Provided that Ri is modeled by means of quadratic and linear
inequalities, (54) can be framed as an SOCP and hence readily
solved using convex programming solver like CVX [58].

Let us now focus on Problem PRSS
3 . Leveraging the func-

tional form of Problem PRSS
3 objective function, the coun-

terpart of Problem (52) can be immediately obtained as
follows

minimize
ri∈Ri

max
k

{
btk,i ‖pk − ri‖42 + rTi F

t
k,iri

− (wt
k,i

)T
ri + βt

k,i

}
. (55)

Thus, resorting to the epigraph form of (55), the optimization
problem to solve for updating the ith sensor position at the tth
iteration is

minimize
ri∈Ri,θ,{γk}

θ

subject to
√
btk,i ‖pk − ri‖22 ≤ γk, ∀k = 1, . . . ,K

γ2k + rTi F
t
k,iri −

(
wt

k,i

)T
ri + βt

k,i ≤ θ,

k = 1, . . . ,K

(56)

Since Ft
k,i � 0, (55) and (56) are convex optimization problems

that can be solved using any convex programming solver, in
particular, when the constraints allow its SOCP reformulation.

2) Solving Problem PRSS
2 and PRSS

4 : In this subsection,
the steps to handle PRSS

2 and PRSS
4 are discussed. Following

the procedure described to solve PTOA
2 (in Section III-B2), the

counterpart of (47) can be written as follows

minimize
ri∈Ri

K∑
k=1

(
αt
k,i −

gT
k,iA

t
k,igk,i

1 + gT
k,iB

t
k,igk,i

)
(57)

where αt
k,i � det

((
Ãt

k,i

)−1
)

, At
k,i � σ−2

i αt
k,i

(
Ãt

k,i

)−1

,

and Bt
k,i = σ−2

i

(
Ãt

k,i

)−1

.

The form of Problem (57) is similar to (48) in Section III-C1.
This implies that optimal solutions to Problem PRSS

2 can be
obtained via tools and tricks similar to those explained in Section
III-C1. Analogous considerations hold true with reference to
PRSS
4 and PTOA

4 , paving the way for the synthesis of optimal
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sensing geometry according to the design strategy formalized in
PRSS
4 .
Remark 1: Even though, the CRB for both TOA and RSS

looks similar, there are considerable differences between the
H matrix in TOA

(
hk,i =

(pk−ri)
‖pk−ri‖2

)
and G matrix in RSS(

gk,i =
(pk−ri)
‖pk−ri‖22

)
which make the design problem of optimal

sensor placements for RSS-based localization more challenging
and worthy of a separate consideration. Indeed, there is an addi-
tional btk,i‖pk − ri‖42 term in the surrogate function constructed
for the concentrated objective function of the ith sensor for the
RSS case (see (52)) that has to be carefully dealt with. This
implies different mathematical tricks to manage the resulting
surrogate function employed and, as a consequence, different
optimizations techniques.

The pseudo code to solve Problems PTOA
1 –PTOA

4 and
PRSS
1 –PRSS

4 is given in Algorithm 1.

D. Computational Complexity and Convergence of the
Proposed Method

The computational complexity of the proposed algorithm
depends on two main factors: the evaluation of the surrogate
problem parameters and the computation of the sensor locations
update at each iteration. The parameters to be determined are
At

k,i, D
t
k,i, a

t
k,i, b

t
k,i and ctk,i (for all k and i), and each of

them require a complexity of O(n2), implying a total burden
(per-iteration) of O(Kmn2). Moreover, focusing on the most
practical situation of quadratic constraints, the update of the
sensor locations involves the solution of a SOCP problem3

which, in turn, can be accomplished with O(n3.5 log η) oper-
ations [60], where η is a prescribed accuracy. In summary, the
per-iteration complexity is O(Kmn2) +O(n3.5 log η).

As to the convergence features of the proposed sensor alloca-
tions strategies, leveraging [49], [50], the following proposition
holds true.

Proposition 2: Let P denote one of the design problems
PTOA
i ,PRSS

i , i ∈ {1, . . . , 4}, f(r1, . . . , rm) the associated
objective function, and gi(ri; r

t+1
1 , . . . , rt+1

i−1 , r
t
i, . . . , r

t
m), i =

1, . . . ,m, the surrogate function associated with the ith block
at the (t+ 1)-iteration, where rt refers to the optimal sensor
displacement up to the t-iteration. Letting f t the sequence of ob-
jective values attained by rt, provided that Ãt

k,i, i = 1, . . . ,m,
k = 1, . . . ,K, and t ≥ 0, is full-rank, then
� f t is a monotonically decreasing function, converging to a

finite value;
� any limit point r� of rt is a stationary point to P , if the

matrices Ãt�

k,i, i = 1, . . . ,m, k = 1, . . . ,K, evaluated at
the limit point r� are full-rank.

Proof: See Appendix A of the supplemental material for
proof of the proposition. �

Remark 3: If the feasible deployment region associated with
the ith node is non-convex, its location update can be handled
exploiting a tight inner approximation of its feasible set [50]
along with the derived objective approximation. For instance,

3It is also worth mentioning that the update demanded by the design based
on a average performance can be achieved with a reduced complexity resorting
to the KKT conditions.

Algorithm 1: Pseudo code to solve ProblemsPTOA
1 –PTOA

4

and PRSS
1 –PRSS

4 .

Input: m, n, RTOA or RRSS, K, p1, . . . ,pK , ε = 10−4

Initialize t = 0, rti ∈ Ri for i = 1, . . . ,m and compute Ht
k

for k = 1, . . . ,K.
Repeat:

fori = 1, . . . ,m
Solve PTOA

h or PRSS
h , h = 1, 2, 3, and 4:

if h = 1 or h = 3
• Compute Ãt

k,i, α
t
k,i and At

k,i as defined in
Section III-B1 for PTOA

h and Section III-C1 for
PRSS
h .

elseif h = 2 or h = 4
• Compute Ãt

k,i, α
t
k,i and At

k,i as defined in
Section III-B2 for PTOA

h and Section III-C2 for
PRSS
h .

end
• Compute Bt

k,i, D
t
k,i, a

t
k,i, b

t
k,i, c

t
k,i, and stk,i

• Compute Ft
k,i, w

t
k,i and βt

k,i using the above
parameters.

if h = 3 or h = 4
• rt+1

i is the solution to the convex problems (44)
for PTOA

h and (56) for PRSS
h .

elseif h = 1 or h = 2
• Compute Ft

i =
∑K

k=1 F
t
k,i, w

t
i =

∑K
k=1 w

t
k,i

and βt
i =

∑K
k=1 β

t
k,i.

• rt+1
i is the solution to the convex problems (42)

for PTOA
h and (54) for PRSS

h .
end

end
Compute Ht+1

k for k = 1, . . . ,K.
t = t+ 1
until convergence
Output: {r∗i}, r∗i denote the value of ri at convergence.
The convergence criterion is usually
|f({rt+1

i })− f({rti})| < ε where f(·) denotes the
applicable cost functions in (14)–(17).

if some of functions involved in the inequality constraints are
concave, then they can be linearized, at each loop, using their first
order Taylor approximation. Hence, provided that the remaining
constraints are convex, the problem resulting at each step is
convex and solvable effectively via CVX, for constraint sets of
practical interest. Otherwise stated, the proposed approach can
effectively deal with these broad design situations resorting to
the framework in [50].

IV. NUMERICAL RESULTS

In this section, some interesting case studies are illustrated
to assess the performance of the proposed sensor placements
strategies under different deployment constraints. In particu-
lar, in Subsection IV-A, the design of 2D sensing networks is
addressed, whereas in Section IV-B, 3D deployments are con-
sidered; furthermore, some results pertaining the performance
of the source position maximum likelihood estimator (MLE)
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Fig. 2. Objective of Problem PTOA
1 versus iteration index.

relying on noisy measurements gathered by sensors deployed
according to different placement strategies are provided in Sec-
tion IV-C.

Before proceeding further, let us assess the convergence prop-
erties of the devised block MM algorithms. To this end, consid-
ering PTOA

1 for illustrative purposes, gTOA
1 in (11) versus the

iteration index is plotted in Fig. 2. Therein, it is assumedm = 5,
n = 2 (2D case), K = 1 (only one grid point) located at (0, 0)
andRTOA = Im. Besides, in this toy-example, no constraints are
enforced4 and the initial configuration is obtained using uniform
placement of sensors on a unit circle with target at its center.

Inspection of the figure shows that the objective value mono-
tonically decreases along the iterations and eventually achieves
the theoretical optimal value as computed in [43]. In fact, in such
conditions, a placement is optimal if and only if the correspond-
ing matrix H satisfies [43]

HTH =
m

n
In. (58)

In conclusion, Fig. 2 clearly highlights the expected mono-
tonic convergence of the proposed method, also providing an
evidence of its effectiveness from an optimization point of view.

A. Sensor Placements in 2D Scenarios

In this subsection, simulation results for the 2D case are
illustrated, assuming the source inside a circle of radius r cen-
tered at origin. Besides, different sensor deployment regions are
considered. Note that, to provide a full picture about the different
design methodologies, without overcrowding this section with
simulation plots, a few design objectives in each case study are
selected and their results are included.

1) Case I: Sensors in Disjoint Angular Sectors: The de-
ployment regions for this case study are represented by the
grey striped areas (delimited by blue contours) in Fig. 3,
which depict Ri, i = 1, . . . ,m = 4. Therein, the outermost
circle has a radius of 2r, whereas the circle tangent to
the different regions has a radius r + ε, with ε > 0. Fi-
nally the angular size of each region is 2π/m. As to the
parameters5 settings, r = 1.5 Km, ε = 0.5, m = 4, K = 100,
RTOA = diag(0.2500, 0.5625, 1.0000, 2.2500), and RRSS =

4Note that, for K = 1 the objective and its restrictions are well defined, but
for a zero-measure sensor locations set.

5Hereafter, it is assumed that the K points comprising the grid of the assumed
source locations are independently drawn from a uniform distribution over the
surveillance area A.

TABLE II
COMPARISON OF THE DESIGN OBJECTIVES OBTAINED USING DIFFERENT

PLACEMENTS FOR THE 2-D CONFIGURATIONS ANALYZED IN SECTION IV-A1

diag(2.8098, 2.0682, 0.5831, 1.5553) are considered.6,7 Fig.
3(a), (b), and (c) show the optimized placement ofm = 4 sensors
resulting from the optimal solution to PTOA

2 , PTOA
4 and PRSS

3 ,
respectively. As expected, all the sensors (displayed by red stars)
lie in their respective feasible regions. Besides, different place-
ments arise from diverse measurement models, i.e., TOA/RSS,
and/or design metrics. Notably, in all the situations the distance
from the origin is not constant, as per the conventional design
techniques considered so far in the open literature [5], [43], [61].

To shed light on the effectiveness of the devised placement
strategies, a comparison with some counterparts is now ad-
dressed. In this respect, random and uniform placements of the
sensors on a circle of radius r + ε are considered; moreover,
under the same sensor deployment requirement, the sensor de-
ployments based on the strategy developed in [43], denoted in
the following as UTMOST, is also contemplated. In Table II the
values of the performance metrics of PTOA

2 , PTOA
4 , and PRSS

3

are reported for the different sensor configurations. Inspection
of the table clearly reveals interesting gains (for each figure of
merit) of the tailored layout over the considered counterparts.

2) Case II: Sensor Deployment Regions Modelled as El-
lipses: In this situation, each sensor is located in a specific
ellipse, where each ellipse is inscribed in a different deploy-
ment region as induced by Case I. Specifically, the center
of the ith ellipse is at (ρ cos(φi), ρ sin(φi)), ρ = 2r, φi =
(2i− 1)π/m, with the minor axis tangent to the circle of
radius ρ. Besides, major and minor axes have a length of
2r/

√
1.5 and r, respectively. In this case study, the place-

ments corresponding to PTOA
1 , PTOA

3 , and PRSS
2 are exam-

ined, assuming as simulation parameters r = 1.5Km,K = 100,
RTOA = diag(0.1600, 0.6400, 1, 1.4400, 1.9600), and RRSS =
diag(0.1788, 0.9275, 0.1101, 1.5723, 0.5604). Fig. 4(a), (b),
and (c) show the optimized placement of m = 5 sensors result-
ing from the solution to PTOA

1 , PTOA
3 and PRSS

2 , respectively.
Furthermore, Table III reports the objective values (of interest
in this subsection) achieved by different sensor configurations
(e.g., those based on the heuristic placements defined in Section
IV-A1 along with those herein considered). As expected, in

6Henceforth, the values in the matrices RTOA and RRSS are in square meters
and decibel, respectively.

7The path loss component α for the RSS measurement model is set to one in
the subsequent experiments.
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Fig. 3. Optimized sensor positions obtained by solving (a) PTOA
2 , (b) PTOA

4 and (c) PRSS
3 with constraint that the ith sensor lies inside the regions Ri. ‘·’ markers

are the grid points in the source region and red stars are the sensor positions obtained via the developed algorithms.

Fig. 4. Optimized sensor positions obtained by solving (a) PTOA
1 , (b) PTOA

3 and (c) PRSS
2 with constraint that the ith sensor lies inside the ith ellipse (Ri).

‘·’ markers are the grid points in the source region and red stars are the sensor positions.

TABLE III
COMPARISON OF THE DESIGN OBJECTIVES OBTAINED USING DIFFERENT

PLACEMENTS FOR THE 2-D CONFIGURATIONS ANALYZED IN SUBSECTION

IV-A2

each column the lowest objective value is achieved by the
sensor configurations driven by the bespoke design. Besides,
the differences among the reported objective values corroborate
the presence of distinct topological behavior in Fig. 4.

3) Case III: Sensors in an Annular Region: In this case
the sensors are constrained to lie inside the annular re-
gion R = R1 =, . . . ,= Rm = {r : r + ε ≤ ‖r‖2 ≤ 2r}, see
the grey-striped area in Fig. 5. This feasible set is non-
convex due to the requirement ‖r‖2 ≥ r + ε. However, a
viable means to handle such a design is to resort to the
approach discussed in Remark 3. The parameters settings
chosen in this simulation are r = 1.5 Km, ε = 0.5 Km,
K = 100, RTOA = diag(1.0000, 1.1000, 0.9000, 1.3000), and
RRSS = diag(0.2297, 0.8270, 0.8319, 0.4978). Fig. 5(a), (b),
and (c) show the optimized placement ofm = 4 sensors obtained

TABLE IV
COMPARISON OF THE DESIGN OBJECTIVES OBTAINED USING DIFFERENT

PLACEMENTS FOR THE 2-D CONFIGURATIONS ANALYZED IN SECTION IV-A3

by solving problems PTOA
1 ,PRSS

1 and PRSS
4 , respectively, un-

der this specific restriction for the sensor locations. Finally, the
results in Table IV confirm the effectiveness of the proposed
design methods.

B. Sensor Placements in 3D Scenarios

In this subsection, sensor deployments optimization in a 3D
space is addressed, assuming that the source lies inside the
volume specified by the sphere (S1) of radius r centered at origin
of the reference system. The following deployment regions are
considered.

1) Case I: Sensors Inside Ellipsoids: In this scenario, the
deployment regions are given by m equally sized ellipsoids,
each with an axis parallel to the y-axis. Their centers are
uniformly spaced into the x-z plane at a distance 2r from
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Fig. 5. Optimized sensor positions obtained by solving (a) PTOA
1 , (b) PRSS

1 and (c) PRSS
4 with constraint that the sensors lie in the annular region R. ‘·’

markers are the grid points in the source region and red stars are the sensor positions.

Fig. 6. Optimized sensor positions obtained by solving (a) PTOA
1 and

(b) PRSS
1 with constraint that the ith sensor lies inside Ri. Red circles are

the sensor positions obtained via our developed algorithm.

TABLE V
COMPARISON OF THE DESIGN OBJECTIVES OBTAINED USING DIFFERENT

PLACEMENTS FOR THE 3-D CONFIGURATIONS ANALYZED IN SUBSECTION

IV-B1

the origin with the major axis tangent to the circle of radius
2r. Specifically, the three ellipsoids are congruent with axes
of sizes 2r, and r into the x-z plane, and

√
2r along the

y axis. Hence, the ith sensor is constrained to lie within
the ith ellipsoid. Assuming r = 1.5 Km, m = 5, K = 150,
RTOA = diag(0.1600, 0.3600, 0.6400, 1.0000, 1.4400), and
RRSS = diag(0.8783, 0.6477, 1.0495, 1.3230, 0.5173) in
Fig. 6(a) and (b), the optimized sensor placements obtained by
solving problemsPTOA

1 andPRSS
1 under this specific constraint

are displayed. The analysis clearly unveils the influence of the
measurement model on the placement. In Table V, the values
of the performance metrics associated with PTOA

1 and PRSS
1

are reported versus the sensor configurations. Again, the lowest
value of each figure of merit is attained by the configuration
driven by its minimization via the novel placement tool.

2) Case II: Sensors in an Annular Region: In this scenario,
the sensors are constrained to lie in an annular region

Fig. 7. Optimized sensor positions obtained by solving (a) PTOA
3 and

(b) PRSS
3 with constraint that the sensors lie in an annular region R. Red

circles are the sensor positions obtained via our algorithm.

TABLE VI
COMPARISON OF THE DESIGN OBJECTIVES OBTAINED USING DIFFERENT

PLACEMENTS FOR THE 3-D CONFIGURATIONS ANALYZED IN SUBSECTION

IV-B2

corresponding to the points of the sphereS3 which do not belong
to S2. Similar to the 2D case, the constraint set is non-convex
because of the requirement ‖r‖2 ≥ r + ε. Therefore, resorting
to the MM framework, a convex and tight inner bound to the
feasible set can be determined by means of the first order Taylor’s
expansion of −‖ri‖2 at the previous location of the ith sensor,
i.e., rti , along the optimization process. As to the parameters
setting, it is assumed r = 1.5 Km, m = 6, K = 150, RTOA =
diag(0.0625, 0.2500, 0.5625, 1.0000, 1.5625, 2.2500) and
RRSS = diag(0.9319, 0.3579, 0.2021, 0.8763, 0.8079, 1.6033).
Fig. 7(a) and (b) show the optimized sensor placements for
PTOA
3 and PRSS

3 , respectively. Again the impact of the
measurement model is clearly pinpointed. Finally, the objective
values in Table VI further assert the strength of the proposed
algorithms.
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TABLE VII
COMPARISON OF THE MLE PERFORMANCE FOR DIFFERENT PLACEMENT

ASSUMING TOA BASED LOCALIZATION

C. MSE Comparison

This subsection is aimed at shedding light on the performance
benefits offered by the proposed sensor deployment strategies in
terms of localization MSE improvements. To this end the MLE
is used to perform source localization8 with respect to TOA.
Besides, a 2D scenario with a circle of radius 0.75 Km centered
at (0, 0) as source area is supposed at the design stage.K = 100
is used to formalize the sensor placements problems based on the
average A−optimal and worst-case A−optimal design metrics
for TOA based localization.

To assess the MLE performance under the different con-
figurations, the MSE values associated with 10 source posi-
tions (randomly selected within the surveillance region) are
computed. Then, the average and the maximum (worst-case)
MSE (of the MLE) are adopted as synthetic benchmarks of
quality. For comparison purposes, the localization capabilities of
sensor networks resulting from different placement approaches
including UTMOST are analyzed too.9 Notably, the randomly
selected source positions, in correspondence of which the MSE
values (associated with the MLE) are obtained, differ from the
assumed locations (via the grid points) with probability one. In
a nutshell, the analysis in this subsection offers insights into
the performance of the proposed method in the case of source
position mismatches against the selected grid of points supposed
at the resource allocation stage.

Table VII reports the average and maximum MSE (of the
MLE) for different values ofm and interference variances, where
at each source location 1000 Monte Carlo trials are performed.
Inspection of the table reveals the effectiveness of the proposed
resource allocation algorithms with notable performance gains

8The TOA MLE has been implemented by performing first a grid search
to obtain an approximated solution of the optimization problem underlying the
MLE; then the source position estimate is further refined using the Gauss Newton
algorithm.

9Note that, the design resulting from the proposed algorithm assumes that the
sensors are constrained to lie in an annular region.

as compared with possible counterparts. In particular, the aver-
age A−optimal design usually provides the best average MSE
in each case study, whereas worst-case A−optimal approach
offers in general benefits in terms of worst-case MSE. This
validates our claim that the method proposed in this paper is
indeed capable of endowing robustness to the sensor placements
against the actual source location within the surveillance region,
even in the presence of possible deviations among the selected
grid of points and the effective source position.

V. CONCLUSION

In this paper, a robust method that designs the optimal sensor
positions for TOA and RSS based source localization has been
developed. The proposed approach does not rely on the actual
source location but just considers a quite general surveillance
area/volume that contains the actual source, and minimizes
average and worst-case CRB-related metrics over the grid points
sampling the surveillance area/volume. Besides, unlike most
of the state-of-the-art techniques, the design variables are the
sensor positions and not only their orientations. The developed
framework, based on block-MM technique, has been applied
to both A− and D− optimal designs, and is capable of effec-
tively handling non-uniform measurement noise variances and
general sensor deployment constraints. Numerical simulations
have shown that the new techniques endow robustness to the
deployment process and can outperform a current state-of-the
art algorithm to design optimized sensor locations. Possible
future research avenues could be focused on the extension of
the techniques to TDOA and hybrid TOA-RSS-TDOA based
localization, as well as to tracking applications where a figure of
merit accounting for the accuracy of the target trajectory estimate
is considered.
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