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Abstract—Real-time and temporal information services are in-
trinsic characteristics in vehicular networks, where the timeliness
of data dissemination and the maintenance of data quality inter-
play with each other and influence overall system performance.
In this work, we present the system architecture where multiple
road side units (RSUs) are cooperated to provide information
services, and the vehicles can upload up-to-date information to
RSUs via vehicle-to-infrastructure (V2I) communication. On this
basis, we formulate the distributed temporal data management
(DTDM) problem as a two-objective problem, which aims to
enhance overall system performance on both the service quality
and the service ratio simultaneously. Further, we propose a multi-
objective evolutionary algorithm called MO-DTDM to obtain a
set of pareto solutions and analyze how to fulfill given require-
ments on system performance with obtained pareto solutions.
Finally, we build the simulation model and give a comprehensive
performance evaluation, which demonstrates the superiority of
the proposed optimization method.

Keywords—vehicular networks; real-time data dissemination;
temporal information service; multi-objective optimization

I. INTRODUCTION

Vehicular networks are promising to enhance the trans-

portation system in terms of safety, efficiency and sustain-

ability by enabling vehicle-to-vehicle (V2V) and vehicle-to-

infrastructure (V2I) communications [1, 2]. In vehicular net-

works, there are a plenty of temporal information, such as real-

time traffic information, location-based service information,

etc., which requires to be timely updated [3]. Further, in

many emerging real-time applications, such as road reservation

[4], autonomous intersection control [5], etc., the data service

has to be provided within certain time constraint. Therefore,

it is necessary to maintain satisfactory quality of temporal

information while supporting real-time services at the same

time, which is non-trivial due to the limited wireless bandwidth

and the highly dynamic vehicular environment.

� Corresponding author

In the literature, many research efforts have been deployed

for data dissemination in vehicular networks. For instance,

store-carry and forward [6–9] is a widely employed mech-

anism to disseminate data in vehicular networks, where data

transmission from the source vehicle to the destination vehicle

is a multi-hop process via a series of relay vehicles. However,

due to the highly dynamic topology of vehicular networks, the

store carry and forward strategy may cause serious long end-

to-end delay [10, 11], and thus it is not suitable for real-time

applications. A few studies have considered information ser-

vices in vehicular ad hoc networks (VANETs). [12] considers

the temporality of data item and schedule service request with

dynamic snapshot consistency requirement. In [13], a RSU is

responsible for broadcasting temporal information to passing

vehicles, where the value of data is updated periodically via the

backbone network. Nevertheless, the model does not consider

the overhead of data update in terms of bandwidth consuming.

In addition, [14] considers the system where a RSU is installed

at the roadside to provide temporal information services. The

information update at the RSU is completed by passing vehi-

cles via V2I communication. [15] considers that the processes

of data update and data broadcast are competing for the limited

bandwidth resource, and a priority-based algorithm (PBS)

is proposed to enhance the bandwidth efficiency. However,

neither [14] nor [15] considers the cooperation of RSUs for

providing information services.

With the rapid development of wireless communication

technologies in VANETs, large-scale services are expected to

be deployed where multiple RSUs are expected to incorporate

with each other for providing efficient temporal and real-

time information services [16, 17]. Taking this cue, in this

work, we contribute to such services by developing a system

in which multiple RSUs with local databases are connected

together via the backbone network. Any data update in one

local database will be synchronized in other local databases

via the backbone network. Further, as the temporal data value
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needs to be updated timely to guarantee the usefulness of

information, passing vehicles of a RSU are able to upload

the up-to-date information collected along their travel trajec-

tory. Meanwhile, RSUs are also capable of scheduling and

disseminating information based on the requests submitted by

vehicles. As we can see, this system architecture is scalable

in supporting data services in a wide range of areas. However,

the design of an efficient cooperative service scheme for such

a system is challenging. First, the processes of data update

and data broadcast compete for a limited wireless bandwidth,

and thus the excessive resource consuming by one party will

adversely impact on the performance of the other. Second,

as different vehicles may update the different information to

different RSUs, the efficient and effective cooperation on data

update among RSUs is not a trivial task. Third, due to different

service demands and traffic workloads in different places, it

is expected to strike a balance among the RSUs in terms of

both maintaining data quality and providing real-time services.

Keep the above in mind, this paper makes the first attempt to

explore the cooperation among the multiple RSUs as well as

the passing vehicles to simultaneously improve the quality of

temporal information and enhance service ratio of real-time

applications.

The main contributions of this paper are outlined as follows.

First, we present a distributed temporal information service

system, in which multiple RSUs as well as passing vehicles

are cooperated on data dissemination and data update. Sec-

ond, we formulate the distributed temporal data management

(DTDM) problem, which aims to enhance both the quality

of temporal data and the service ratio of real-time requests

simultaneously. Third, in order to optimize both the objectives,

we further propose a multi-objective distributed temporal data

management (MO-DTDM) algorithm to find a set of pareto-

solutions. By adjusting the weight on data update and data

broadcast, the proposed MO-DTDM can adaptively select the

final solution to satisfy different given requirements on the

trade-off between service quality and service ratio. Fourth,

we build the simulation model and implement the proposed

algorithm as well as two state-of-the-art solutions in literature

for performance comparison. The comprehensive simulation

results verify the effectiveness of the proposed algorithm under

a wide range of scenarios.

The rest of the paper is organized as follows. Section II

presents the system architecture. In Section III, we formulate

the DTDM problem and in Section IV, we propose the MO-

DTDM algorithm. In section V, we build the simulation model

and present the performance evaluation. Section VI concludes

the work and discusses future research directions.

II. SYSTEM MODEL

In this section, we introduce the system architecture of real-

time and temporal information services in VANETs. As shown

in Fig. 1, the system consists of multiple RSUs distributed

along the roadside. Vehicles are assumed to be equipped with

on-board units (OBU), which support both V2I and V2V com-

munications. In addition, vehicles are capable of sensing and
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Figure 1. System architecture of real-time and temporal information services
in VANETs

caching up-to-date information along their driving trajectories,

such as real-time traffic information, location-based informa-

tion, etc. The time stamp is recorded to reflect the status of

temporal data. Each vehicle will send a notification message to

the RSU once it enters into the RSU’s communication range,

which contains a list of caching data with the time stamp

and a list of requesting data. Each RSU provides information

to vehicles via an on-demand manner. The local databases of

RSUs are connected via a high speed wired backbone network,

and we assume that any data updated at one RSU will be

synchronized in peer databases simultaneously. In addition, a

centralized scheduler is used to coordinate RSUs for both data

update and data broadcast.

As the quality of temporal information will decrease over

time, timely data update is required to keep the freshness and

usefulness of the information stored in RSUs. According to

the notification messages collected from passing vehicles, each

RSU archives two lists, i.e., update list and request list, where

the update list includes the available fresh data cached by

vehicles and the request list includes the service requests sent

by vehicles. The primary missions of RSUs are described as

follows. First, the RSU is responsible for assigning upload

tasks to passing vehicles and letting them to upload their

cached data to refresh the low-quality temporal data in the

database. Second, the RSU is responsible for serving the

requests by broadcasting the requested data items to passing

vehicles. The service has to be completed before the vehicle

leaves the communication range of the RSU, which is denoted

by the dotted ellipse in Fig. 1. Due to the limited wireless

bandwidth, in order to guarantee both service quality and

service ratio, RSUs have to strike a balance on bandwidth

allocation for data update and data broadcast. Further, in

the distributed system, a proper cooperation among RSUs is

expected so as to better balancing the service workload. With

the presented system, this paper is dedicated to investigating

the scheduling for both data update and data broadcast via

the coordination of multiple RSUs, so that the system is

able to enhance the service ratio for real-time requests while
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maintaining satisfactory data quality for temporal information

services.

In addition, we give one specific application to further

clarify the concerned problem. For autonomous multiple-

intersection control, a RSU is installed at the intersection

for giving vehicles optimal speed advisory so that they’ll

pass the intersection safely and efficiently. The vehicles in

RSU’s coverage have to upload their temporal information,

including GPS positions, velocities, accelerations, etc. Based

on the collected data, the controller makes a global optimal

solution. Then, the RSU broadcasts the instructions to vehicles

via control messages so that they can cooperatively pass the

intersection. Note that, either low quality of temporal data or

non-real-time services may result in serious consequences this

application.

III. PROBLEM FORMULATION

A. Notations

The set of RSUs in the system is denoted by R ={
r1, r2, ..., r‖R‖

}
and the set of the temporal data items is

denoted by D =
{
d1, d2, ..., d‖D‖

}
. The communication range

of each RSU is denoted by l. The set of vehicles in the

communication range of ri ∈ R at time t is denoted by

Vi (t) =
{
vi1, vi2, ..., vi‖Vi(t)‖

}
. For each vehicle vik ∈ Vi(t),

the entering time and leaving time are denoted by Eik

and Lik, respectively. The set of requested and cached data

items of vehicle vik at time t are denoted by Hik (t) and

Cik (t), respectively, where Hik (t) ⊆ D, Cik (t) ⊆ D and

Hik (t) ∩ Cik (t) = ∅.
B. Quality of Temporal Data

In this section, we establish the data quality model to

quantitatively evaluate the freshness of temporal information.

Specifically, for dj , we define the data quality function as

Qdj (t) = f(tsdj , ldj , t), where tsdj is the time stamp when

dj is generated and ldj is the valid period, which means that

the value of dj will be outdated at time tsdj + ldj . During[
tsdj , tsdj + ldj

]
, the quality of dj will degrade over time if

it was not updated in due course. Clearly, the computation

of current data quality depends on both tsdj and ldj . If the

value of tsdj is closer to the current time t, it indicates that dj
is generated more recently. On the other hand, a larger value

of ldj represents that the valid period of dj is longer, which

indicates that Qdj (t) degrades more slowly over time. For the

sake of better exhibition, Qdj (t) is normalized in the range of

[0, 1], where 1 means the data has no loss of quality (when it is

generated) and 0 means the data value is invalid. Accordingly,

we have 0 ≤ Qdj (t) ≤ 1,∀dj ∈ D. The time stamp and valid

period is piggyback with the temporal data. Both the vehicles

and the RSUs can obtain such information once they collect

the data. Qri
dj

(t) and Qvik

dj
(t) represent the data quality of

dj maintained in the database of RSU ri and cached by the

vehicle vik, respectively. If vik uploads its cached dj to the

RSU ri, Q
ri
dj

(t) would be updated to Qvik
dj

(t).
Note that the degradation of data quality is determined by

particular application scenarios. Therefore, the formulation of

the data quality function varies with different applications. To

emphasize the generality of our analysis, we adopt the general

form of the data quality model when analyzing the problem,

while a specific form will be considered in Section V when

implementing the simulation model.

C. Distributed Temporal Data Management

In this section, we formulate the DTDM problem in

detail. During the service interval of [0, T ], the op-

eration sequence of RSU ri is denoted by Oi =
{(oi1, si1) , (oi2, si2) , ..., (oij , sij) , ...}, ∀ri ∈ R. The jth

operation of RSU ri is represented by a two-tuple (oij , sij),
where oij denotes the processed data and sij indicates the

processed operation. Specifically, sij = 0 indicates the data

upload operation and sij = 1 indicates the data broadcast

operation. Accordingly, the start time tij of the jth operation

(oij , sij) is calculated by tij =
j−1∑
k=1

(τ1 + sij (τ2 − τ1)), where

τ1 and τ2 represent the time slot for uploading one data

item by a vehicle and broadcasting one data item by a RSU,

respectively.

When RSU ri broadcasts data oij at time tij , a vehicle vik
will acquire oij if it satisfies the following two conditions:

1) vik can complete the retrieval of oij before it leaves the

coverage of the RSU ri, i.e., tij + τ2 ≤ Lik; 2) oij belongs

to the set of requested data Hik (tij), i.e., oij ∈ Hik (tij). In

order to evaluate the benefit of broadcasting oij , we define

Beneficial Vehicle Set as follows.

Definition III.1. Beneficial Vehicle Set: When RSU ri broad-
casts data dj at time t, the beneficial vehicle set of dj at time
t is defined as the set of vehicles in the coverage of RSU ri
which can acquire dj , expressed as follows:

Bri
dj

(t) = {vik |t+ τ2 ≤ Lik ∩ dj ∈ Hik (t) , ∀vik ∈ Vi (t)}
(1)

When RSU ri performs data update operation (oij , 0) at

time tij , it will assign the data upload task to a vehicle for

enhancing data quality of oij . A vehicle vik can be chosen

as a candidate if it satisfies the following two conditions: 1)

vik can complete the data upload of oij before it leaves the

coverage of RSU ri, i.e., tij + τ1 ≤ Lik; 2) oij belongs to the

set of cached data Cik (tij), i.e., oij ∈ Cik (tij). In order to

evaluate the benefit of data update, we define the Best Upload
Quality as follows:

Definition III.2. Best Upload Quality: When RSU ri performs
data update operation for dj at time t, the best upload quality
of dj at RSU ri is defined as the highest data quality of dj
cached by the candidate vehicles in ri, expressed as follows:

Qui

dj
(t) = max

∀vik∈Vi(t)

{
Qvik

dj
(t) |t+ τ2 ≤ Lik ∩ dj ∈ Cik (t)

}
(2)

Then, the vehicle assigned for uploading data dj at RSU ri is
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determined as follows:

v∗i = arg max
∀vik∈Vi(t)

{
Qvik

dj
(t) |t+ τ2 ≤ Lik ∩ dj ∈ Cik (t)

}
(3)

If no vehicles cache dj in coverage of ri, Qui

dj
(t) equals 0.

After completing data update operation, the data qual-

ity of dj in the database is updated to Qui

dj
(tij + τ1) (i.e.

Qri
dj

(tij + τ1) ← Qui

dj
(tij + τ1)). The data quality of dj in

other local databases will be synchronized via the high speed

backbone network accordingly.

Given the time interval [0, T ], in order to quantitatively

measure the system performance, we define two metrics,

namely, service ratio and average quality of satisfied requests
as follows.

Definition III.3. Service Ratio (SR):Given an operation se-
quence x =

(
O1, ...., O‖R‖

)
, SR is defined as the ratio of the

number of satisfied requests to the total number of requests,
which is computed by:

f1 (x) =

‖R‖∑
i=1

∑
∀(oij ,sij)∈Oi

sij ∗
∥∥∥Bri

oij (tij)
∥∥∥

‖R‖∑
i=1

∑
∀vik∈Vi(0)

‖Hik (0)‖
(4)

Definition III.4. Average Quality of Satisfied Requests
(AQSR): Given an operation sequence x =

(
O1, ...., O‖R‖

)
,

AQSR is defined as the mean value of data quality of the
satisfied requests, which is computed by:

f2 (x) =

‖R‖∑
i=1

∑
∀(oij ,sij)∈Oi

sij ∗
∥∥∥Bri

oij (tij)
∥∥∥ ∗Qri

dj
(tij)

‖R‖∑
i=1

∑
∀(oij ,sij)∈Oi

sij ∗
∥∥Bri

oij (tij)
∥∥ (5)

From the system point of view, it desires both high service

ratio and high service quality. With the above definitions, we

formulate DTDM as a two-objective optimization problem as

follows:

maximize F (x) = (f1 (x) , f2 (x))

subject to

‖Oi‖∑
j=1

(τ1 + sij (τ2 − τ1)) ≤ T, i = 1, 2, ..., ‖R‖

oij ∈ D, sij ∈ {0, 1} ,
i = 1, 2, ..., ‖R‖ , j = 1, 2, ..., ‖Oi‖

(6)

Due to the limited wireless bandwidth and the dynamic

vehicular environment, the two objectives are in conflict with

each other. In the following section, we propose a multi-

objective technique to solve the DTDM problem.

IV. ALGORITHM DESIGN

To tackle the multi-objective optimization problem, the

population based evolutionary algorithm has been widely

verified as an effective paradigm. In this section, we propose

an evolutionary algorithm, namely Multi-Objective Distributed

Temporal Data Management (MO-DTDM) to consider the

optimization of both the service quality of temporal informa-

tion and the service ratio of real-time requests simultaneously.

First, we present the basic idea of the MO-DTDM algorithm.

Then, we explain the detail mechanism of each component of

the proposed MO-DTDM algorithm.

A. Multi-Objective Decomposition

First, we decompose the multi-objective optimization in Eq.

6 into N scalar optimization problems, where N is the popula-

tion size of solutions for optimization. Let w1, ...., wN be a set

of evenly spread weight vectors, where wk =
(
wk

1 , w
k
2

)
and

wk
1 +wk

2 = 1. Each weight vector wk corresponds to a scalar

optimization problem. The multi-objective problem in Eq. 6

can be decomposed into N scalar optimization subproblems by

using Weighted Sum approach [18, 19]. Then, for each weight

vector wk, the kth corresponding subproblem is expressed as

follows:

g
(
x
∣∣wk, z

)
=

2∑
i=1

wk
i fi (x), subject to x ∈ Ω (7)

where Ω is the decision space. For each weight vector wk,

the best solution of the kth subproblem is maintained for

optimization purpose. Therefore, the population is composed

of the best solution found so far for each subproblem.

B. Chromosome Encoding

In the proposed algorithm, a scalable representation is

applied to represent a scheduling solution x including the

scheduling decision of each RSU during the time interval

[0, T ], as shown in Fig. 2. One rectangle represents an op-

eration sequence of one RSU and the arrow represents the

operation order. For example, O2 represents the scheduling

solution for the RSU r2 and the two-tuple (d6, 0) indicates an

update operation of d6. Accordingly, the operations of r2 in

this example are to update d6 and d3 in sequence, and then

broadcast d3, and finally update d7. Note that, the total time

consumed for performing these operations cannot exceed T .
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Figure 2. Encoding of the chromosome

C. Procedure of the MO-DTDM algorithm

In this section, the procedure of the proposed MO-DTDM

is presented in detail. As outlined in Alg. IV.1, in Step 1, we
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generate the neighborhood set of each weight vector wk and

initialize the population. In Step 2, we update the population

by evolutionary reproduction and selection. In Step 3, the

stopping criterion is checked. If the stopping criterion is not

satisfied, it goes back to Step 2. Otherwise, the set of non-

dominated set is the output and the best solution of this set

is chosen according to the designed metrics. In the following,

each component of the algorithm will be explained in detail.

Algorithm IV.1 MO-DTDM algorithm

Step 1 Initialization:
Generate neighborhood set NB(k) of each weight vector wk

Initialize the population x1, x2, ..., xN and set EP = ∅
Step 2 Update:

for k = 1, 2, ..., N do
Randomly select two indexes m,n from NB(k)
Generate a new solution y from xn and xm by genetic operators.

Apply an improvement method on y to get new solution y
′

Update neighborhood solutions of xk according to y
′

Update EP according to y
′

end for
Step 3 Output:

if Stopping criteria is satisfied then
Output EP

else
Go to Step 2

end if
Choose the best solution from EP by the given weight vector

1) Initialization: First, we initialize the non-dominate set

EP as an empty set, which is used for storing the best

solutions found so far. Let xn and xm be the two solutions,

and F (xn) dominates F (xm) if and only if fi (x
n) ≥

fi (x
m) , i = 1, 2 and fi (x

n) > fi (x
m) for at least one

index i ∈ {1, 2}. The non-dominate set EP consists of the

solutions which cannot be dominated by any other solutions

in the population.
Second, we generate the neighborhood set of wk by consid-

ering Euclidean distances between weight vectors. For any two

weight vectors wn, wm, ∀n,m ≤ N , the Euclidean distance

‖wn − wm‖ =

√
2∑

l=1

(wm
l − wn

l ) is computed. Then, for

each weight vector wk, we can choose the M closest weight

vectors as the neighborhood set NB (k) = (k1, k2, ..., kM ),
where wk1 , wk2 , ..., wkM are the M closest weight vectors

to wk. The neighborhood of the kth subproblem consists of

all the subproblems with the weight vectors from NB (k).
Only the current solutions to its neighborhood subproblems

are exploited for optimizing a subproblem.
Third, we generate the initial population by considering the

benefit of operations. For each operation (oij , sij), we can

calculate the benefit of the operation in two aspects: broadcast

benefit and update benefit. First, the broadcast benefit of an

operation (oij , sij) is computed as follows:

Φ1 ((oij , sij) , t) = Qri
oij

(
tsoij , loij , t

) ·Bri
oij (t) · sij (8)

For a broadcast operation (oij , sij), it equals the data quality

of oij in the database of ri multiplied by the total number

of vehicles in ri at time t which request oij . For an update

operation (oij , sij), it equals zero since it has no effect on

data broadcast. Similarly, the update benefit of an operation

(oij , sij) is computed as follows:

Φ2 ((oij , sij) , t) =
(
Qui

oij

(
tsoij , loij , t

)−Qri
oij

(
tsoij , loij , t

))
·
(
‖R‖∑
i=1

Bri
oij (t) + ε

)
· (1− sij)

(9)

where ε is a constant and 0 < ε � 1. For an update

operation (oij , sij), it equals the augmented data quality of oij
multiplied by the total number of vehicles requesting oij under

all RSUs at time t. For a broadcast operation, it equals zero.

Then, we can evaluate the benefit of an operation (oij , sij)
under a weight vector wk as follows:

Φ
(
(oij , sij) , t

∣∣wk
)
= max

1≤l≤2

(
wk

l · Φl ((oij , sij) , t)
)

(10)

For each weight vector wk, the benefit of each operation is

computed according to Eq. 10 and all the candidate operations

of one RSU ri, (i = 1, 2, ..., ‖R‖) are sorted in descending

order. Then, we generate the scheduling solution of each

weight vector wk as follows: for each RSU ri, the candidate

operations are selected iteratively based on the predefined

order until the total time consumed does not exceed T . Ac-

cordingly, we acquire the initial population, whose population

size is N .

2) Update: For each index k, k = 1, 2, ...., N , we do the

following procedures:

1. Reproduction: we randomly select two indexes n,m from

NB(k) and generate a new solution y from xn and xm by

the designed genetic operators. The genetic operators are the

uniform crossover operator and the standard mutation operator.

For two solutions xn and xm, we apply uniform crossover

operator to generate one child solution y. By using uniform

crossover operator, each Oi of y is randomly selected from xn

and xm. For example, in Fig. 3(a), O1 of xn and O2 and O3

of xm are chosen to generate the solution y. Then, a standard

mutation operator is applied to y. It mutates each Oi of the

solution y independently with mutation probability ρ1. If the

Oi is selected to be mutated, then one operation of Oi is

randomly selected to be mutated. In Fig. 3(b), the operation

(d1, 0) of O2 is selected and mutated to (d2, 0).
2. Improvement: In this step, an improvement method is

proposed on the solution y to generate a new solution y
′
.

The basic idea of this improvement method is to exploit

the cooperation among multiple RSUs to enhance the service

quality. The improvement rules are described as follows. Rule

1, if both update and broadcast operations of one data belong

to one Oi, then the order of update operation is placed before

the broadcast operation to improve the broadcast data quality.

Rule 2, if there exists an update operation (di, 0) in an Oi,

then the order of broadcast operations (di, 1) of any other

Oj (Oj 
= Oi) are arranged after the order of the update

operation (di, 0) of Oi. For example, in Fig. 4, both (d7, 0) and

(d7, 1) belong to O1, and then (d7, 0) is placed before (d7, 1)
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according to Rule 1. In addition, (d7, 1) of O3 is placed after

the order of (d7, 0) of O1 according to Rule 2.

3. Update of neighborhood solutions: For each index l ∈
B (k), if g

(
xl

∣∣wk, z
) ≤ g

(
y

′ ∣∣wk, z
)

, then set xl = y
′
.

4. Update of EP : In this step, all the solutions whose F (x)

dominated by F
(
y

′
)

are removed from EP and add y
′

to EP

if no solution y in EP whose F (y) dominates F
(
y

′
)

.
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(a) Uniform crossover operator
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(b) Mutation operator

Figure 3. An example of genetic operators
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Figure 4. An example of improvement method

3) Output: The stopping criterion is described as follows:

the iteration is terminated and output the EP if it satisfies

that the iteration number reaches the maximum value, which

is an experience value determined by particular problem. Once

the non-dominate set EP is obtained, the scheduler chooses a

solution from EP to execute. In order to adaptively fulfill the

given requirement on service ratio and service quality, a weight

vector is given to select the final solution. In particular, given

w
′
=

(
w

′
1, w

′
2

)
and w

′
1+w

′
2=1, w

′
i ≥ 0, i = 1, 2, we choose

the solution with the highest priority in EP , which is defined

as follows:

P (x) =

2∑
i=1

fi (x)w
′
i (11)

Then, the final solution x∗ is chosen with the maximum value

of P (x∗) = max
∀x∈EP

{P (x)}. In practice, the weight vector can

be determined by certain evaluation method based on statistical

information of particular application scenarios.

V. PERFORMANCE EVALUATION

A. Simulation Model

The simulation model is built based on the system architec-

ture illustrated in Section II and it is implemented by SUMO

[20] and Python. SUMO is used to simulate the traffic scenario

and generate the mobility traces of vehicles. A 2km × 2km

road network with 9 junctions is simulated and four RSUs

are evenly distributed along the roadside to provide informa-

tion services. In addition, the arrival of vehicles follows the

Poison process with parameter λ. Python is used to simulate

the vehicular communication environment and implement the

proposed algorithm. For each vehicle, the number of cached

data items by a vehicle is randomly generated in the range

of cn and the number of requested data items by a vehicle is

randomly generated in the range of rn. The total number of

data items maintained in the database is 200. The time slots

for broadcasting and uploading one data item are set to 1s
and 2s, respectively. This is reasonable because according to

Dedicated Short Range Communication (DSRC) [21], the data

rate of DSRC using BPSK modulation is about 3 Mbps and

it consumes 1s to complete the transmission of one data item

with 3Mb. The weight vector in MO-DTDM is set to (0.5, 0.5)
and the mutation probability is set to ρ1 = 0.05. The default

parameters are summarized in Table I. Unless stated otherwise,

the simulation is conducted under the default setting.

To quantitatively evaluate the data quality, a commonly-

used linear function [22] is adopted, which is a typical setting

for evaluating quality of temporal information in vehicular

networks. The formulation is expressed as follows:

Qdj
(t) =

{
1− sdj

ldj
, sdj

≤ t ≤ sdj
+ ldj

0, t > sdj + ldj

(12)

For performance comparison, we have implemented two

alternative solutions: a) PBS [15] algorithm, which designs

a priority to evaluate the benefit of both broadcast opera-

tion and update operation and selects an operation with the

optimal benefit at each time slot. b) Alternative-EDF, which

alternatively chooses update operation or broadcast operation.

The order of update (or broadcast) operation is sorted by the

deadline. We consider the two objectives for evaluating system

performance, namely, service ratio (SR) and average quality

of satisfied requests (AQSR), which are defined in Eq. 4 and

Eq. 5, respectively.
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Table I
DEFAULT SETTING

Param. Default Description
‖D‖ 200 Size of database

λ 2
3
veh/s The arrival rate of vehicles

L 1000m The diameter of coverage of a RSU
cn [8,10] The range of cached number of data items
rn [9, 11] The range of requested number of data items
vp [400,500] The range of valid period of data items
τ1 2s The time slot for uploading one data item
τ2 1s The time slot for broadcasting one data item

B. Experimental Results

1) Effect of the weight vector: Fig. 5 shows SR and

AQSR of MO-DTDM under different weight vectors. We test

nine evenly distributed weight vectors wk =
(
wk

1 , w
k
2

)
, k =

1, 2, ...., 9, to show the effect of weight vectors on the per-

formance of SR and AQSR. As Fig. 5 shows, wk
1 ranges

from 0.1 to 0.9, which indicates that the allocated bandwidth

for broadcast operation changes from low to high. When w1

keeps increasing, the SR grows dramatically at the beginning,

and then it slows down. When w1 increases, the broadcast op-

erations with high broadcast benefit Φ1 ((oij , sij) , t) are firstly

chosen, which contribute to high growth on SR. Finally, when

w1 keeps increasing, the broadcast operations with low broad-

cast benefit Φ1 ((oij , sij) , t) are chosen, which slows down the

growth of SR. Conversely, when wk
2 increases gradually, the

AQSR grows dramatically at the beginning and then it slows

down. It is because that the update operations with high update

benefit Φ2 ((oij , sij) , t) are chosen first, which contribute

to fast growth on AQSR. When wk
2 keeps increasing, the

update operations with low update benefit Φ2 ((oij , sij) , t) are

chosen, which result in slower growth on AQSR. As Fig. 5

shows, MO-DTDM is able to provide an adaptive solution to

satisfy different requirements on the performance of SR and

AQSR by adjusting the given weight vector. Further, as Fig. 5

shows, excessively allocating bandwidth for one metric results

in severe degradation of performance on another. Therefore, a

reasonable selection of weight vectors are expected depending

on the specific application requirements.

2) Effect of service workload: Fig. 6 shows the SR of the

three algorithms under different service workloads. In x axis, a

higher value of request number per vehicle indicates a heavier

service workload. As shown, with the increasing of service

workload, the SR of all the algorithms decreases dramatically,

but MO-DTDM manages to achieve higher SR than other

two algorithms in all cases. Fig. 7 shows the AQSR of all

the algorithms under different service workloads. The trend

of AQSR of both three algorithms increases gradually. This

is because increasing service workload brings more benefit of

broadcast effect and some vehicles receive requested data in

advance and hence, it enhances the received data quality. In

particular, the AQSR of MO-DTDM and A-EDF increases

faster than PBS. This is because MO-DTDM chooses the data

with high value of broadcast benefit Φ1 ((oij , sij) , t), which

benefits more vehicles with higher data quality. Further, for

Figure 5. SR and AQSR of MO-DTDM algorithm under different weight
vectors

A-EDF, increasing service workload makes service deadline

more urgent, which enhances the broadcast data quality.

Figure 6. SR under different service workloads

3) Effect of data valid period: Fig. 8 shows the SR
of the three algorithms under different data valid periods.

The shorter data valid period indicates that the data quality

degrades faster. When the data valid period increases, the SR
of both MO-DTDM and PBS increases since they allocate

more bandwidth for broadcast operations. The SR of A-

EDF maintains the same since A-EDF always allocates half

bandwidth for broadcast operation. Further, the MO-DTDM

achieves better SR than other two algorithms in all cases. Fig.

9 shows the AQSR of the three algorithms under different data

valid periods. When the data valid period increases, the AQSR
of all three algorithms increases since the data quality degrades

slower and MO-DTDM achieves better AQSR than PBS and

A-EDF in all cases. Also, we note that the increasing rate

of AQSR of MO-DTDM slows down but A-EDF increases

dramatically. This is because MO-DTDM and PBS allocate
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Figure 7. AQSR under different service workloads

less bandwidth for update operation when data valid period

increases while A-EDF always allocates the same bandwidth

for update operation. However, the A-EDF always chooses the

upload data with the closest service deadline, which degrades

the upload quality of data. This explains why the SR of A-

EDF maintains at a stable level and it is much lower than

MO-DTDM and PBS when data valid period increases. With

the above analysis, we may safely conclude that MO-DTDM

can achieve better performance than existing solutions in terms

of enhancing both service ratio and service quality in a wide

range of application scenarios.

Figure 8. SR under different data valid periods

VI. CONCLUSION

In this paper, we present the system where multiple RSUs

are cooperated to provide temporal and real-time services

to passing vehicles. Passing vehicles can sense up-to-date

temporal information and upload fresh data cooperatively to

RSUs. We have investigated the DTDM problem and formu-

lated it as a two-objective problem, which aims to improve

Figure 9. AQSR under different data valid periods

both the service quality and the service ratio simultaneously.

Further, we have proposed a scheduling algorithm called MO-

DTDM, which can explore the cooperation of multiple RSUs

to enhance both AQSR and SR by providing a set of pareto

solutions. By adjusting the given weight vectors, MO-DTDM

adaptively selects the solution from the non-dominate set to

satisfy the given requirement by striking the best balance on

the service quality and the service ratio. Lastly, we have built a

simulation model and provided a comprehensive performance

evaluation. The simulation results demonstrated that MO-

DTDM significantly outperformed the existing solutions in a

wide range of scenarios.

For future work, we would like to incorporate the V2V

communication for data services to further improve chan-

nel utilization and enhance system scalability. In addition,

we would also like to investigate the communication issues

resided in lower layers of VANETs, such as packet loss and

interference, to establish a more realistic system model.
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