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Neural Correlates of Cognitive Load While Playing
an Emergency Simulation Game: A Functional

Near-Infrared Spectroscopy (fNIRS) Study
Natalia Sevcenko , Betti Schopp, Thomas Dresler, Ann-Christine Ehlis, Manuel Ninaus,

Korbinian Moeller, and Peter Gerjets

Abstract—Functional near-infrared spectroscopy (fNIRS) pro-
vides reliable results for determining cognitive load based on av-
eraged cortical blood flow during multiple repetitions of short
cognitive tasks. At the same time, it remains unclear how to use
this technique for assessing cognitive load during prolonged single-
trial activity. In this study, we used a computer-based emergency
simulation game for inducing different levels of cognitive load. We
propose a novel approach to measure cognitive load using specific
time slots, determined based on simulation log-data interpreted in
light of Barrouillet’s time-based resource-sharing model. To vali-
date this approach, we compared cortical activity in dorsolateral
prefrontal cortex (DLPFC) and left inferior frontal gyrus (IFG)
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regions measured at four specific time slots during a simulation. We
found significant associations between cognitive load and neuronal
activity within the DLPFC depending on the chosen time slot,
whereas no such dependencies were found for the IFG. These results
illustrate how knowledge of task structure could be used advanta-
geously for the identification of cognitive load. Although requiring
further investigation in terms of reliability and generalizability,
the presented approach can be considered promising evidence that
fNIRS might be suitable for more general reliable assessments
of cognitive load during prolonged single-trial activities and for
real-time adaptations in simulation-based learning environments.

Index Terms—Adaptivity, cognitive load, functional near-
infrared spectroscopy (fNIRS), game, simulation.

I. INTRODUCTION

DAILY life is becoming increasingly automated: autopi-
lots, speed and lane assistants, etc. help us to deal with

well-controlled and predictable settings. In contrast, however,
time-critical situations, such as driving a car in heavy traffic
or performing a complex surgery still require a qualified hu-
man operator, preferably trained for such challenges. As it is
not trivial to set up an analog training environment for life-
and time-critical emergencies, computer-aided simulations, and
digital training scenarios can be used advantageously in this
area [1]–[3]. Along with the potential to simulate dangerous
time-critical situations, digital training scenarios also allow for
the collection of individual data, which can be used to model
cognitive or emotional states of the user [4] including cognitive
load.

Cognitive load is considered to reflect “how hard the brain
is working to meet task demands” [5]. According to the most
influential theoretical view, the relationship between user per-
formance and cognitive load is best described by Yerkes and
Dodson [6] as an “inverted-U,” also closely related to the concept
of “flow” proposed by Csikszentmihalyi [7], [8], meaning that
performance usually decreases in cognitive over- and under-load
conditions [e.g., 6, 9, 10]. Consequently, human–machine inter-
action such as any computer-based training, might be optimized
using a monitoring system capable of detecting variations in
cognitive load [11], which seems feasible in real-world training
environments [12], [13].

The literature describes four main categories of techniques for
assessing cognitive load [14]–[16]. First, subjective measures

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

https://orcid.org/0000-0001-8734-3337
mailto:n.sevcenko@gmail.com
mailto:betti.schopp@med.uni-tuebingen.de
mailto:thomas.dresler@med.uni-tuebingen.de
mailto:ann-christine.ehlis@med.uni-tuebingen.de
mailto:ann-christine.ehlis@med.uni-tuebingen.de
mailto:manuel.ninaus@uni-graz.at
mailto:k.moeller@lboro.ac.uk
mailto:p.gerjets@iwm-tuebingen.de
https://doi.org/10.1109/TG.2022.3142954


SEVCENKO et al.: NEURAL CORRELATES OF COGNITIVE LOAD WHILE PLAYING AN EMERGENCY SIMULATION GAME 697

are collected using self-reported questionnaires e.g., [17], [18].
They are inexpensive and reliable [19], but are not capable of
tracking variations in cognitive load online over time. Second,
performance-based approaches evaluate fluctuations in human
performance, i.e., task outcome measures, and relate these to
changes in psychological constructs. This category of measure-
ment techniques appears intuitively to be the most obvious and
direct, but it is often impossible to obtain the necessary data
until the actual task has already been completed. Moreover, it is
hard to determine whether observed variations in performance
have occurred due to changes in cognitive load or some other
factors [14]. Third, behavioral measurements evaluate differ-
ences in interaction behavior (e.g., speech patterns or mouse
usage) with the training system [20]–[24]. These measures are
usually unobtrusive and inexpensive, do not require additional
equipment, and potentially allow for continuous monitoring
of cognitive states. However, behavioral patterns can be in-
fluenced by factors unrelated to cognitive load (e.g., emotions
or stress). Finally, physiological approaches are based on the
evidence that changes in cognitive states are accompanied by
physiological changes [25]–[30]. Their advantage is that they
allow continuous recording of data and thus might be used for
online adaptation of training environments. At the same time,
monitoring of physiological signals often requires expensive
equipment as well as sophisticated filtering and analysis pro-
cedures. Moreover, different types of physiological measures
differ considerably in their obtrusiveness and practicability in
real-life settings. While sensors for heart rate variability (HRV),
electrodermal activity (EDA), or eye-tracking can be used in
a comparably discreet way, electroencephalography (EEG) or
functional magnetic resonance imaging (fMRI) are less prac-
tical or even impracticable in real-life situations because of
their signal sensitivity and immobility [see: 31]. According to
Brunken et al. [32] we can further categorize physiological
measurements into indirect and direct methods, based on the type
of relation between cognitive load and observed variables. From
this perspective, measurements such as pupil dilation or HRV
are only indirectly related to cognitive load, as they can be coin-
fluenced by other factors such as emotional response or stress,
whereas imaging techniques such as fMRI, EEG, and functional
near-infrared spectroscopy (fNIRS) can be considered direct
methods, as they usually assess cortical activation during task
execution1. This approach seems to be very promising, as it can
be applied in real-time, independent of the training software. On
the other hand, the major limitation of most neurophysiological
and imaging techniques is that they are expensive, complex, and
immobile, which significantly limits their use in ecologically
valid studies. In this respect, fNIRS offers some advantages over
other neuroimaging techniques and appears promising in this
field.

1To be perfectly precise, all these methods can also be considered as indirect,
because they deduce cognitive activity through blood flow or electrical activa-
tion. However, as there is no more direct method of capturing it today, we retain
this terminology below.

A. Functional Near-Infrared Spectroscopy

Near-infrared spectroscopy was first presented in the fun-
damental work of Jobsis [33]. It represents a noninvasive
neuroimaging method for measuring cortical hemodynamics,
which relies on the mechanism of neurovascular coupling and
optical spectroscopy [34], for review see: [35] and [36]. Hereby,
near-infrared light with strictly defined wavelengths in the range
between 600 and 1000 nm is emitted through the scalp of the
participant. It penetrates up to approx. 2 cm [37] deep into
the tissue (depending on the distance between light source and
detector) and thus reaches outer cortical gray matter, where
the emitted light is partially absorbed by oxygenated (HbO2)
and deoxygenated (HbR) hemoglobin molecules that differ sig-
nificantly in their absorption spectra. The residual reflection
of the respective wavelength is received by a detector, with
a usual inter-optode distance of about 3 cm [36], [37]. Based
on the difference between emitted and detected light [see 38],
the relative concentration of HbO2 and HbR in the brain tissue
underlying the mean distance between light transmitter and its
detector is calculated, allowing inferences about local changes
in blood flow.

Neuronal activation in a particular brain area increases its
metabolic needs and leads to an increase in local cerebral blood
flow [39], [40]. This response is called “functional hyperemia”
and is mediated by mechanisms of neurovascular coupling [41],
resulting in an increase in HbO2 with a simultaneous decrease
in HbR in the respective area. Based on these observations,
a temporal change in detected HbO2 and HbR hemoglobin
concentration allows conclusions to be drawn regarding changes
in local brain activation. Therefore, depending on the measure-
ment area, it seems possible to draw conclusions about which
cognitive processes take place in the brain at a certain point of
time. When attempting to evaluate changes in cortical activation
related to, for instance, cognitive load, areas of the prefrontal
cortex (PFC) are typically regarded [36].

B. Prefrontal Cortex

The PFC is part of the neocortex and is located in the anterior
part of the frontal lobe. The integrative theory of prefrontal
cortex function by Miller and Cohen [42] posits that the PFC
generates special “bias” signal patterns that alter further stimulus
processing either by blocking or amplifying desired processing
paths and thus adapting reflectively produced behaviors to the
current context. For example, if on the way to work (which is
an automated behavior) we see someone lying in the street,
we have the choice of interrupting the automated behavior or
not, which would depend on our experience and the context,
including whether we have enough time or whether we see that
the person is already being helped, etc. This decision-making
process seems associated with PFC involvement along with at
least partial influences of working memory [43]. As such, the
PFC seems an obvious location to place fNIRS optodes when
measuring cognitive load. This placement also has an obvious
technical advantage. The scalp in the forehead area and above
the forehead is usually less hair coverage, which makes the
measurement more reliable [44].
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C. FNIRS: Strengths and Limitations

When comparing the temporal and spatial resolution of
neuroimaging methods, fNIRS provides solid results in both
domains [45], even when comparing short segments of data
[46]. The great strength of the method is that, depending on
the fNIRS device used, experimental tasks can be performed
while sitting, standing, or even in motion, which makes the
obtained results ecologically far more valid than results from ex-
periments in which participants have to lie down, as during fMRI
measurements. Furthermore, compared to EEG, this method
is less susceptible to motion artifacts, electro-oculographic
and facial electromyographic activity, as well as electrical en-
vironmental noise, which might be particularly problematic
in neuronal measurements during human-machine interactions
[see 47]. As such, fNIRS has been successfully used for in-
vestigating cognitive and emotional processes during gaming
[e.g., 48, 49].

However, fNIRS is not completely free of artifacts and the
recorded data must be pre-processed for analysis. The measure-
ment method is sensitive to changing light conditions, which
must be taken into account when planning a study. Moreover,
the hair of the participant must be carefully pushed to the side
at each fNIRS measurement optode, as it can strongly influence
the quality of the signal [50], [51].

A solid body of evidence supports that fNIRS measures of
PFC are sensitive to changes in cognitive load. Several experi-
ments documented an increase of PFC activation with increas-
ing difficulty of n-back [52]–[57] and Stroop tasks [58], [59].
These fundamental studies substantiated the usage of fNIRS for
the measurement of cortical activation in laboratory settings.
However, in contrast to a well-structured laboratory experiment,
typical real-life settings contain a multitude of heterogeneous
events (e.g., visual recognition, emotion, and memorization) that
occur simultaneously and concurrently, making it difficult to
impossible to assign cortical activation to specific events. That
raises the question of whether and how technology can be used
for more complex experiments with heterogeneous and more
ecologically valid tasks, as they typically happen in everyday
life. First such attempts (see some examples below) have already
been made.

For example, Ayaz et al. [5] examined the hemodynamics dur-
ing an air traffic management task in which participants had to
handle 6, 12, or 18 air forces, respectively. The researchers found
increased activity within the left PFC corresponding to defined
levels of difficulty during short task sequences as compared to
pretask resting periods.

Bruno et al. [60] also observed increased activity of bilateral
dorsolateral PFC with increasing task difficulty using fNIRS for
a simulated driving task. In another study by Unni et al. [61], an
elegant design was used to integrate a standard n-back routine
into a driving task using a virtual reality driving simulator. Task
difficulty was adjusted by asking participants to adjust their
speed according to the speed signal that appeared before n steps
(i.e., in the 1-back condition participants had to adapt their speed
to the last speed sign, while in the 4-back condition they had
to maintain the speed prescribed by the fourth last sign). The

observed changes in HbR in bilateral inferior frontal areas and
bilateral temporo-occipital areas were found to reflect cognitive
load induced by the adapted n-back task.

These examples indicate that fNIRS can be a useful
method for conducting ecologically valid realistic experiments.
However, although these studies investigated realistic tasks, they
mainly used methods that are only applicable in laboratory
settings. In all of these studies, hemodynamic cortical activation
was measured during short periods of high cognitive load, and
data were aggregated over a large number of equivalent repeti-
tions. Thus, these results indicate usability of fNIRS technology
while measuring cognitive load, but does not answer the ques-
tion of whether fNIRS can also be used to measure cognitive
load online during long-term heterogeneous tasks that are not
repeated several times, as it happens often in real-life. And
because such tasks usually involve different mental activities,
which can overlap in time and be executed in different sequences
depending on participants’ strategy, it is hard to tell exactly
what specific timeframes should be used when evaluating cog-
nitive load. Another common approach as described by Gerjets
et al. [12] consists of using machine learning methods based on
behavioral and (neuro-) physiological data, which seems to be
quite feasible for real-live adaptation, leaving open the question
of how to generalize the model, because such a data-driven
approach cannot be easily generalized to different subjects and
situations. Against this background, one might wonder whether
an appropriate theoretical approach might help to resolve these
issues. For measurement of cognitive load during the simula-
tion of time-critical emergencies, a time-based resource-sharing
(TBRS) model by Barrouillet et al. [62] might provide a suitable
theoretical framework.

D. Time-Based Resource-Sharing Model of Cognitive Load

Barrouillet et al. [62] emphasized that, in addition to task
complexity, cognitive load is strongly dependent on the time
available for the task at hand, which is particularly relevant for
time-critical situations. According to the TBRS model cognitive
load depends on the proportion of time, “during which attention
is captured in such a way that the storage of information is
disturbed,” which is not trivial to determine. Nevertheless, in
their recent paper, Sevcenko et al. [63] have shown that this
model can be successfully applied to predicting cognitive load in
time-critical serious games. Thereby, they used the TBRS model
to define a behavioral metric based on the ratio of specific time
intervals. Relying on log data, they found that the game flow
can be divided into so-called action blocks, i.e., time-segments
of dense actions (burst) followed by some waiting time (idle).
When assuming that during the burst periods participants are
operating at their cognitive limit, which appears plausible under
time-critical emergency situations, their cognitive load should
be comparably high (i.e., at their personal maximum), and thus,
cognitive load of an action block can be estimated as the relation
of the duration of the burst phase to the total duration of the
inspected action block (burst + idle). This way, behavioral
metric temporal action density decay (TADD) was proposed and
validated in 47 participants. Interestingly, it was discovered that
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TADD reflecting this relation within the first action block (initial
TADD) was a more valid measure of cognitive load as compared
with averaged TADD sequence calculated over a whole level.
This means that a simple behavioral metric at the beginning of a
level significantly predicted the success of the whole level. The
fact that initial TADD was based on data collected very early on
during the game process makes it potentially useful for real-time
adaptation systems.

This apparently provides us with a measurement foundation
that 1) is theory-driven and can thus be generalized to any time-
critical resource management situation; 2) is based on relatively
short time intervals (burst and idle); 3) can be calculated from
the initial phase of training and is thus suitable for real-time
adaptation. However, which time slots should be used when
applying this analytical approach using fNIRS methodology?
Idle time intervals can become too short (or even equal to zero),
e.g., if the player fails to act fast enough and the first occupied
emergency personnel finishes his task before the player has
completed all ongoing task assignments. This makes idle time
intervals unqualified for fNIRS analysis. On the other hand, burst
periods seem sufficiently long and comparable, because during
the first burst interval all participants are completing nearly the
same tasks. However, also because all participants are supposed
to operate at their limit under time-critical conditions, we can
expect similar neuronal activity during this phase. In this article,
we aimed at exploring these options and evaluating whether the
direct observation of cortical hemodynamics during the initial
burst phase and the idle phase directly afterward can provide ad-
ditional insights into the nature and assessment of cognitive load.

E. Present Study

In this study, we pursue two main questions. We are interested
in whether fNIRS technology is feasible for cognitive load detec-
tion in realistic time-critical emergency situations realized with a
game; and if so, which time intervals should be used, considering
the TBRS model [62] and previous results. In particular, we
evaluate cortical activation in the PFC region for specified time
slots addressing whether the corresponding cortical activation is
related 1) to the task difficulty, 2) to the achieved performance,
3) and to the subjective perception of cognitive load. To allow for
variance in cognitive load, we use a computer-based time-critical
emergency simulation game, which requires management of
time-critical situations and realizes different levels of difficulty.

II. METHODS

The study was carried out as part of a larger project that
included several other physiological measures such as cardiac
measurements, galvanic skin response, and eye-tracking. The
aim of the study was to investigate whether the fNIRS method-
ology would be feasible for detecting cognitive load in realistic
environments.

A. Participants

In this study, we present data of 27 volunteers (18 females,
9 males) aged between 20 and 49 years (M = 25.9; SD = 7.2).
Data of further 20 participants were excluded from the present

Fig. 1. Experimental setup.

analysis due to the poor quality of the fNIRS recording. All
participants were right-handed, spoke fluent German, were re-
cruited via an online database, and were compensated mone-
tarily for their time expenditure. They reported no neurologi-
cal, mental, or cardiovascular disorders, and did not take any
psychotropic medication. The local ethics committee approved
the study and written informed consent was obtained from all
participants prior to the experiment.

B. Task

All participants played an adapted version of a game-based
simulation of different emergency situations [Emergency: 64],
in which they had to coordinate emergency personnel, such
as paramedics, emergency doctors, and firefighters, as well as
auxiliary items such as ambulances, fire trucks, and fire truck
ladders to rescue victims and extinguish fires.

After getting familiar with the games’ simulation routine by
playing a tutorial and a training scenario, participants were
confronted with two experimental scenarios: Fire and Train
Crash. Each scenario included three levels of difficulty: easy,
medium, and hard. These were defined by varying the number
of tasks to be performed and the number of personnel to be
coordinated within a given period of time. Because increased
task density would require not only more actions but also better
planning, coordination, and prioritization, we expected this to
generate a concomitant increase in cognitive load. The time
pressure was imposed by setting time limits for the levels as
well as time bars that showed how fast a victim would die if not
helped [for detailed summary see: 63].

C. Experimental Setup and Design

The experiment was implemented in a quiet room under
constant light conditions. The Emergency game simulation was
presented on a 16”notebook driven at a screen resolution rate of
1920 × 1080 using a conventional computer mouse as the only
interaction tool. Data for cortical hemodynamics were acquired
on an additional notebook as can be seen in Fig. 1, using a
portable NIRSPORT-2 device [65]. The simulation started with
an introductory training sequence, which was followed by two
experimental scenarios: Fire and Train Crash. At the end of
each of the three levels per scenario, NASA-TLX scores were
collected. Each participant executed the defined sequence of
levels only once, which lasted about one hour including the
training phase.
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D. Measured Variables

For estimating cognitive load we used a continuous mul-
tichannel recording of cortical hemodynamics during time
slots that were derived from participants’ behavior as de-
scribed below. These measurements were subsequently asso-
ciated with level difficulty, performance data, and subjective
estimation of cognitive load. Additional data such as age and
sex were acquired prior to the experiment using a self-report
survey.

1) Level Difficulty and Performance Data: For each level a
real difficulty score was defined as the percentage of participants,
who failed to complete the level, this means, could not extinguish
all the fires and transport all injured persons to the hospital within
the defined time limit. Individuals’ performance per level was
represented by the binary indicator of whether the level was
completed successfully or not.

2) NASA-TLX: Subjective estimation of cognitive load was
acquired using subscales of the multidimensional NASA-TLX
[18] questionnaire, which consists of six items/dimensions rated
on a 21-level scale (0 to 100 points with steps of 5). These
dimensions correspond to various theories distinguishing be-
tween physical, mental, and emotional facets of operators’ load
[66]. In the current study, we used the subscales addressing
the mental facet, i.e., mental demand, temporal demand, and
effort, which represents a common procedure when investigating
specific facets of workload [67], [68].

3) Hemodynamic Cortical Data: Hemodynamic cortical
data were analyzed based on burst and idle time periods related
to the initial TADD metric proposed by Sevcenko et al. [63].
According to this approach, the time series of participants’ ac-
tions during each level was divided into so-called action blocks,
consisting of active (burst) and waiting (idle) periods.

During the burst period, participants manage their emergency
personnel, and after the last available personnel are assigned a
task, the idle interval occurs and lasts until the first personnel is
available again. In this study, we analyzed hemodynamic data
obtained during four subsequent time slots. The first time slot
(initial burst) starts with the first user action and its duration
corresponds to the duration of the initial burst phase, which
varied between participants. The three subsequent time slots
start with the end of the corresponding initial burst and last 20 s
each (t0–t20: starting directly after the initial burst; t20–t40:
starting 20 s after the end of the initial burst; t40–t60: starting
40 s after the end of the initial burst).

Because we assumed that all participants would be working
at their cognitive limit during the burst phase, we expected no
effects of task difficulty, performance and subjective cognitive
load on neuronal activation during this time. After the burst
phase is over, participants who experienced high cognitive load
were supposed to have only a very short idle phase if any. Con-
sequently, during the 20 s following the initial burst, participants
who experience low cognitive load should still be in the initial
idle phase, whereas for participants with high cognitive load,
the next burst should already start. Assuming that hemodynamic
cortical activation during the initial burst phase differs from the
activation during the initial idle phase, we expected to find effects

on cortical activaton during this time. As time progresses, we
expected more heterogeneity in the data, this means, depending
on their strategies more and more participants would start with a
new burst phase while others were still or again in an idle phase.
Therefore, we expected smaller or even no significant effects in
the later stages of the level.

E. FNIRS Imaging Procedure

Participants’ PFC hemodynamic was recorded using a
portable NIRSPORT-2 device [65], which works with two wave-
lengths (750 and 859 nm) and provides a time series of relative
HbO2 and HbR concentration changes [38]. We used eight
light emitters and eight detectors, resulting in 20 channels,
which were placed into electrode caps CUCMS-56/58 [69] and
adjusted to the Cz and Fpz positions according to the 10–20
system [70]. The probeset covered the dorsolateral PFC and left
inferior frontal gyrus (IFG), the latter being part of the PFC that
is involved in speech processing [71], including the production
of the inner dialogue [72]. The distance between a light emitter
and its corresponding detector (i.e., the interoptode distance,
the middle of which corresponds to a measurement channel),
was approx. 3 cm. Data recording was performed at a sampling
rate of 7.8125 Hz. The data were preprocessed with MATLAB
version 2017a as described in Section II-E.

F. Data Analyses

Data analyses were carried out following three main steps.
1) FNIRS Data Preprocessing: First, data were corrected

for high amplitude movement artifacts by the TDDR correc-
tion [73], followed by bandpass filtering (0.01–0.1 Hz) and a
correlation-based signal improvement (CBSI) [74]. After that,
visual data inspection for outlier-channels was conducted, and
on average 2.2 channels per participant were interpolated with
their surrounding channels. A following PCA-based Gaussian
kernel filter was used for global signal correction [75] and
data were z-standardized. Then, we determined the area under
the curve (AUC) for this signal by calculating its integral. An
important final step involved time normalization of the AUC
(nAUC) to control for interindividual differences in the duration
of the initial burst phases between participants (M = 37.9, SD =
14.1, see appendix: Fig. 3). Although no significant association
was found between the duration of the initial burst phase and
performance (linear mixed-effect analysis: χ2(1) = 0.89, p =
0.34, conditional R2 = 0.07, marginal R2 < 0.001, beta=−2.32;
see appendix: Fig. 4), we aimed at minimizing potential bias due
to the duration of the initial burst phase by standardizing AUC
individually for each participant.

2) ROI Definition: After preprocessing was completed, we
combined 20 channels into the following six regions of interest
(ROI), Illustrated by Fig. 2: DLPFC left (DLPFC-L), DLPFC
right (DLPFC-R), and IFG (IFG). ROI definition was carried out
on a data-driven basis combined with theoretical assumptions
about the different sections of the PFC and their respective
functions. Thereby, we visually inspected for all channels a
timeframe from 5–30 s after the initial burst phase had started.
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Fig. 2. Anatomical allocation of the channels to the brain regions and ROI
definition. DLPFC left: channels 3, 8; DLPFC right: channels 13; IFG: 6. The
figure was generated by the MATLAB-based AtlasViewer [86] with manually
added channel numbers.

Channels were combined based on the anatomical topology, the-
oretical knowledge, and hemodynamic activation shown during
this period.

3) Statistical Analyses: We employed linear mixed-effect
analyses using statistical Software R [76] with the lme4 pack-
age [77]. The assumptions of homoscedasticity and normality
were verified by visual inspection of residual plots. The p-
values were obtained by likelihood ratio tests of the full model
(with the effect of the investigated parameter) tested against
a reduced model (without its effect). in case of a significant
result, further model analyses were applied using the report
package of Makowski et al. [78]. Standardized parameters were
obtained by fitting a model on a standardized version of the
dataset.

III. RESULTS

In this study, we examined hemodynamic cortical activation
within specified time windows during a time-critical emergency
simulation. Thereby, we aimed to evaluate whether these ob-
servations can be used to assess cognitive load induced by the
simulation design. In particular, for four defined time periods
(initial burst and following t0–t20, t20–t40, and t40–t60), we
examined the impact of real difficulty of the level (percentage of
participants who failed to complete all tasks within the specified
time limit) and the participants’ performance per level (binary
indicator of whether the level was completed successfully or
not) on the hemodynamic cortical activation level (nAUC: time-
normalized integral of the CBSI signal) in a specified ROI. Fur-
thermore, we evaluated the impact of nAUC on subjective ratings
of cognitive load for the whole simulation level, acquired us-
ing NASA-TLX questionnaire. Detailed statistics are provided
in Appendix.

1) Initial Burst: We found a significantly positive effect of
real difficulty on hemodynamic cortical activation in DLPFC-L
and DLPFC-R, meaning that higher levels of real difficulty were
associated with higher hemodynamic activity. In contrast, no
significant association was found between real difficulty and
hemodynamic cortical activation within the IFG ROI (Appendix:
Table II). Performance was significantly negatively associated
with hemodynamic cortical activation in the DLPFC-R, meaning
that higher level of performance was associated with lower
hemodynamic activity in this ROI (Appendix: Table III). No
significant associations between perceived cognitive load and

hemodynamic cortical activation in terms of mental demand and
effort were found (see Appendix: Tables IV and VI), whereas
time demand was significantly positively associated with neu-
ronal activation within DLPFC-R, implying that participants
exhibiting higher neuronal activation also perceived higher time
pressure (see Appendix: Table V).

2) t0–t20: We found no significant effects within any of
the ROIs regarding real difficulty and performance (see Ap-
pendix: Tables VII and VIII). Regarding perceived cognitive
load, we found a significant negative effect of hemodynamic
cortical activity only within DLPFC-L on the perceived mental
demand (see Table IX), implying that higher hemodynamic
cortical activation directly after the burst phase was associ-
ated with the experience of lower mental demand. Likewise,
subjective time demand was significantly negatively associated
with hemodynamic cortical activation in DLPFC-L ROI, i. e.,
the increased neuronal activity was related to the experience of
less time pressure, whereas no significant effects for other ROIs
were found (see Table X). Perceived effort was significantly
associated with hemodynamic cortical activation within both
ROIs related to DLPFC, again no effect of IFG was observed
(see Table XI). This effect was negative, meaning that the
increased neuronal activity was related to the experience of less
effort.

3) t20–t40: We found a significant negative association
between real difficulty and cortical hemodynamics only within
DLPFC-R, meaning that higher real difficulty was associated
with lower hemodynamic activation. No significant effects were
found for other ROIs (see Appendix: Table XII). Regarding
performance and subjective cognitive load, we found no
significant effects within any of the ROIs (Appendix: Tables
XIII, XIV, XV, and XVI).

4) t40–t60: We found no significant effects for this time
period (see Appendix: Tables XVII, XVIII, XIX, XX, and
XXI).

IV. DISCUSSION

Determining cognitive load seems crucial for the development
of training environments for life- and time-critical emergencies.
Here, the use of fNIRS methodology may provide reliable results
in this respect not only in the laboratory but also in ecologi-
cally more valid experiments, using averaged data of repeated
measures of relatively short cognitive tasks. At the same time,
it remains unclear how to use fNIRS in prolonged single-trial
activity involving heterogeneous tasks. In particular, because
averaging over a too long period of time may well obscure
potential differences in hemodynamic cortical activation, the
question arises as to which time windows may be used sensibly
to obtain reliable data on experienced cognitive load.

This study describes an attempt to solve this challenge by
following a theory-driven top-down approach for investigating
realistic time-critical emergency situations from the perspective
of resource management.

In accordance with our expectations and despite the fact that
simulation levels varied significantly in terms of real difficulty
and subjective cognitive load, only a few or no significant effects
on hemodynamic cortical activation were observed during later
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time intervals: t20–t40 and t40–t60 s after the end of the initial
burst. These results substantiate that it is not always possible to
determine differences in cognitive load by comparing random
time intervals over different difficulty levels over a long and
complex realistic task. Because a realistic cognitive task usually
consists of heterogeneous subtasks, it cannot be guaranteed that
all operators will perform these tasks in the same order and using
the same strategy. This leads to a lot of “noise” in neuronal
activity when different mental tasks are performed continuously
or even overlapping at different times by different participants
making it almost impossible to pinpoint influences of specific
variables.

This problem might be solved by searching for comparable
time slots using the global knowledge about the nature of the
performed task. As hypothesized, we found a significant associ-
ation between hemodynamic cortical activation within different
areas of DLPFC immediately after the initial burst phase (t0–t20)
and the subjective assessment of cognitive load of the entire
level (assessed by NASA-TLX). This association seems robust,
as it appeared for all investigated subscales (mental demand,
time demand, and effort). Surprisingly, participants who showed
stronger hemodynamic cortical activation within this time frame
perceived the entire level as less demanding for them and vice
versa. This pattern of results provides an interesting insight into
the nature of the idle phase following the initial burst phase.
While the simulation log captured the similarities in the way
that participants acted, when managing initial resources during
the first burst (i.e., allocating emergency personnel to their tasks)
and thus may have relied on similar cognitive processes, there is
no information about their cognitive engagement during the idle
phase, because no logable behavior was performed in this time
period. In principle, in this phase, they could either wait passively
for the next burst or use this time for active monitoring and
planning, which might result in better performance later on and
thus to a reduction in the subjectively experienced cognitive load
[79]. However, as no significant association between neuronal
activity during this time slot and final performance was detected,
another explanation seems more likely. It is conceivable that
cognitively challenged participants tended to use the idle pause
to relax as they might get tired of maintaining attention, which
may have led to reduced hemodynamic cortical activation [80].
In contrast, more successful players might use this phase to mon-
itor the situation and plan ahead their next steps. Nevertheless,
answering this question seems to require further investigation.

Because we assumed that during the initial burst phase all par-
ticipants would operate at their cognitive maximum, we expected
no differences in hemodynamic cortical activation between par-
ticipants and real difficulty at this time. Surprisingly, we found
a considerable positive association between hemodynamic cor-
tical activation within wide areas of the DLPFC ROI and real
difficulty of the level as well as with perceived time pressure
during the initial burst phase. In contrast, negative associations
with the actual performance were found within the right DLPFC.
First of all, these results may be interpreted as substantiation
of the “inverted-U” shaped association of cognitive load and
performance [6], [7], which assumes that the cognitive load
should be kept within a certain range to obtain the best results.

Furthermore, the initial burst phase, which takes place at the
very beginning of the level, appears nevertheless to be well suited
to determine the degree of task difficulty and could therefore
be used for real-time adaptation of training simulations. At the
same time, however, further investigation is needed to determine
whether this effect might persist under more stressful conditions.
It is conceivable that our preliminary assumptions were correct,
but the induced time pressure was not sufficient to make all
participants work at their cognitive limit. In this case, a burst time
slot would be suitable for measuring cognitive load in situations
with low to medium time pressure, while for measuring cognitive
load under high time pressure other options need to be identified.

All above-mentioned results refer to neuronal activity within
broader ranges of the DLPFC. In this study, we found no asso-
ciation of IFG activation and participants’ cognitive load. This
may be due to the nature of the experimental task, which did not
require difficult calculations or other cognitive manipulations
necessitating an inner dialogue.

A. Methodological Strengths and Constraints

Analytic approaches for simulated training environments are
often based on data-driven probabilistic evaluations [81]–[83].
However, these seem insufficient for modeling cognitive user
states, which can be “directly” [32] assessed via neurophys-
iological methods [for review see: 84]. Compared to other
neuroimaging techniques, the use of the fNIRS methodology
seems advantageous due to its relatively low cost, high mobility,
robustness against various artifacts, and reliability when used on
averaged data, whereas single-user single-trial evaluations still
remain challenging [36], [85]. This study takes a step in this
direction by proposing a theory-based approach to the choice
of time frames suitable for assessing cognitive load in realistic
single-trial time-critical emergency situations related to resource
management. Unlike data-driven approaches such as machine
learning, this approach might be generalized to similar environ-
ments, which however raises further questions. As mentioned
above, we have to investigate whether a finer clustering of
training scenarios is needed for the selection of the appropriate
metrics, brain regions, and time frames for data collection. Also,
in this constellation, fNIRS cannot be used as a stand-alone
methodology, because it needs log data from the simulation
to calculate the required time periods, which would result in
relatively complex assessment installation. Thus, the obtained
results might be used to improve laboratory systems with the
aim of conducting mobile, ecologically valid experiments.

B. Implications and Outlook

To our knowledge, this study represents the first attempt to
deploy the theoretical framework of the time-based resource
sharing model for measuring cognitive load using fNIRS during
a realistic training scenario. We believe this theoretical foun-
dation might be a key to creating a measurement method that
can be easily transferred to similar situations without requiring
extensive calibration each time. The results, obtained in this
study, seem to be promising and indicate feasibility of the
proposed method. Nevertheless, additional research is needed to
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investigate the scope of our approach. In subsequent research,
we also plan to investigate whether the results obtained can be
substantiated by using other measurement methods, such as eye
tracking. Another important step will be the further development
of the method (potentially by extension to other measurement
modalities) and its verification on different time-critical resource
management scenarios. In this context, the extent to which
differences in induced time pressure might affect the validity of
this method, is of particular interest, in order to address potential
limitations. Another interesting research direction might be to
investigate age-related differences in measures of cognitive load
in time-critical situations.

V. CONCLUSION

In this study we presented a simple method to determine time
periods that qualify for cognitive load detection in a single-trial
time-critical resource-management emergency situation using
the fNIRS method in combination with TBRS theory. Detection
of proposed time periods is based on log data and can be
easily run in the background. We found significant associations
between cognitive load and neuronal activity within DLPFC
during chosen time periods, whereas only a few or no significant
effects were observed during later time intervals, substantiating
that it is not always possible to determine differences in cognitive
load by comparing random periods of time. We found no sig-
nificant dependencies within IFG. These results illustrate how
knowledge of task structure may be used advantageously for
the identification of cognitive load. Although requiring further
investigation in terms of reliability and generalizability, the
presented approach seems promising evidence that fNIRS might
be suitable for the assessment of cognitive load beyond classical
experimental set-ups.
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