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#### Abstract

In this letter, we investigate the architecture of an optimal controller that maximizes the convergence speed of a consensus protocol with single-integrator dynamics. Under the assumption that communication delays increase with the number of hops from which information is allowed to reach each agent, we address the optimal control design under delayed feedback and show that the optimal controller features, in general, a sparsely connected architecture.
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## I. Introduction

CONSENSUS of dynamical systems is a fundamental tool in control theory and applications that has been extensively studied over the latest few decades [1], [2]. One implementation issue in distributed control, arising especially in large-scale systems where communication occurs over wireless channels, is latency due to data transmission. Such a latency affects the feedback information exchanged among agents. When this latency is non-negligible compared to the system dynamics, a careful design of the controller needs to consider and compensate the feedback delays to avoid performance degradation. The presence of delayed feedback information used in control may trigger dynamic modes that force control actions to be conservative in order to ensure stability, thus, making it more difficult to command the system trajectory.

Classical control literature addresses this problem by assuming distributed controllers with given architecture (structured controllers) where the design of feedback gains takes into account communication delays in the system dynamics. A large body of work addresses stability conditions. Relevant to the consensus problem that we concentrate on, a few related works are [3] that studies stability of consensus under several

[^0]delay models for a network of identical agents in continuous time, [4], [5] that deal with finite-time stabilization of discrete-time systems, and [6], [7] that consider error compensation in vehicular platoons with different network topologies. Other relevant works focus on performance, e.g., [8] finds an upper bound on the convergence rate of consensus under timevarying delays, [9], [10] minimize the $\mathcal{H}_{2}$-norm associated with the consensus error, and [11] proposes a control protocol for high-order systems to maximize convergence speed.

A second, more recent, line of work addresses design not only of control gains but also of the controller architecture. For example, work [10] proposes greedy algorithms that modify the communication links to decrease the $H_{2}$-norm of the consensus error under time-delays. The authors in [12] introduce the System Level Synthesis as a possible framework that accounts for impact of communication locality in robust control design. The article [13] surveys methods that trade controller complexity for closed-loop performance of stochastically forced systems, where the optimization problem associated with control design incorporates a regularization term that penalizes the presence of communication links. Work [14] investigates algorithms for near-optimal edge selection to maximize convergence rate of a multi-robot system to a rigid formation.
While the latter body of literature mostly works under the common wisdom that reducing the total number of communication links entails advantages, this is typically intended as a benefit from scalability or resource allocation standpoint rather than to performance. In particular, the all-to-all architecture is typically regarded as optimal for closed-loop performance [10], [13], whereas practical constraints impose sparser implementations in applications. This stems from the hidden assumption that communication delays do not depend on the controller architecture in relevant manner. However, if this did not hold true, the optimal architecture may be crucially different. For example, work [15] characterized consensus on lattices under time-slotted communication where feedback delays depend on transmission power, proving that the controller architecture maximizing convergence speed is sparse when the lattice dimension is greater than one. Under similar spirit, recent work [16] considered mean-square consensus on undirected graphs where feedback delays depend on the communication hops over a given network, showing that the optimal controller features sparse interconnections if delays increase fast enough with the number of hops.

In this letter, we draw inspiration from the setup in [16] to investigate performance of distributed controllers with
respect to the convergence rate of a consensus protocol under architecture-dependent communication latency. Differently from [15], we consider system dynamics that induce more restrictive stability conditions, assume a more general model for delays, and address optimization of feedback gains. Importantly, rather than purposely modifying the communication links to improve performance, as done in, e.g., [10], we consider different architectures with no explicit relation to performance and explore the effect of architecture-dependent delays. In analogy to the fundamental performance trade-off observed for stochastic systems in [16], we show that, when delays increase with the density of the architecture, the distributed controller that minimizes the convergence rate has in general a sparse architecture, irrespectively of the specific network topology. In particular, numerical experiments yield fundamentally different conclusions than [15] where the optimal architecture was proven to be the complete graph for the ring topology.

This letter is organized as follows. Section II introduces the system setup. Section III tackles optimal feedback gain design for a distributed controller. Section IV presents numerical performance with different architectures, showing optimality of sparse controllers. Conclusions are drawn in Section V.

## II. Setup

## A. System Model

We address a Networked Control System composed of $N$ interconnected agents (or nodes) which aim to consensus.

Agent Dynamics: Each agent $i \in\{1, \ldots, N\}$ evolves as a scalar discrete-time single integrator,

$$
\begin{equation*}
x_{i}(k+1)=x_{i}(k)+u_{i}(k) \tag{1}
\end{equation*}
$$

where $k \geq 0$ denotes time, $x_{i}(k) \in \mathbb{R}$ is the state of agent $i$, and $u_{i}(k) \in \mathbb{R}$ is its control input. We denote by $x(k) \in \mathbb{R}^{N}$ and $u(k) \in \mathbb{R}^{N}$ the states and inputs of all agents, respectively.

Feedback Control: Agents exchange state information according to a communication network modeled as a graph $\mathcal{G}_{n}$, where $n$ parametrizes the number of links in $\mathcal{G}_{n} .{ }^{1}$

Assumption 1 (Distributed Controller Architecture): The controller architecture is given by the undirected graph $\mathcal{G}_{n} \doteq$ $\left(\mathcal{V}, \mathcal{E}_{n}\right)$ where $\mathcal{V}=\{1, \ldots, N\}$ and $\mathcal{E}_{n} \subseteq \mathcal{V} \times \mathcal{V}$ is a collection of node pairs such that nodes $i$ and $j$ communicate if and only if $(i, j) \in \mathcal{E}_{n}$. For $n>1$, the edge set is built as

$$
\begin{equation*}
\mathcal{E}_{n+1}=\mathcal{E}_{n} \cup \bigcup_{i \in \mathcal{V}} \bigcup_{j \in \mathcal{V}_{n}(i)} \bigcup_{\ell \in \mathcal{V}_{n}(j) \backslash\left(\mathcal{V}_{n}(i) \cup\{i\}\right)}(i, \ell), \tag{2}
\end{equation*}
$$

where $\mathcal{G}_{1}$ is assigned a priori and $\mathcal{V}_{n}(i)$ is the n-neighborhood of node $i$, i.e., $\mathcal{V}_{n}(i) \doteq\left\{j \in \mathcal{V}:(i, j) \in \mathcal{E}_{n}\right\}$. Graph $\mathcal{G}_{1}$ is connected and simple, and $d_{n}(i) \doteq\left|\mathcal{V}_{n}(i)\right|$.

In words, given an initial architecture $\mathcal{G}_{1}, \mathcal{G}_{n}$ is built by connecting nodes whose distance in $\mathcal{G}_{1}$ is at most $n$ hops.

Given an architecture $\mathcal{G}_{n}$, agent $i$ computes control inputs $u_{i}(\cdot)$ via state measurements received from its $n$-neighbors.

[^1]Assumption 2 (Communication Delays [16]): State measurements communicated across $\mathcal{G}_{n}$ are received after delay $\tau_{n}=f(n)$, where $f(\cdot)$ is a positive increasing sequence.

In order to let agents achieve consensus, we assume Laplacian-type proportional feedback control [3], [10], that is,

$$
\begin{equation*}
u(k)=-K_{n} x\left(k-\tau_{n}\right) \tag{3}
\end{equation*}
$$

where the feedback delay $\tau_{n}>0$ follows from Assumption 2.
Assumption 3 (Structure of Feedback Gains): Matrix $K_{n}$ satisfies $K_{n}=K_{n}^{\top}$ and $K_{n} \mathbb{1}=0, \mathbb{1} \in \mathbb{R}^{N}$ being the vector of all ones. The feedback gain $\left[K_{n}\right]_{i j}=\left[K_{n}\right]_{j i}$ is nonzero only if the communication link $(i, j)$ belongs to $\mathcal{E}_{n}$ or if $j=i$. Also, we require $\left[K_{n}\right]_{i i}=-\sum_{j \in \mathcal{V}_{n}(i)}\left[K_{n}\right]_{i j}$ for all $i \in \mathcal{V}$.

Finally, agent evolution (1) paired with controller (3) yields the following global consensus dynamics,

$$
\begin{equation*}
x(k+1)=x(k)-K_{n} x\left(k-\tau_{n}\right) \tag{4}
\end{equation*}
$$

## B. Problem Formulation

In this letter, we are primarily interested in investigating the controller architecture that yields the fastest convergence of the consensus dynamics (4). We also address optimal feedback gains that maximize the consensus speed, which allows for a fair comparison of controllers with different architectures.

It is well known that the convergence rate of the delayfree autonomous dynamics corresponding to (4) is geometric and given by the Second Largest Eigenvalue Modulus (SLEM) of the state matrix. In the presence of delays, system (4) can be rewritten as a delay-free system by means of state augmentation [15], where the augmented state $x_{a}(k)$ stacks $\tau_{n}+1$ consecutive states from time $k-\tau_{n}$ to time $k$. The convergence rate is then the SLEM of the augmented state matrix $A_{n}$. Standard computations yield the following result.

Lemma 1 (Eigenvalues of Delay System [16]): Let (4) be equivalently written as the following delay-free system,

$$
\begin{equation*}
x_{a}(k+1)=A_{n} x_{a}(k) \tag{5}
\end{equation*}
$$

Then, the spectrum of $A_{n}$ is given by

$$
\begin{equation*}
\sigma\left(A_{n}\right)=\bigcup_{j=1}^{N}\left\{z: h_{n}\left(z ; \lambda_{j}^{n}\right)=0\right\} \tag{6}
\end{equation*}
$$

where $\lambda_{j}^{n} \in \sigma\left(K_{n}\right)$ is the $j$ th eigenvalue of $K_{n}$ in nondecreasing order, such that $0=\lambda_{1}^{n}<\lambda_{2}^{n} \leq \cdots \leq \lambda_{N}^{n}$, and the characteristic polynomial associated with $\lambda$ is

$$
\begin{equation*}
h_{n}(z ; \lambda) \doteq z^{\tau_{n}+1}-z^{\tau_{n}}+\lambda \tag{7}
\end{equation*}
$$

Matrix $A_{n}$ has an eigenvalue at 1 , corresponding to a root of $h_{n}\left(z ; \lambda_{1}^{n}\right)$. For notation convenience, we denote the largest eigenvalue modulus corresponding to $\lambda \in \sigma\left(K_{n}\right)$ by

$$
\begin{equation*}
\rho_{n}(\lambda) \doteq \max \left\{|z|: h_{n}(z ; \lambda)=0\right\} \tag{8}
\end{equation*}
$$

which allows us to express the convergence rate of (4) as

$$
\begin{equation*}
R_{n}=\max \left\{\rho_{n}(\lambda): \lambda \in \sigma\left(K_{n}\right) \backslash\{0\}\right\} \tag{9}
\end{equation*}
$$

Finally, to investigate the performance of controllers with different architectures under architecture-dependent delays, we address maximization of the convergence speed of (4).

Problem 1 (Optimal Distributed Controller): Given Assumption 1, 2, 3 and an architecture $\mathcal{G}_{1}$, find the parameter $n$ with optimal feedback gains that optimizes the convergence of (4),

$$
\begin{equation*}
n^{*} \in \arg \min _{n} \min _{K_{n} \in \mathcal{K}_{n}} R_{n}, \tag{10}
\end{equation*}
$$

where $\mathcal{K}_{n}$ collects all matrices that satisfy Assumption 3.
Problem 1 requires to evaluate the convergence rate $R_{n}$ for $n \in\left\{1, \ldots, n_{\text {max }}\right\}$, where $\mathcal{G}_{n_{\text {max }}}$ is the complete graph. By virtue of the inner minimization in (10) that involves the feedback gains, we can fairly compare controllers with different architectures. In Section III, we address the optimal design of feedback gains for a given architecture, while in Section IV we solve Problem 1 for different communication topologies.

Remark 1 (Impact of Delays): Under constant communication delays, the fastest convergence is typically achieved by the densest architecture. Here, adding communication links yields both the benefit of speeding up information sharing across the network (Assumption 1) and the drawback of increasing feedback delays (Assumption 2). As shown later via numerical experiments, the latter aspect is crucial role in determining the optimal controller architecture, and in particular it can enable fast convergence via sparse controllers. Importantly, this is different than, e.g., [10] where carefully removing links improves performance under constant delays: indeed, we do not remove edges with attention to the performance metric, but we optimize the feedback gains of different architectures whose topology is not optimized w.r.t. performance.

## ill. Control Design

In this section, we propose strategies to choose feedback gains in $K_{n}$ with a given architecture $\mathcal{G}_{n}$. Because $n\left(\mathcal{G}_{n}\right)$ is fixed, we omit the script $n$ in the rest of this section.

## A. Stability Analysis

The delay-free version of the single-integrator dynamics (4) is stabilized by any feedback gain matrix $K$ such that $I-K$ has all eigenvalues inside the unit circle except for the one fixed at 1 . The same stability requirement holds if the delayfree inertia term $x(k)$ in the right-hand side of (4) is also delayed so that the dynamics are simply "stretched" in time by a factor $\tau$, as assumed in [15]. Conversely, more complex stability conditions hold for system (4), which were derived in [16] and are reported below for convenience. ${ }^{2}$

Proposition 1 [16, Proposition 4]: System (4) is stable if and only if, for $j=2, \ldots, N$,

$$
\begin{equation*}
0<\lambda_{j}<\bar{\lambda}_{\tau}, \quad \bar{\lambda}_{\tau} \doteq 2 \sin \left(\frac{\pi}{2} \frac{1}{2 \tau+1}\right) . \tag{11}
\end{equation*}
$$

[^2]

Fig. 1. Root locus of $h(z ; \lambda)$ with $\lambda \in\left[0, \bar{\lambda}_{\tau}\right]$ for $\tau=5$ (left) and $\tau=6$ (right). All branches expand from $z=0$ except for the one starting at $z=1$.

In words, condition (11) shows that the delay in (4) triggers unstable modes if control actions are too aggressive. In particular, larger delays force more conservative control, as seen by the bound $\bar{\lambda}_{\tau}$ which is decreasing with $\tau$. Notably, the bound $\bar{\lambda}_{\tau}$ does not depend on the network topology.

Straightforward application of Gershgorin theorem yields the following result, which is amenable to distributed implementation and restrict the usual conditions on edge weights.

Corollary 1 (Stabilizing Uniform Gains): Let $K=-g L$ with $L$ the Laplacian matrix of $\mathcal{G}$. System (4) is stable if

$$
\begin{equation*}
0<g<\frac{\bar{\lambda}_{\tau}}{2 D}, \quad D \doteq \max _{i} d(i) \tag{12}
\end{equation*}
$$

## B. Optimization of Feedback Gains

Corollary 1 give conditions for simple choices of feedback gains that can be implemented locally at nodes. For example, the standard choice $g=\frac{1}{2 D+1}$ becomes $g=\frac{\bar{\lambda}_{\tau}}{2 D+1}$.

We next address the optimization of feedback gains in Problem 1. This corresponds to the inner minimization of $K_{n}$ in (10) for a given architecture $\mathcal{G}_{n}$ (i.e., for given $n$ ). We focus on a centralized design that requires knowledge of the eigenvalues of $K$, deferring a distributed design to future work.

Problem 2 (Optimal Structured Controller): Find a feedback gain matrix $K$ that minimizes the convergence rate of (4),

$$
\begin{equation*}
K^{*} \in \underset{K \in \mathcal{K}}{\arg \min } R \tag{13}
\end{equation*}
$$

It is known that Problem 2 is nonconvex and nonsmooth [17]. Nonetheless, the specific structure of our problem allows us to retrieve the solution of (13), as described next.

A related problem is faced in [18] for delay-free double integrators, where the authors note that $\rho(\lambda)$ is decreasing for $\lambda<\lambda_{\mathrm{th}}$ and increasing for $\lambda>\lambda_{\mathrm{th}}$, for a threshold $\lambda_{\mathrm{th}}$. This immediately yields that the SLEM of $A$ is a root of either $h\left(z ; \lambda_{2}\right)$ or $h\left(z ; \lambda_{N}\right)$, which simplifies the optimization problem into a cascade composed of a convex SDP followed by an algebraic equation.

The key move that allowed the authors in [18] to assess monotonicity properties of $\rho(\lambda)$ was its explicit calculation, which in this case is not possible for arbitrary $\tau$. However, the same behavior proved in [18] can be observed here if we consider the root locus associated with the characteristic polynomial $h(z ; \lambda)$, where $\lambda$ acts as feedback gain. Two typical root loci are shown in Fig. 1, one for odd $\tau$ and one


Fig. 2. Graphic of $\rho(\lambda)$ with $\lambda \in\left(0, \bar{\lambda}_{\tau}\right)$ for $\tau=5$.
for even $\tau$. When $\lambda=0$, there is one root at $z=0$ with multiplicity $\tau$ and one simple root at $z=1$. As $\lambda$ increases, the latter decreases along the real axis while all other roots grow in modulus. In particular, there is a real positive root that increases along the real axis till it meets the other positive real root, after which the two corresponding branches enter the complex plane and expand towards the unit circle. This means that the largest modulus of roots of the characteristic polynomial $h(z ; \lambda)$ is first decreasing (when the largest real solution decreases monotonically from 1 along the real axis) and then increasing (corresponding to either a pair of complex branches or to the negative real root, if present, as soon as the corresponding modulus becomes larger than the largest positive real root).

The next lemmas formalize the discussion above.
Lemma 2 (Monotonicity of Real Eigenvalues): Consider the following definition associated with real roots of $h(z ; \lambda)$,

$$
\begin{equation*}
\rho_{\Re}(\lambda) \doteq \max \{|z|: h(z ; \lambda)=0, z \in \mathbb{R}\} \tag{14}
\end{equation*}
$$

If $\rho_{\Re}(\lambda) \neq \emptyset$, there exists $\lambda_{\text {th }, \Re}$ such that $\rho_{\Re}(\lambda)$ is decreasing for $\lambda<\lambda_{\text {th }, \Re}$ and increasing for $\lambda>\lambda_{\text {th }, \Re}$.

Proof: See Appendix A.
Lemma 3 (Monotonicity of Complex Eigenvalues): All complex roots of $h(z ; \lambda)$ with nonzero imaginary part have modulus increasing with $\lambda$.

## Proof: See Appendix B.

Lemmas 2, and 3 straightly lead to the following proposition, which is key to our solution approach (see Fig. 2).

Proposition 2 (Convergence Rate): There exists $\lambda_{\text {th }}$ such that $\rho(\lambda)$ is decreasing for $0<\lambda<\lambda_{\text {th }}$ and increasing for $\lambda_{\text {th }}<\lambda<\bar{\lambda}_{\tau}$. Hence, it holds $R=\max \left\{\rho\left(\lambda_{2}\right), \rho\left(\lambda_{N}\right)\right\}$.

By virtue of Proposition 2, Problem 2 can be solved via the same technique proposed in [18], which is summarized next.

Consider the subset of $\mathcal{K}$ comprising matrices $K$ with eigenvalue $\lambda_{2}(K)=1$, denoted by $\overline{\mathcal{K}}$. Then, it holds $\mathcal{K}=\cup_{\beta \geq 0} \beta \overline{\mathcal{K}}$. In particular, any $K \in \mathcal{K}$ can be written as $K=\beta \bar{K}$ for some suitable $\bar{K} \in \overline{\mathcal{K}}$ and $\beta>0$. By virtue of this observation and Proposition 2, and denoting the $i$ th eigenvalue of $\bar{K}$ by $\bar{\lambda}_{i}$, problem (13) can be equivalently written as

$$
\begin{equation*}
\left\{\bar{K}^{*}, \beta^{*}\right\} \in \underset{\bar{K} \in \overline{\mathcal{K}}, \beta>0}{\arg \min } \max \left\{\rho(\beta), \rho\left(\beta \bar{\lambda}_{N}\right)\right\}, \tag{15}
\end{equation*}
$$

the solution to (13) being retrieved as $K^{*}=\beta^{*} \bar{K}^{*}$.
It can be seen that (15) can in fact be decoupled with respect to the two variables $\bar{K}$ and $\beta$, and it can be solved by first optimizing over $\bar{K}$ (with $\beta=1$ ) and then over $\beta$ (given the solution $\bar{K}^{*}$ of the first sub-problem). This is because $\rho(\beta)$ is


Fig. 3. Convergence rate with 3 -regular graph $\mathcal{G}_{1}, N=100, \tau_{n}=n$.
independent of $\bar{K}$ and $\rho\left(\beta \bar{\lambda}_{N}\right)$ is parametric in $\bar{K}$. The set $\overline{\mathcal{K}}$ is nonconvex, however, the optimization for $\bar{K}$ can be exactly recast into the following convex SDP, noting that the solution features $\bar{\lambda}_{2}^{*}=1$ (with $\bar{\lambda}_{i}^{*}$ the $i$ th eigenvalue of $\bar{K}^{*}$ ),

$$
\begin{equation*}
\bar{K}^{*} \in \underset{\bar{K} \in \mathcal{K}, \bar{\lambda}_{2} \geq 1}{\arg \min } \bar{\lambda}_{N} . \tag{16}
\end{equation*}
$$

Finally, the optimal scaling parameter $\beta^{*}$ is retrieved as the solution to the following optimization problem,

$$
\begin{align*}
& \beta^{*}=\underset{\beta>0}{\operatorname{argmin}} \max \left\{\rho(\beta), \rho\left(\beta \bar{\lambda}_{N}^{*}\right)\right\}  \tag{17a}\\
& \text { subject to } \beta \bar{\lambda}_{N}^{*}<\bar{\lambda}_{\tau} . \tag{17b}
\end{align*}
$$

The linear constraint (17b) ensures that the stability condition (11) is satisfied. By virtue of Proposition 2, minimizing the cost in (17a) amounts to finding the unique solution of

$$
\begin{equation*}
\rho(\beta)=\rho\left(\beta \bar{\lambda}_{N}^{*}\right) \tag{18}
\end{equation*}
$$

which can be solved by the bisection method. If the solution of $(18)$ complies with $(17 b)$, then (17a) is solved. If this is not the case, Proposition 2 implies that both the second smallest eigenvalue and the largest eigenvalue of $K$ need to be smaller than $\lambda_{\text {th }}$, which means that $R=\rho(\beta)$ and thus $\beta$ shall be chosen as close as possible to the upper bound $\bar{\lambda}_{\tau} / \bar{\lambda}_{N}^{*}$.

Remark 2 (Optimal Uniform Gains): Let the feedback gain matrix be chosen as $K=-g L$, then the uniform gain $g$ can be optimized akin $\beta$ according to (17a) by letting $\bar{K}^{*}=L$.

## IV. Numerical Experiments

In this section, we numerically solve Problem 1 for different networks with the goal of investigating the optimal controller architecture for a given initial structure $\mathcal{G}_{1}$. Because we now consider multiple architectures, we use the subscript $n$ to specify the architecture $\mathcal{G}_{n}$ constructed from $\mathcal{G}_{1}$ according to Assumption 1 (recall that a larger $n$ corresponds to a larger number of links). In view of (10), we aim to find an optimal parameter $n^{*}$ such that the controller architecture $\mathcal{G}_{n^{*}}$ yields the minimum convergence rate $R_{n^{*}}$ of the dynamics (4).

All networks have $N=100$ agents. The parameter $n$ (referred to as number of hops in the $x$-axis of Figs. 3-7) ranges within $\left\{1, \ldots, n_{\max }\right\}$ such that $\mathcal{G}_{n_{\max }+1}$ is fully connected. ${ }^{3}$

[^3]

Fig. 4. Convergence rate with 3-regular graph $\mathcal{G}_{1}, N=100, \tau_{n}=n^{2}$.

In each scenario, we consider the following design strategies for the feedback gains: uniform gain $g=\frac{\lambda_{\tau}}{2 D_{n}+1}$ (not optimized); uniform gain $g^{*}$ computed according to Remark 2 (optimized); multiple gains addressing Problem 2 and computed according to (16)-(17a). In all cases, the solution of the equation (18) actually meets the stability condition (17b), which makes the optimization problem (17a) over $\beta$ feasible.

Figure 3 shows the convergence rate $R_{n}$ with the initial network $\mathcal{G}_{1}$ chosen as a 3 -regular graph, with communication delays increasing linearly with $n$ (which is inspired by multi-hop communication). We first note that all curves are consistent with our optimization of feedback gains: the non-optimized uniform gains induce the worst (largest) convergence rates, whereas progressive improvement is observed passing to optimized uniform gains and eventually to multiple optimized gains. One can see that the smallest convergence rate is always achieved by distributed (not fully connected) architectures. Interestingly, the optimal parameter $n^{*}$ is quite different according to the chosen design strategy for the feedback gains: in particular, with both uniform not optimized gains and multiple gains the fastest convergence is achieved for $n^{*}=5$, whereas choosing a single optimized gain yields $n^{*}=7$ as the optimal controller architecture. This calls for carefulness when performing control design and in particular when jointly designing both feedback gains and controller architecture. Also, note that some suboptimal choices of gains actually induce better or comparable performance if complemented with suitably connected architecture: for example, architecture $\mathcal{G}_{4}$ with non-optimized uniform gains performs slightly better than sparser architecture $\mathcal{G}_{3}$ with optimized uniform gains, whereas architecture $\mathcal{G}_{7}$ with optimized uniform gains is better than denser architecture $\mathcal{G}_{8}$ with optimized multiple gains.

Figure 4 shows performances when delays increase quadratically with $n$, which is inspired by the setup in [15] where number of links and delays increase with the transmission power. It can be seen that all curves are "pulled" toward bottom-left and that the optimal architectures are sparse, featuring $n^{*}=1$ for non-optimized uniform gains and $n^{*}=2$ for optimized gains. This is because, compared to Fig. 3, delays grow faster and degrade the dynamics more quickly with $n$, forcing the controller to act in a more conservative way.

Figure 5 shows convergence rates with denser architectures, where the initial network $\mathcal{G}_{1}$ is a 4-regular graph. The


Fig. 5. Convergence rate with 4-regular graph $\mathcal{G}_{1}, N=100, \tau_{n}=n$.


Fig. 6. Convergence rate with 4-regular graph $\mathcal{G}_{1}, N=100, \tau_{n}=n^{2}$.


Fig. 7. Convergence rate with random graph $\mathcal{G}_{1}, N=100, \tau_{n}=n$.
qualitative behavior is similar to Fig. 3. The two curves corresponding to non-optimized uniform gains and multiple gains exhibit nontrivial points of minimum respectively at $n^{*}=2$ and $n^{*}=3$, whereas the optimal architecture for uniform optimized gains is almost fully connected. Analogous considerations hold for Fig. 6, with trends similar to Fig. 4.

Finally, tests performed on a random graph in Fig. 7 (with sparse and dense areas) with linear delay increase also show behavior similar to Figures 3, and 5, suggesting a consistent pattern that mostly depend on the delay rate $f(\cdot)$.

## V. Conclusion

In this letter, we have shown that optimal distributed controllers with respect to the convergence rate of a consensus protocol need not be fully connected. In fact, the fastest convergence for a network of single integrators is achieved via sparse architectures if feedback delays increase fast enough with the number of communication links.

## Appendix A

## Proof of Lemma 2

First, we show that the negative root, when it exists, is decreasing. Second, we show the monotonic behavior of the two positive roots of $h(z ; \lambda)$, as long as they exist. The combination of those facts yields the claim in Lemma 2.

We use the implicit function theorem to compute derivative of roots. The hypotheses of the theorem are satisfied as long as $z \neq 0$ and the two positive roots are not coincident, which is enough to prove the claim having those two sets zero Lebesgue measure. The derivative of a root $z \in \mathbb{R}$ is

$$
\begin{equation*}
\frac{\mathrm{d} z}{\mathrm{~d} \lambda}(\lambda)=\frac{\partial_{\lambda} h(z ; \lambda)}{\partial_{z} h(z ; \lambda)}=\frac{-1}{(\tau+1) z^{\tau}-\tau z^{\tau-1}} . \tag{A.1}
\end{equation*}
$$

Negative Root: Polynomial $h(z ; \lambda)$ has a negative root for $\lambda>0$ and even $\tau$. This can be seen, for example, via Descartes' rule of signs and the fact that $h(-z ; \lambda)$ has one real root being its coefficients real. Then, derivative (A.1) is always negative for $z<0$. Conversely, again Descartes' rule of signs proves that no real negative root exist for odd $\tau$.

Positive Roots: When $\lambda=0$, the simple root at $z=1$ has negative derivative. On the other hand, for $\lambda \gtrsim 0$, the real root at $z \gtrsim 0$ is an implicit function of $\lambda$ with positive derivative. The denominator $\partial_{z} h(z ; \lambda)$ of (A.1) is continuous in $z$ and thus in $\lambda$ (over appropriate domain): hence, the larger root is decreasing with $\lambda$ as long as $\partial_{z} h(z ; \lambda)>0$ and the smaller root is increasing with $\lambda$ as long as $\partial_{z} h(z ; \lambda)<0$. The denominator becomes zero for $\lambda=\lambda_{\mathrm{b}} \doteq \frac{\tau^{\tau}}{(\tau+1)^{\tau+1}}$ when $z=\frac{\tau}{\tau+1}$, and the derivatives switch sign for $\lambda \gg \lambda_{\mathrm{b}}$. However, this event is not possible. Indeed, $h(z ; \lambda)$ admits real positive roots only within the interval $\left[0, \frac{\tau}{\tau+1}\right]$. This is because $\frac{\tau}{\tau+1}$ is the point of minimum of $h(z ; \lambda)$, which is zero for $\lambda=\lambda_{b}$ and positive for $\lambda>\lambda_{b}$. We conclude that $h(z ; \lambda)$ has two real positive roots for $0<\lambda \leq \lambda_{b}$, one monotonically increasing from $\epsilon$ to $\frac{\tau}{\tau+1}$, for any $\epsilon>0$, and one monotonically decreasing from 1 to $\frac{\tau}{\tau+1}$.

Lemma 2 holds true with $\lambda_{\text {th }, \Re}$ equal to (i) $\lambda_{\mathrm{b}}$ (with $\rho_{\Re}(\lambda)$ monotonically increasing), for odd $\tau$, and (ii) the minimum between $\lambda_{\mathrm{b}}$ and the $\lambda$ such that the negative root is larger in modulus than the positive roots (if any), for even $\tau$.

## Appendix B

## Proof of Lemma 3

We study the sign of the derivative of each complex root $z \in \mathbb{C}$ of $h(z ; \lambda)$. We use again the implicit function theorem and rewrite derivative (A.1) for $\rho>0$, where $z=\rho \mathrm{e}^{j \theta}$,

$$
\begin{equation*}
\frac{\mathrm{d} z}{\mathrm{~d} \lambda}(\lambda)=-\frac{(\tau+1) \rho^{\tau} \mathrm{e}^{-j \tau \theta}-\tau \rho^{\tau-1} \mathrm{e}^{-j(\tau-1) \theta}}{\left|(\tau+1) z^{\tau}-\tau z^{\tau-1}\right|^{2}} \tag{B.1}
\end{equation*}
$$

Standard derivation rules and algebraic manipulations yield

$$
\begin{align*}
\frac{1}{2} \frac{\mathrm{~d} \rho^{2}}{\mathrm{~d} \lambda}(\lambda) & =\mathfrak{R}(z) \frac{\mathrm{d} \Re(z)}{\mathrm{d} \lambda}(\lambda)+\Im(z) \frac{\mathrm{d} \Im(z)}{\mathrm{d} \lambda}(\lambda) \\
& =-\frac{(\tau+1) \rho^{\tau+1} \cos ((\tau+1) \theta)-\tau \rho^{\tau} \cos (\tau \theta)}{\left|(\tau+1) z^{\tau}-\tau z^{\tau-1}\right|^{2}}, \tag{B.2}
\end{align*}
$$

from which it follows that $\frac{\mathrm{d} \rho}{\mathrm{d} \lambda}(\lambda)>0$ is equivalent to

$$
\begin{equation*}
(\tau+1) \rho \cos ((\tau+1) \theta)-\tau \cos (\tau \theta)<0 \tag{B.3}
\end{equation*}
$$

By considering the equality $\Im(h(z ; \lambda))=0$ and assuming that $\sin ((\tau+1) \theta) \neq 0$, we get the following relationship,

$$
\begin{equation*}
\rho=\frac{\sin (\tau \theta)}{\sin ((\tau+1) \theta)} \tag{B.4}
\end{equation*}
$$

Note that the set of roots such that $\sin ((\tau+1) \theta)=0$ is discrete with zero Lebesgue measure and does not impact monotonicity of $\rho$. Then, combining (B.3) and (B.4) yields

$$
\left.(\tau+1) \frac{\sin (\tau \theta)}{\sin ((\tau+1) \theta)} \cos ((\tau+1) \theta)-\tau \cos (\tau \theta)<0, \text { B. } 5\right)
$$

which standard manipulations transform to

$$
\begin{equation*}
\sin (\tau \theta) \cos (\tau \theta) \cos \theta-\sin ^{2}(\tau \theta) \sin \theta<\tau \tag{B.6}
\end{equation*}
$$

which is always true for $\tau \geq 2$. The case $\tau=1$ is trivially verified by explicitly computing the roots of $h(z ; \lambda)$.
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[^1]:    ${ }^{1}$ In the following, we interchangeably use the phrases communication network, network topology, and controller architecture (or just architecture), by which we refer to the graph that describes data exchange among agents. A distributed controller is defined by both its architecture and feedback gains.

[^2]:    ${ }^{2}$ Even though reference [16] is concerned with mean-square stability of the stochastically forced version of (4) with additive noise, stability conditions are the same because they depend only on the system modes (eigenvalues).

[^3]:    ${ }^{3}$ When mentioning "number of hops" we actually refer to new communication links added to the initial architecture according to Assumption 1.

