IEEE CONTROL SYSTEMS LETTERS, VOL. 8, 2024

2151

IEEE
L css

Model Extraction From Clinical Data Subject to
Large Uncertainties and Poor Identifiability

Clara M. lonescu

, Senior Member, IEEE, Robin De Keyser

, Dana Copot™, Erhan Yumuk™,

Amani Ynineb, Ghada Ben Othman, and Martine Neckebroek

Abstract—This letter presents an extension to system
theory as a novel approach to provide models from clin-
ical data under large uncertainty and poor identifiability
conditions. These difficult conditions are often present
in medical systems due to ethical, safety and regulatory
limitations regarding application of persistent drug-related
excitation to human body. Furthermore, drug-dose effect
relationship is of particular challenge due to large inter-
and intra- patient variability. This is strengthened by the
lack of suitable instrumentation to measure the neces-
sary information, rather making available inferences and
surrogate metrics. A notable advantage of the proposed
approach is its robustness to uncertainty. The efficacy of
our approach was examined in clinical data from patients
monitored during induction phase of target controlled
intravenous anesthesia. The proposed method delivered
models with physiological explainable parameters and suit-
able for closed loop control of anesthesia.

Index Terms—Anesthesia dynamics,
pharmacodynamic.

identification,

[. INTRODUCTION

HE MEDICAL practitioner is facing today an unprece-

dented opportunity to leverage medical datasets to
improve clinical tasks and potentially maximizing patient out-
come. Modern statistical paradigms and artificial intelligence
tools have a great added value in many cross-disciplinary
fields, but medical field has proven conservative in welcoming
revolutionary solutions [1], [2]. Multi-drug therapy is endorsed
in research studies, but has not yet breakthrough into standard
clinical practice due to limitations such as:
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« lack of adequate instrumentation to provide the actual
needed information in terms of specificity and accuracy,

e and lack of ethical and regulatory framework
to maximize the potential of tools from control
engineering.

Aleatory and epistemic uncertainties are fundamentally
different in nature and require different approaches to resolve.
Largely recognized by the control engineering community
as the main origin of performance limitation of closed
loop systems in anesthesia, is the aleatory uncertainty in
patient models and epistemic uncertainty from actions of
anesthesiologist and surgeon [3]. Due to presence of surgical
disturbances, patient models can only be identified during the
induction phase of anesthesia (in absence of disturbances)
but are challenged by lack of persistent excitation. Several
works endeavoured resolving this problem in data sets from
anesthetized patients [4], [S]. Estimators are used to aug-
ment the information in model based control optimization
algorithms [6], [7], but convergence to safe intervals is dif-
ficult [8]. Trajectory generation under constrained conditions
and safety assurance convex optimization has shown promising
results [9].

This letter develops a novel practical approach to reconcile
the shortcomings from lack of good identifiability conditions
when clinical data is used to develop models for control.
Our approach consists of linear model extraction from data
based observations combined with physiological insight to
deliver minimal yet reliable models for closing the loop
on control of anesthesia with multiple-input multiple-output
(MIMO) variables. We use data information into filtering
schemes for extracting physiologically based time constants
and approximate dose-effect gain response. We make use of
the analgesia region of interest during induction, as a case
study, which is relevant for the identification problem. From
real clinical data we illustrate pitfalls and caveats leading to
practical solutions.

[I. POPULATION BASED PHYSIOLOGICAL MODELS

Hypnosis regulation has the generic schematic representa-
tion of a two-drug pharmacokinetic (PK)-pharmacodynamic
(PD) compartmental model given in Fig. 1. The control
of this system has been largely addressed by the control
community [4], [8], [10], [11].

(© 2024 The Authors. This work is licensed under a Creative Commons Attribution 4.0 License.
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Fig. 1. A schematic representation of a compartmental model for PK I >

and PD with two inputs and one output.
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Fig. 2. A schematic representation of variables into the compartmental
model. The green block denotes the PK part of the model.

The PK model given in Fig. 2 can be expressed by means
of concentrations in each compartment:

X —(k1o +ki2 +ki3) ko k3 X1
x| = kiz —ky O X2
X3 ki3 0 —ks; X3
1 (D
Vi
+1 0 Ju
0

where the coefficients k;; for i # j denote the drug transfer
frequency from the j” to the i compartment expressed in
I/minute and u(f) the infusion rate of the drug into the
central compartment expressed in mg/minute or equivalently
in ml/h. These coefficients are calculated from the biometric
information (age, weight, height, gender) from the patient
based on population based distributions. For Propofol see [12]
and for Remifentanil see [13]. Typical time constants are about
2-5 minutes for the blood, approximately 20-40 minutes for
the muscle and around 1 hour for the fat compartment.

The PD model is expressed as a hypothetic single compart-
ment indicated as effect-site concentration C,:

Co(t) = kiox1 (1) — keoColt) 2)

with k1, = k.0 and 0.456 for Propofol, respectively dependent
on age A as follows 0.595 —0.007 x (A —40) for Remifentanil,
in 1/minute. The single drug dose-effect relation between
the effect site concentration C, and the measured effect is
modelled as a nonlinear sigmoid Hill curve scaled between
0%-100%, with 100% denoting no effect present:

C.()”
E(t) =Ey — Enpx————— 3
® 0 max C.(1) + C)S/O €)]
where Ej is the value when the patient received no drug; Eqx
is the maximum effect that can be achieved by the infusion of
drug; Csq is the drug concentration at half of the maximum
effect and y is a parameter which together with the Csg

Fig. 3. A set of regimens for inducing general anesthesia preamble to
surgery. TOF: train of four.

determines the patient sensitivity to the drug. In case of co-
administration is used we have:
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where the initial and maximal effect scaling factors have
been omitted and o represents the degree of synergy between
the drugs. The effect-site concentrations of Propofol and
Remifentanil are denoted as C,, in ug/ml and C,, in ng/ml
and they act in synergy.

IIl. IDENTIFICATION FROM LOW-INFORMATION
TIME-SERIES MEASUREMENTS

A. Clinical Protocol for Data Observations

Fig. 3 depicts a standard protocol of infusing hypnotic
drug (Propofol) and opioid drug (Remifentanil) to the patient
to achieve depth of hypnosis and analgesia. The output for
hypnosis was BIS and the output for analgesia was mea-
sured by the AnspecPro device in four indices: AP1, AP2,
AP3 and AP4, as defined in [14]. The clinical investigation
involving human subjects was compliant with the regulatory
framework stated in the European Regulation (EU) 2017/745.
The study was approved by the Ethics Committee of Ghent
University Hospital and the Federal Agency for Medicines
and Health Products of Belgium FAGG (EC/BC-08020,
FAGG/80M0840, EudraCT: CIV-BE-20-07-0342442020, clin-
icaltrials.gov: NCT04986163, principal investigator: Martine
Neckebroek). Details of included patients and available data
are reported in [14].

In Fig. 3 we see the start of target controlled infusion
(standard care infusion system for anesthesia) (TCI), an initial
phase of no drug applied yet to patient (awake), followed by a
phase of hypnotic drug infusion when the patient is set asleep.
The test TOF (train of four) is a standard test consisting of
four (electric) pulses to check the correct level of hypnosis
in the state of the patient. Next phase is that of analgesic co-
administration with hypnotic agent, achieving analgesia [10].

In such a clinical protocol, during the Hypnotics region, one
can identify the true Hill curve corresponding, i.e., using (3).
During the Analgesics region one can also update the gain
using the surface model from (4), but keep in mind that this
is in co-administration ode, whereas the 3D surface reduces
to a 2D plot and piecewise linear over the limited variation of
the output. Let us examine real data for a female of 36 years
of age, with height 168 cm and weight 63 kg. The estimation
uses a nonlinear least squares search function for steepest
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Fig. 4. Example of identified Hill curve using (3) (left) and surface model
using (4) (right), from real patient data.
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Fig. 5. Simplified model structure for identification (left). Step responses
to test the rationale for simplified PK model. P denotes Propofol. R
denotes Remifentanil (right).

gradient in MATLAB with function 1sgnonlin, which gave
the solution for the equation (3): E0 = 96, E,,. = 100,
y = 5.57 and Cspp = 12.03. The result is given in Fig. 4-
left. Identification of the surface model was performed also
using a nonlinear least squares search function for steepest
gradient in MATLAB with function 1sgnonlin, which gave
the solution for the equation (4): E0 = 33, E, ., = 100,
y = 18.57, 0 = 2 and Cs0p = 5.68. Observe that due to
synergy, the Csop is now smaller than the value identified for
the Hill curve single-drug effect, which again corresponds to
theory. The result of identification from Fig. 4-right indicates
the piecewise linear variation around the BIS=[22-26] interval.

B. Proposed Simplified Model Structure

Consider the compartmental model from Fig. 2, and the
equations from (1). The time constants related to the measured
time interval of the Analgesic region in Fig. 3 do not
include effects of concentration profiles from muscle and fat
compartments, as these are considerably larger than the time
constant of the blood and the effect-site compartments. With
this information at hand, we simplify and validate the model
structure proposed in Fig. 5.

Theoretically, the transfer function model for the blood
compartment is given by the formula:

1

M, .= 41 5
T s+ ko + ko + ki ®)

with 71 = 1/(kjo + k12 + k13) and for the effect-site
compartment by:
keo
M = 6
Ce,x1 s+ keO ( )
with 75 = 1/k,0 and one may have a theoretical transfer

function model of the simplified structure from Fig. 5 as series
connection of (5) and (6) and extract the parameters ty, T2

and K, respectively. However, in [16] it has been shown that
the model parameters from (6) are underestimated and data
based identification is suggested to update this model. In this
simplified model, there is no need to use the complex and
nonlinear gains from (3) and (4) as they reduce to a constant
K captured within the model (6).

C. Caveats and Pitfalls

Following the protocol depicted in Fig. 3, from the region
denoted by Hypnotics, data is available to characterize the
dose-effect relationship using (3), from which Cs5yp and y
values for Propofol are identified [4], [10]. The region with
TOF cannot be used for identification because this is a
disturbance. Next, in the Analgesics region, we can identify
the model from (4). However, the input is limited to a series of
impulse and step like infusion rates. It is not possible to alter
the clinical protocol as it affects the safety of the patient. The
limitation in measurement time 7, (N samples) has serious
consequences on the structure of the model to be identified.
For a given bolus, this is equivalent to an impulse test, whereas
for constant infusion rate, it is similar to a step test, both poor
signal choice for identification procedures.

The problem can be stated as follows. Let a linear model
of a discrete-time dynamical system be described by:

Y = gut—k) +v(r), t=12,... €

k=1

where y(f) and u(?), for + = 1,2,... are sequences of
outputs and inputs, respectively, observed at a sampling
interval Ty and g(k) are impulse response coefficients. The
additive disturbance v(¢) is unknown and has mixed stochastic
and deterministic origin. We associate a transfer function or
frequency function:

G(e”) =D ge ™, —m<w<n (8)
k=1

Supposing the impulse response coefficients g(k) have been
estimated from dataset

ZN oy, u@ t=1,2,...,N )

measured from the true system, it corresponds to a transfer
function

G (e) (10)
where the emphasis lies on the fact that it is an estimate based
on a limited set N of measurement samples.

Real data reveals that the expected response of effect
site concentration and by extrapolation the analgesic level
are not visible in the short window of the measured time
interval. Identification algorithms applied directly to this data
lead to model structures containing very fast time constant
or integrator, as shown in our previous work [14]. This
model structure is not explainable by physiologic insight and
solutions are proposed hereafter.
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D. Proposed Identification Approach for K and 1o

In this methodology we will generally work with signals
(inputs and outputs) that may contain a deterministic com-
ponent (e.g., from other physiological processes going on in
the body during anesthesia), hence directly use the input drug
u(t) and the measured output effect y(r), without other filtering
or estimations. The signals will not be stationary stochastic
processes, but we assume the limits exist:

_ 1
E@@u()) = [VIme NJE(y(t)u(t)) (11)

A first solution proposed here is to consider the Euclidean
norm as a tool to extract the gain of the system and use it
as calibration to the PK model calculated from biometric data
of patient. Linear PK models defined in (1) with biometric
parameters have essentially the same bandwidth, with small,
non-significant variations in the time constants. However, a
large variability has been observed and analysed in the dose-
effect nonlinear gain expressed in (3) and (4) [18]. The
simplified model given by series connection of (5) and (6) can
be then fixed from PK model and only calibrated for patient
individual gain from N data observations with:

kTy) |
~ lly( s)”2 (12)
llu(KT) |l
for k = 1..N samples, where the | - - - || denotes the Euclidean

norm of the signals which is positive definite.
The limitation of (12) is that it does not take into account
dynamic model mismatch. A second solution proposed here
is based on the classical signal definition as in (7) and
summarized in Fig. 6, where zones are indicative of the
missing signal information (not available NA) due to replacing
measurement time ¢ — oo by a rather limited t — T,
Recalling Fig. 5, with the real input u(¢) and using (5), we
obtain a filtered input Uf(¢). This is the input for identifying
the effect site compartment (K, 12). For the time 7}, measured
for the discretized N signal samples with sampling period T,
we have:
N N
Sleon = Y YF(KT9)/ Y Uf(KTy)

k=1 k=1

13)

and since the Yf(#) is the actual measured impulse response
of filtered bolus type input Uf(f), in the limit for t+ — oo
this is the exact gain of the process. Next, having the impulse
response of a first order systems described generically by
y(f) = Ke™'/T let us integrate for t — Tj,, and obtain a signal
Z(t). The area of this response will change as a function of
the time constant 7 of the system but also on the gain. Let

0 100 200 300 400 0 100 200 300 400
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o 4000
0

- - - 3000 - - -
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Fig. 7. Simulated patient: numerical example of cohort preset values
with N=500 samples (left) and N=50 samples (right) measurement time.

K be the end value of this response and it follows that the
area under the response is given by chvzl [K —Z(kTy)]. If we
normalize the area by the gain obtained from (13) we have:

N

Szcah = Z Z(kTs)/Slcoh
k=1

(14)

which in the limit # — oo only depends on the time constant
of the process. Relation S1.,; depends on both (K, 12).

To apply this method on real data in order to find the specific
patient related values of (K*, ), the procedure can be applied
as follows.

o Step I-offline: generate the cohort sets Slc,, and S2.0p

from preset and calibration values of (K, 12).
Notice that calculating S1.0, and S2.,, is dependent on the
device used to monitor nociception during anesthesia, as the
interval range of output values varies among instruments. In
Fig. 6 the fixed transfer function is calculated using (5) in
interval sets for cohort sets. The next steps are online executed
and real measured data.

o Step 2: update the fixed transfer function with biometric
coefficients and model equation from (5) to fix 17.

o Step 3 replace signals Uf(f) and Yf(t) by real data
measured signals and calculate a point Pl € Slgp
using (13) and P2 € S2.,, using (14).

o Step 4 Intersection of P1 and P2 with the cohort sets
allows extracting the solution (K*, ') for real patient.

Notice that the data based identified first order transfer
function with (K*, z}') corresponding to the effect site com-
partment in Fig. 5 and the linear approximation of gain
includes any model mismatch coming from the transfer
function calculated with biometric data. In other words, the
proposed method gives a calibration in terms of full PK-PD
model for that specific patient.

IV. RESULTS FOR REMIFENTANIL
A. Ildeal Conditions: Effect of Measurement Time Tp,

In ideal identification conditions no noise and measurement
time t — oo, i.e., N=500 samples with 75 = 5 seconds,
we have the following numerical example. A male patient
53 years of age, 186 cm height and 114 kg weight gives a
fixed PK transfer function model as: M, , = H%‘.(l)%. For
preset interval values of (K, 72) we obtain the S1.,, and S2.,p
depicted in Fig. 7-left where we see indeed that S1.,, depends
linearly with the gains K and S2., depends linearly with
time constants 7,. When the measurement time is significantly
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Fig. 10. Quantile regression plots for estimated gains K using
model (10) depicted by red circles and estimated gains using model (12)
depicted by blue squares. The horizontal axes are standard normal
quantiles, whereas vertical axes are those given by the evaluated
samples. The labels correspond to A - AP1, B - AP2, C - AP3, D - AP4,
as developed in [14].

smaller, N=50 samples, this dependence becomes nonlinear,
as in Fig. 7-right.

For N=500 samples, the theoretical step responses of My, ,
and Mc, x, with visible corresponding time constants are given
in Fig. 8-left. The proposed method finds the true solution to
(K*, r;) as visible in Fig. 8-right, for PD transfer function
model Mc,y, = 72908 with K* = 1 and 7} = 119.0476
seconds. For N=50 samples, the theoretical step responses of
My, , and Mc, ,, with corresponding time constants are given
in Fig. 9-left. Also in this case, the proposed method gives the
true solution for (K*, 73) as visible in Fig. 9-right.

B. Real Data

1) Estimating K With (10) and (12): Estimations for gain
using least squares estimation algorithm with (10) and the
Euclidean norm with (12) have been compared using quantile
regression algorithm and reported in Fig. 10 for all four

(K*, t3) solution (right).

0.14
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0.1
o~ 0.08 e T
0.06 [ )
/ 3
0.04 )% raw data
/w' preprocessed data
/) model (10)
0.02r / ——model (13)-(14)
0 ;
0 5 10 15 20 25
Samples

Fig. 12. Validation of model output for bolus type input against real data
from patient.

output signals (i.e., AP1, AP2, AP3 and AP4) measured by
the AnspecPro (AP) monitor from 23 patients described in
detail in [14]. It can be observed that the procedure using (12)
consistently provides a better fit to the normal distribution
across all plots. The data points are either close to or follow the
reference line well, which is indicative of normal distribution
properties. Procedure using (10) more often deviates from the
reference line, indicating that the data it produces does not
conform as closely to a normal distribution. Most consistent
distributions are observed for plot B, suggesting index AP2 is
best candidate as output variable. These conclusions are in line
with those reported in [14] and with real data based nonlinear
surface model identification reported in [19].

2) Estimating K With (13) and =» With (14): Consider apply-
ing the proposed solution on real data measured from a patient
with the index AP2 from the AnspecPro monitor in region
Analgesia from protocol depicted in Fig. 3. A female patient
with biometrics: 42 years of age, 168 cm height and 70 kg
weight, gives the fixed model M,, , = Sf(fo%. The bolus
infusion for Remifentanil in the Analgesic region is depicted
in Fig. 11-left. The corresponding solution for the proposed
method is given in Fig. 11-right. The comparison of responses
using model (10) and the model extracted with proposed
method is given in Fig. 12.

The difference between the result obtained by the classical
model estimations (10) and the result using the proposed
method is not immediately obvious. However, when examined
in detail, we see indeed that due to limited data availabil-
ity, the transfer function estimated with (10) is Mc,, =
m', which gives a pole location at —0.0022 (acts
similar to an integrator) and another pole at —0.02. With the
proposed method, we have the model My, , from biometric
data with pole at —0.017 and the estimated model Mc, r, =
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TABLE |
TIME CONSTANTS FROM 23 REAL DATA PATIENTS, GIVEN AS MEDIAN,
STANDARD DEVIATION AND CONFIDENCE INTERVALS

Model 71 (s) T2 (8)
(10) 35+ 19.04 (27.75,45.09) 250 £248.84 (201.96, 428.51)
(5)-(6) 65.14418.29(59.85,76.51)  111.31427.91(102.52,127.93)
(13)-(14)  65.14+18.29(59.85, 76.51) 91431.04(75.80,104.06)

1(%(31] with pole at —0.01, both values close to expected

physical dynamics. The results obtained from 23 patients are
summarized in Table I.

C. Discussion

In practice, a closed loop can be started with PK-PD models
from literature and updated as the real data becomes available,
in absence of disturbance and during intervals where input-
output signals can be used for identification. The simplified
model is indeed suitable for the closed loop since the larger
time constants from the muscle and fat compartment are
beyond the usual prediction horizon used in clinical practice of
10 minutes. Their effect is tackled the loop integrator which is
present in all closed loop controls. The idea is to perform a first
part of the model identification from the PK model part based
on the biometric data. Here is not important which PK model
definition is used from literature, since any uncertainty left
over in the actual true patient model will be identified in the
PD part of the model, ie a linear gain and time constant. The
linear gain identified here is justified since it will be mostly
used during maintenance phase of anesthesia, when the output
remains around the steady state values. The identification of
the PD model to the actual data available during the induction
phase can be considered as a calibration method.

From Table I we observe that the model estimations
using (10) have a dominant and far away pole, resulting in a
fast and 5-10 times slower time constant. Our method provides
a fixed pole from biometrics PK model for patient and an
identified pole corresponding to physical time constants of
effect-site compartment. A difference is observed between the
calculated and the estimated time constant 7, suggesting that
calibration to the real patient response is indeed meaningful
to consider.

By generic definition, all models are bad, since they all
contain uncertainty. The data is poor in richness, length
and rather corrupted by artefacts in such a complex envi-
ronment. Providing the controller with updated values of
patient model it increases the potential of the control
performance and reduces the uncertainty in the model. To
summarize, this letter introduced an extension to system
theory for allowing identification of simple yet effective
transfer function models under poor identifiability conditions.
Validation on real data indicates the relevance of the proposed
approach.
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