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The observer effect found in laboratory studies has long posed a problem for
researchers. In-the-wild studies reduce the observer effect, but have problems with
gathering accurately labeled data usable for training algorithms. Manual labeling is
time-consuming, obtrusive, and unfeasible, and if done by the researchers, it
potentially violates the privacy of the participants. In this article, we present a
labeling workflow based on an in-the-wild study that investigated cognitive state
changes through eye-gaze in naturalistic settings. We contribute a setup that
enables participants to label their data unobtrusively and quickly. We use J!NS
MEME electrooculography glasses, Narrative Clip 2 wearable cameras, and a
proprietary data tagging software package. Our setup is reproducible for field
studies, preserves data integrity, and maintains participant privacy. This workflow
can be extended to other studies in pervasive and ubiquitous computing and is
especially suitable for deployment in the pandemic and postpandemic world.

In-the-wild studies make it possible for us to accu-
mulate naturalistic data enabling us to validate
the applicability of applications and platforms in

everyday situations.1 However, not only can in-the-
wild studies be expensive and complex to implement,
it is also difficult to acquire accurate data labels that
are necessary to train machine learning algorithms
without interrupting the participants’ lives or violating
their privacy.2 In laboratory studies, it is easier to
gather labels that researchers can validate as being
accurate, but the data collected may not replicate nat-
ural behaviors due to tight controls and an artificial
environment. The result does not present an easy
path toward realistic and accurate data labels to
describe naturalistic behavior. Therefore, we need to

find ways to allow study participants to successfully,
quickly, and privately label their own data in-the-wild.

Natural behavior is an enigma; we know it exists,
but it is difficult to approximate it to a satisfactory
level. Natural behavior can be defined as being “behav-
ior without boundaries” where individuals act with no
restrictions. Obtaining data that perfectly reflect natu-
ral behavior, at least with physiological sensing, is
(still) unachievable. Ethics, human rights, privacy, and
informed consent mean necessitating a high-level of
interaction with the research subjects. Even without
these restrictions, unless there is a panopticon plat-
form, there is a limited ability to have all the essential
information to reliably create accurate labels.

The challenge and importance for researchers to
obtain accurate labels cannot be underestimated. We
can imagine a scenario in which researchers want to
measure a physiological response to certain everyday
activities. For instance, if we want to measure fatigue
when users engage with their smartphones throughout
the day, we need to differentiate and label when and
which activities are occurring. Labels provide the essen-
tial training data for machine learning technologies.
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Deep learning algorithms that classify behaviors auto-
matically are only accurate if they have sufficient train-
ing data. A lack of data or properly labeled data can
render the technology unusable, but labeling for human
activities is often tedious and difficult.3 This shows the
need to develop tools andmethodologies for data label-
ing in numerous domains.

This article is motivated by a practical and specific
research question; How can we detect and classify an
everyday activity (here: reading) in naturalistic set-
tings for the purpose of building systems that support
learning and focus? The benefits of reading and
increased reading volume have been studied to great
lengths in education and cognitive sciences.4 Reading
can increase the size and retention of vocabulary, and
expand abstract reasoning skills. Our studies focus on
defining the reading habits of people in everyday set-
tings by deploying ubiquitous tools, thus making it
possible to build applications and supplements that
can help individuals increase their desired reading
habits. To do this, we need training data that accu-
rately describe real daily life.

In this article, we contribute a workflow to accu-
rately label data in-the-wild. In addition, we present a
field study investigating reading activities, where we
successfully applied this workflow. We outline a meth-
odology that mitigates the Hawthorne effect and
maintains participant privacy by using software tools
that allow the participants to easily label their data.
The methodology that is presented is especially appli-
cable for small-scale studies that focus on specific
application areas and need to be repeated or run in
iterative cycles. We present a study in which partici-
pants were asked to engage in reading activities while
wearing electrooculography glasses and a device that
records pictures of the participants’ point of view
throughout their day. We introduce two tools that are
customized to work with their relative technologies,
but have a logical workflow in many different situa-
tions. The main finding of our study is that participant
data labeling is effective when the labels are clearly
defined and participants engage in the labeling the
same day the data are recorded. Deriving from this,
we provide insights into what guidelines must be given
to the participants in this kind of out-of-the lab study.

BACKGROUND
How do we get usable labels for reading detection?
Laboratory studies are good due to the amount of
control researchers have over potential confounding
influences. Usage of devices can be easily managed
and settings can be controlled.5 Most importantly,

researchers can be confident that the labels they are
collecting are accurate through observation or prepro-
cessing of tasks. Using the example of fatigue and
smartphone usage, researchers could easily label the
usage through direct observation. However, there are
drawbacks. The artificial nature of the laboratory set-
ting may make participants act unnaturally and the
direct oversight from researchers can create a strong
observer effect. As made famous in the Hawthorne
Works studies during the 1920s and 1930s, the Haw-
thorne effect describes a situation in which study par-
ticipants modify their behavior due to the knowledge
that they are being observed.6 This can make the
labels unsuitable for classifying naturalistic behavior.
In some extreme cases, the results from laboratory
studies will differ greatly from those done outside.7 In
addition, it becomes prohibitive to engage in the
experiment for any significant length of time if it is dif-
ficult to bring participants into laboratories.

In-the-wild studies are the obvious choice of meth-
odology for many research projects, including this
one. They allow participants to provide records of
behaviors in the course of their daily lives, which
should produce more natural labels. Also, the experi-
ment can be run for days or weeks at a time. However,
in-the-wild studies are not free from observer effects.
Therefore, it is beneficial for researchers to make their
data collection process clear to the participants and
reduce the amount of direct observations on the par-
ticipant data.

The need for accurate labels for training data
requires that we consider how we label the recorded
data. One obvious way to do this would be to install
tracking software on the participants’ smartphones,
recording the data, and allowing the researchers to
label the data themselves. Besides being invasive, this
would likely alter user behavior due to the Hawthorne
effect. An additional problem is the burden of labeling
for numerous participants. It is likely not feasible for a
small team of researchers to label thousands to mil-
lions of data points themselves. The temptation would
be to outsource the labeling. For instance, crowdsourc-
ing could be used to label visual data collected in-the-
wild. In many cases, this will violate privacy rights and
again, participants would likely alter their daily habits if
they are notified of this labeling of personal data during
their informed consent. Moreover, behavioral data may
need to be labeled by annotators who have sufficient
domain expertise to accurately label the data,8 or rely
on a process that includes enough data so that mis-
takes by annotators can be acceptable.9

The other option is to have participants label data
by themselves. This has the advantage of allowing
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participants to act as a filter over their own data sub-
mission, thus maintaining privacy and dignity. How-
ever, asking participants to label data could be quite
burdensome and alter their behavior. Interleaved
labeling, where the participant has to interrupt their
day to provide labels, is difficult, and could also intro-
duce a modifying effect on their behavior. In some
cases, especially those seeking for experience sam-
pling, researchers provide interruptions via smart-
phone notifications, which are not always answered.10

This directly interferes with the participants’ natural
behavior. Other systems may leave it up to the partici-
pant to label data as they go or after specific actions.
This may cause interruptions in natural behavior. Par-
ticipants may avoid a certain behavior because they
feel they have labeled that behavior previously. The
better option is to have participants provide data
labels after a specific collection period. In order to
make this possible, there needs to be a mechanism to
facilitate recall.

PRELUDE STUDY: DESIGN
All of the experiments and work described in this arti-
cle were done with the permission of the research
ethics committee of the Graduate School of Engineer-
ing, Osaka Prefecture University.

In order to present our method for data labeling in-
the-wild, we first introduce the background study that
motivated its development. In this study, we aimed to
differentiate between controlled reading and natural
reading.11 In order to do this, we recruited seven partici-
pants to record their habits using J!NS MEME glasses,
off-the-shelf consumer glasses equipped with a dry-
electrode setup that allows for the recording of eye
movements through electrooculography, and Narra-
tive Clip, which captures still pictures every 30 seconds
(the device can be attached to the front of clothing
and provides a point-of-view recording). In total, data-
set contains 22 hours of controlled reading, 427 hours
of natural reading, 156 hours of social interactions, and
375 hours of other activities. This study was modestly
successful in implementing participant self-labeling.

Natural reading activity: No limits were placed on
the participants’ reading activities. Anything from
reading on computers, smartphones, or paper was
classified as natural reading. In order to make the clas-
sification more discrete, reading was defined as pur-
posefully reading blocks of text. Reading of road signs
or text in movies did not count as natural reading.

Participants added annotations to all data in the
natural reading activity by using the pictures collected
from a wearable camera worn on the front of their

shirts called the Narrative Clip. Participants applied
one of the three labels (“reading,” “talking,” and “other
activities”) to every 1 minute of data from 0:00 to
23:59. To reduce ambiguities, we asked participants to
label activities if pertinent objects (e.g., book, display,
person) appeared in more than two consecutive pic-
tures (= one minute). Labeling activities were asked to
be completed at the end of each day after recording
to minimize the interruptions of participants’ everyday
lives, and to ensure that recall of the activities would
be possible. Participants were encouraged to remove
pictures that they did not want to share with the
researchers in order to protect their privacy.

Controlled reading activity: We also conducted a
controlled experiment where we prepared 60 docu-
ments, split between computer and paper documents.
Participants were asked to read them from beginning
to end during the course of the day. This allowed us to
have a base-level to compare the natural reading
activity dataset. Reading on paper was recorded with
J!NS MEME, and reading on a screen was recorded
with J!NS MEME and Tobii eyeX.

Prelude Study: Findings
The results of the classification algorithms showed
that there were some problems with false positives
and false negatives in the natural reading activity anal-
ysis. By reviewing the pictures taken by Narrative Clip,
we identified some cases in which an activity was mis-
classified by the participants themselves. This was pri-
marily due to two reasons: 1) The act of reading differs
(e.g., reading a paper book, browsing web pages, skim-
ming texts, etc.), and classifying activities into two
simple classes (reading versus not reading) can some-
times be difficult even for humans, and 2) labeling the
data is very time intensive for the participants due to
the sheer amount of pictures without a convenient
workflow.

Another problem was highlighted by the study.
Participants were allowed to curate their pictures
from the Narrative Clip, but this puts pressure on
them to make a decision whether or not to redact a
picture for privacy. This is problematic as it creates an
opportunity for participants to make mistakes in the
data curating stage; mistakes that are more likely to
occur when the data points and the amount of labels
needed are high. In larger scale studies, the chances
of inadvertently harming a participant’s dignity
increases greatly (e.g., the participant inadvertently
does not redact an image due to the number of
images they are required to curate). Thus, the burden
on participants needs to be lowered.
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DATA LABELING IN-THE-WILD
Using the lessons from the aforementioned study, we
developed a process and tools to help participants
self-labeling their data. First, we developed the Narra-
tive Logger,a which seeks to aid the participants in
quickly labeling their data. We also provided the par-
ticipants with directions facilitating the labeling
process.

Goal of the Study
There is diversity in how documents are presented and
there are numerous reading styles in the world. For
instance, a Japanese university student would not
only deal with reading on different mediums (e.g., com-
puter, smartphones, books, etc.), but would also be
reading English, Japanese presented in horizontal lay-
out going left-to-right, and Japanese presented in ver-
tical layout going right-to-left. Figure 1 shows an
example of a sentence written in the three layouts
(the English is a translation of the Japanese, while the
two Japanese layouts have identical characters).
Because of this diversity, developing inclusive reading
detection algorithms is difficult.

To address this problem, we developed an experi-
ment where the participants would read in all three
styles in an in-the-wild setting.12 To do this, we
recruited 10 Japanese university students to record
their reading habits for two days. They were requested
to record for 10 hours each day, but no strict limitation
was imposed. The devices used in this study were the
J!NS MEME glasses, which records electrooculogra-
phy, Android Nexus 5X smartphone with custom log-
ging software for participant control,b and the
Narrative Clip 2, which recorded pictures of what the
participant was doing.

We explicitly asked the participants to read three
types of text formats [English (EN), Japanese Written
Horizontal (JH), and Japanese Written Vertically (JV)]
for one hour each for each day. There was no restric-
tion placed on how these three hours should be

accomplished and no time-recording requirement for
the participants. At the end of each day, the partici-
pants labeled their data with the pictures recorded
from the Narrative Clip 2. The participants provided
one of four labels: EN, JH, JV, or Not Reading (NR).
Unlike the previous study, the participants only
provided labels, instead of pictures, to safeguard
their privacy. We provided the participants with a
custom software tool to help them quickly label
their pictures. The participants received 10,000 JPY
(approx. 100 USD) for their participation and the
completion of their tasks.

Development of Narrative Logger
The Narrative Clip 2 took photos every 30 seconds
during the hours of recording. At the end of the day, if
participants followed the 10 hours request, they would
have 1200 photos to label manually. As shown in
Figure 2, there were four categories that the partici-
pants could choose. As mentioned before, there was a
design choice to be made in the labeling workflow; we
could either have the participants provide labels inter-
leaved with their activities or require labeling at the
end of the day.

We chose the latter to prevent the continuous dis-
ruption of our participants’ everyday lives and encour-
age natural behavior. The design discussion around
the interleaved labeling allows for two options: 1) the
participants are given directions to provide labels
immediately after readings, and 2) the participants are
allowed to label whenever they want (the labeling may
be interleaved with activities, but also may not). The
first option has some positive attributes. Participants
are less likely to incorrectly label data points if they
are labeling at the same time. The main drawback is
the disruption of natural behavior. For instance, a par-
ticipant may refrain from a reading activity because of
the added time and effort of labeling. This would also
encourage task binning; a participant does all of one
task at once to get the labeling out of the way. The
second option, while allowing more freedom, may
cause disruption during the day, creating an imbal-
ance in when and how data points are labeled. Partici-
pants would have to remember specific time periods
that they have missed in their labeling tasks if they
decide to label their pictures occasionally interleaved
with their activities.

The option to label pictures at the end of the day
accommodates different levels of busyness that a par-
ticipant may face. While it might be possible to label
periods of reading when one is having a relaxed day, a
hectic day may make it impossible to be exact. Having

FIGURE 1. Examples of different reading layouts: English, Jap-

anese Horizontal, and Japanese Vertical. All three texts have

identical meanings.

ahtt _ps://narrativelogger.shoya.io
bhtt_ps://memelogger.shoya.io/
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pictures from the Narrative Clip 2 to review days pro-
vides tangible references for the participant to cor-
rectly label their data. The potential drawbacks to this
option is that labeling at the end of the day is burden-
some and potentially time-consuming.

Based on this logic, we developed the Narrative
Labeling tool focusing on a linear progression of pictures
that were to be labeled at the end of the day. As shown
in Figure 3, the labeling tool provides the pictures taken
by the Narrative Clip 2 in chronological order. This allows
the participants to quickly recognize blocks of time
where activities and related activities take place. The
participants could then scroll through the pictures using
arrow keys and dedicated hot keys to label the pictures.

Participants were instructed to label the data
using the four labels (EN, JH, JV, and NR) with strict
definitions. A picture needed labeling not only if there
was text in the captured photo, but also only if the par-
ticipant was engaged in reading at that time. However,
we instructed users to only label text that requires
line-breaks. As shown in Figure 2, even if text charac-
ters appeared in a picture, if the text does not require
frequent line breaks, it was not categorized as reading
in this study. Therefore, looking at a street-sign, read-
ing a comic, or writing code was not classified as read-
ing in this particular study.

A key aspect of the development of the programwas
the amount of control over the picture data given to the

FIGURE 2. Examples of reading and not reading.

FIGURE 3. Narrative Labeling tool.
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participants. Participants only needed to submit a CSV
file of their labels, and were informed that the pictures
from the Narrative Clip 2 would be deleted from their
device as soon as the labels were recorded. Therefore,
we only interacted with the labels, not the pictures
themselves.

Participants received an initial briefing on the
labeling process, written instructions, and could con-
tact the experimenters directly for help. Beyond this,
direct interaction with the participants was limited to
reduce the observer effect.

Results and Takeaways
We extracted the following 10 features that were cal-
culated from one sample (30 seconds window of a
data stream): means and variances of the two EOG
axes, variances of three accelerometer axes, and var-
iances of three gyroscope axes. Then, we utilized a
support vector machine (SVM) to classify the samples.
The radial basis function kernel with hyperparameters
C = 1 and gamma ¼ 0:125 were selected for the classi-
fier based on an iterative approach.

We used both user-independent and a user-depen-
dent training. We used leave-one-participant-out cross-
validation for user-independent training. For the user-
dependent training, the classifier was adapted to each
participant with their data with leave one-day-out cross-
validation. Since the datasetwas unbalanced, we applied
undersampling for the evaluation.

We achieved promising results. SVM was able to
provide much better-than-chance classification
(which was set to 50%) for each type of reading versus
not reading in both user-independent and user-depen-
dent classifications (the smallest difference was
16% improvement and the largest 24%). For this arti-
cle, however, the most important aspects of the study

were in how participants used and reacted to the Nar-
rative Logger.

As Figure 4 shows, participants typically logged
and labeled more data than required. In total, the
dataset contains 23 hours of English reading,
25 hours of Japanese horizontal reading, 25 hours of
Japanese vertical reading, and 146 hours of other
nonreading activities. We received more data for
three reading classification activities in 37 out of
60 possible daily cases, and only received less than
10% of the required 60 minutes in three cases. This is
a surprising and promising result, as it shows that
participants went beyond what they were asked and
remunerated to do.

The Narrative Logger is responsible for this result.
While exact numbers were not recorded, participants
reported that labeling an entire day of data took only
10–15 minutes. The layout of our Narrative Logger
facilitated quick and easy labeling. A key element here
is that number of reading events throughout the day
is much lower than the number of pictures. Labeling
at the end of the day allowed participants to quickly
recall what they were doing in the pictures.

As one participant noted, the labeling was easily
done at the end of the day with the tool provided; he
could label data outside of the three required hours
and focus on reading.

DISCUSSION
The development of the Narrative Logger and the
accompanying directions provide a proof-of-concept
for data labeling in-the-wild. Participants can and will
label their own data if provided with the correct tools.
Although recall may be considered to be error-prone
for labeling accuracy and pictures too time-consum-
ing,13 the combination of the two is effective.

FIGURE 4. Time spent by each user on tasks for both days. Colors represent the relationship to the requested time spent on

each task and percentage of deviation from request.
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Our goal in developing thismethodology is to provide
a way of obtaining accurate data labels without setting
up artificial environments, interrupting the natural
behavior of study participants, or exposing participants
to situations in which their privacy can be violated. By
collecting these data outside of the lab, researchers are
able to reduce the amount of direct human contact
needed to run their studies, not only following recent
restrictions to social interaction, but also enabling
remote studies beyond local communities.

Related Approaches
Our methodology is not the first attempt to facilitate
data labeling in-the-wild. Vaizman14 proposed ExtraSen-
sory, a mobile application for collecting data labels. One
of the key contributions of ExtraSensory is providing an
understanding of how labels can be given for a wide
range of activities with different labeling options. In par-
ticular, participants are able to label data interleaved
with their activities, e.g., via notifications, or after their
activities (history). It turns out that history is much more
popular among the participants, possibly due to the inter-
ruption that interleaved labeling causes. The authors pro-
pose that cameras, like the ones we employed, could be
used to aid this historical labeling.

Alharbi15 used a camera to record video for an
experiment where users labeled whether or not they
were eating after participating in three to four hours
of activities. The authors developed a scanning tool to
expedite the labeling process. This method may be
appropriate for situations where the camera is captur-
ing the participant in the frame rather than being
deployed as a point-of-view device. For instance, the
users in the eating study may not need to see a point-
of-view picture to remember when they were or were
not eating. A limitation to the video element is the
amount of time it takes to label the video. In this
study, the amount of recorded footage was limited to
a few hours at a time.

Devices Used
The two devices that are employed in both studies
also merit discussion. We asked participants, who do
not normally wear glasses, to wear the J!NS MEME
devices. While the J!NS MEME has been successfully
used in long-term in-the-wild studies,16 there is a con-
sideration that attention should not be brought to the
device by the researchers if possible. That is, partici-
pants begin to wear the device naturally as time goes
forward. Therefore, interleaved labeling would likely
bring more attention to the wearable. As the electro-
oculography glasses are not related to the participant

tagging activity, it makes sense to have this device
removed from the process.

The Narrative Clip 2 proposes an issue for third-
party nonparticipants and interaction with the partici-
pants. Social acceptability of device usage needs to
be considered carefully.17 The concept of recording
devices entering public spaces has long been an area
of concern in pervasive computing research.18 If par-
ticipants of a study are asked to wear a front-facing
camera like the Narrative Clip 2, this may induce a
bystander effect where third parties who recognize
the device react negatively toward the participant.
While there may be ways to decrease the bystander
effect by obscuring the camera,19 the reduced view
could harm labeling quality in many cases. However,
the context of a particular study must be considered
when deciding how to deploy the wearable devices.
Using cameras or videos for wide-ranging behavioral
studies that seek to capture many different behaviors
may introduce behavioral changes and violate the pri-
vacy of nonparticipants.20

Implications
The implications of the Narrative Logger and its study
are twofold. First, the tool set is can be readily used
for projects that require visual data labeling in-the-
wild. While the tool-setup may need to be fine-tuned
for a particular study, a workflow is available to any-
one who downloads the software and acquires the
Narrative Clip 2 devices. In addition, the Narrative Log-
ger is published as an open-source software. Allowing
researchers to easily modify it to work with other cam-
era systems.

The larger scale implication is that we achieved
data labeling by the participants themselves at the
end of the day. What seems like an onerous task for
participants becomes one that can be done quickly by
using pictures as an anchor-point. This could be
employed in situations where activities that are con-
ducted in-the-wild need to be labeled and disruptions
to the participants’ daily lives are not desirable. This
opens up the possibility for similar workflows for other
types of labeling beyond activities. For instance, pic-
tures could be used to help study participants recall
emotions throughout the day.

This development is important as pervasive com-
puting becomes more and more important in everyday
life. The proposed workflow not only reduces the need
for in-person researcher–participant contact, which is
difficult under COVID-19 restrictions, but it also pro-
vides the participant with more control over their
data-stream.
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Limitations
A limitation to our work is that the positive results
obtained by the Narrative Logger are largely due to the
careful construction of the program within a well-
defined project space and context. Because the authors
have been working in and analyzing their domain of
study—reading detection—there is a strong sense of
what will and will not work. In addition, the workflow
may be strongly suited to this context. In other contexts
and situations, the workflow and synergy between tech-
nologiesmay not be so clear andmay need fine-tuning.

Another limitation is the medium required to
record the labels. At present, the proposed workflow
only works with visual labeling. The ability to use linear
progression and keyboard shortcuts allows partici-
pants to label their data quickly and easily due to the
speed of visual recognition. This would be difficult for
audio or extended video labeling, where participants
have to spend time on playback.

The labeling technique that was presented in this
article was not directly compared against other types of
labeling (such as interleaved labeling). There is a possibil-
ity that theworkflow presented heremay be augmented
to bemore effective. This remains part of future work.

Another consideration is the amount of labels that
are employed in the study. Our workflow depends on
four discrete labels. In some research, there may be a
need to provide more granular or overlapping labels.
This would likely increase the error rate and the
amount of time needed for providing labels and train-
ing the participants. A necessary step for future work
is to explore the limits of what task instructions are
feasible under the workflow.

Finally, further research needs to be conducted on
the amount of the mitigation of the Hawthorne effect.
While we expect that the observer influence is miti-
gated due to participant control, there may be a
pseudo-Hawthorne effect that is still present. This is
an important question going forward for the future of
all in-the-wild studies.

CONCLUSION
In this article, we provide a method for obtaining data
labels from studies that are run in-the-wild. As the
need for trustworthy labeled data that reflect natural
behavior increases, it is necessary to innovate ways in
which to collect these labels from participants. We
propose a workflow that uses an application that
allows users to independently and privately log their
data labels after a data recording period.

As the world slowly recovers fromCOVID-19, there is
a chance to permanently run more studies out of the

lab. If data labels can be gathered without disrupting
the daily lives of participants, moving to in-the-wild sit-
uations could prove to be beneficial for the technologies
being developed by reflecting more natural behaviors.
With a workflow that promotes user control and relies
on participant recall, it is feasible to collect these labels.
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