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Abstract—This paper introduces a hierarchy of queues complementing each other to handle ever-changing communication scenarios in

tactical networks. The first queue stores theQoS-constrainedmessages from command and control systems. Thesemessages are

fragmented into IP packets, which are stored in a queue of packets (second) to be sent to the radio buffer (third), which is a queuewith

limited space therefore, open to overflow.We start with the hypothesis that these three queues can handle ever-changing user(s) data flows

(problemA) through ever-changing network conditions (problemB) using cross-layer information exchange, such as buffer occupancy,

data rate, queue size and latency (problemAjB).We introduce two stochastic models to create sequences of QoS-constrainedmessages

(A) and to create ever-changing network conditions (B). In sequence, we sketch a control loop to shapeA toB to test our hypothesis using

modelAjB, which defines enforcement points at the incoming/outgoing chains of the system togetherwith a control plane. Then, we discuss

experimental results in a network with VHF radios using data flows that overflows the radio buffer over ever-changing data rate patterns.We

discuss quantitative results showing the performance and limitations of our solutions for problemsA,B, andAjB.

Index Terms—Ever-changing communication scenarios, tactical networks, hierarchical queuing, robust control loop

Ç

1 INTRODUCTION

TACTICAL networks are heterogeneous radio networks
used by the military to connect mobile nodes in the bat-

tlefield [1]. These nodes are supporting users collaborating
to accomplish a mission using a set of Command and Con-
trol (C2) services, such as friendly/hostile force tracking,
medical evacuation, chat and so on. Given the wide range
of military missions (e.g., combat, reconnaissance and disas-
ter response), the users will combine C2 services in different
ways to achieve their objectives. Remember that these serv-
ices may have different Quality of Service (QoS) require-
ments like priority, reliability and time of expire. The
challenge is to meet the QoS requirements over radio links
exposed to several sources of randomness.

For example, the source of randomness in tactical networks
are the node/network mobility, physical obstacles on the
way, physical attacks from hostile forces, the presence of an
active adversary jamming the spectrumand so on. The combi-
nation of these random effects will influence the patterns of
change in both user-generated data flows and network condi-
tions observed during simulations or field experiments.
Therefore, the distributions of change are unknown until the
experiment is executed. We are using stochastic models to
define the distributions of change before the experiment
is executed.

This investigation assumes that the communication sce-
narios in tactical networks are composed by at least two parts
changing independently, the user data flows and the net-
work conditions, defined here as problem A and B, respec-
tively. Given the number of combinations between possible
states of A and B, we call it ever-changing communication
scenarios [2], [3], [4]. Thus, the challenge is to design tactical
systems that can deliver the user data flows, given certain
network conditions.We call it problemAjB reusing the condi-
tional probability notation [2].

These three problems are partially addressed in the litera-
ture reporting simulations and field experiments in tactical
networks (e.g., [5], [6], [7], [8], [9], [10]). For example, it is
common to find studies using non-stochastic user-generated
data flows with few types of messages sent to the network
within an uniform time window (problem A). Thus, we
defined the stochastic model A to combine different types of
messages creating sequences of messages with a known dis-
tribution of change that can be reproduced for quantitative
verification or quantitative comparison. Moreover, the
changes in the network conditions are defined by choosing
the mobility model, communication technology, propaga-
tion model and so on. This is an indirect way of defining the
degree of change of the network conditions, which is difficult
to reproduce for quantitative comparisons (problem B). We
introduced a direct approach using model B to create
sequences of network states to configure the radios during
run time. Our model uses conditional probabilities to define
in precise terms the distribution of change to study the per-
formance bounds of tactical systems.

We developed these two models to test our solution for
problem AjB, which is composed of a hierarchy of three
queues (here called model AjB). Model A defines the user
services as states of a Markov chain to generate sequences
of QoS-constrained messages. Model B uses the radio data
rates as states of a Markov chain to create sequences of
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network states. Theses two models, changing indepen-
dently, compose the ever-changing communication scenar-
ios to test our model AjB. The Markov assumption defining
that the next state depends only on the current state, holds
true because we are interested in testing the upper perfor-
mance bounds of tactical system, implementing model AjB,
by combining all the possible states randomly.

The goal is to construct mathematical arguments explain-
ing why systems, also called middlewares, brokers or prox-
ies (e.g., [6], [7], [11], [12], [13], [14], [15], [16], [17], [18]), can
handle changes in both A and B relying on cross-layer infor-
mation exchange with the radios and routers (e.g., buffer
occupancy, link data rate, latency, packet loss and so on). In
our previous investigations, [2], [4] and [19], we discussed
simulated and experimental results testing different ways
of computing the Inter-Packet Interval (IPI) using cross-
layer information to adapt the queuing mechanism to the
current network conditions. Here, we study the perfor-
mance of a hybrid solution (reactive/proactive) using Very
High Frequency (VHF) radios by challenging our mecha-
nism with ever-changing communication scenarios includ-
ing network disconnections.

The contributions of this paper are the following.

� Definition of two stochastic models to create ever-
changing communication scenarios: model A creates
reproducible QoS-constrained data flows and model
B creates reproducible data rate patterns imple-
mented to control a VHF radio that supports five data
rates along with link disconnection implemented
with a relay;

� Introduction of model AjB defining enforcement and
control points hosting our hierarchy of three queues
that relies on both radio buffer occupancy (reactive)
and link data rate (proactive) to dynamically control
the user-generated data flows exceeding the avail-
able link data rate;

� Discussion over quantitative results from experi-
ments testing our queuing mechanism over ever-
changing communication scenarios in a VHF net-
work; i.e., verifying our three models A, B and AjB.

The remainder of this paper is structured as follows.
Section 2 discusses the fundamental concepts supporting
the present study together with the related investigations.
Sections 3, 4 and 5 define the three problems and sketch
three models to solve them (A, B and AjB, respectively).
Section 6 discusses experimental results in a VHF network
with data rates changing in six different patterns and user
data flows changing in three different patterns. Section 7
discusses the challenges and limitations of our three models
and experimental results. Finally, Section 8 concludes the
paper also listing future works. Table 1 defines the mathe-
matical notation used in this paper.

2 BACKGROUND AND RELATED WORKS

2.1 Tactical Networks

Tactical network is a Mobile Adhoc Network (MANET)
used by the military to connect nodes in hostile environ-
ments like battlefields, potentially facing an adversary in both
physical and cyber domains. Node mobility, environmental

interference and jamming are examples of source of non-
determinism (randomness) changing network metrics, such
as link data rate, latency and packet loss. Thus, the tactical sys-
tems must dynamically adapt its behavior to the current net-
work conditions, which may include network disruptions.
Intermittent network conditions demands multi-layer, dis-
tributed and self-configurable tactical systems not relying on
centralized control.

For example, Fig. 1 shows the structure of a tactical net-
work where each VHF radio (up to 9.6 kbps, �20 km) is a
gateway for a Ultra High Frequency (UHF) network (up to
240 kbps, �2 km) [20]. These networks connect together the
head quarters (deployed node represented by a square),
mobile vehicles (triangles) and dismounted nodes (circles).
The dismounted nodes are soldiers, robots or sensors that
may use a vehicle to move in the target area. When these
nodes are not inside the vehicle, they are dismounted. In
this investigation, we performed experiments in a subset of
this tactical network with a VHF constellation composed by
three radios, studying the performance of the sender (1) and
receiver (2) also highlighted in the figure.

Regarding scalability, our VHF network can scale up to
32 radios using the radios in our test setup, described later
in Section 6.1. In such an extreme scenario, the probability
of the user-generated data flows exceeding the ever-chang-
ing network capacity grows as a function of the number of
nodes using the network at the same time.

2.2 Taxonomy of Services and Hierarchy of Queues

Let us use the services taxonomy in Fig. 2 as a guideline to
define the fundamental concepts related to the three problems
being addressed in the present investigation and within the
related literature. In this figure, the main functional blocks

TABLE 1
Definition of Mathematical Notations

Notation Definition

A Markov chain from model A
~A Sequence of messages
B Markov chain from model B
f:m<metric> Distribution function f defining a metric

{size, reliability or ToE} for messagesm
dice Random number
il Enforcement point at incoming chain at layer l
� Arrival time distribution
l Layer number
Lr
l hiljcljoli Layer l connected to radio network rwith two

enforcement points (il, ol) and a control point cl
MTU Maximum Transport Unit (bytes)
n Number of command and control services
Nr

i Node i connected to r radio networks
ol Enforcement point at outgoing chain at layer l
Q<metric>

l Queue lmetric {delay, max, size or threshold}
Q2:m

<metric> Message metric {delay, reliability, size and ToE}
v Time window (seconds)
Do<metric>

0 Current radio link metric {data rate, latency, loss}
r Radio network identification (integer)
R Receiver identification
si State i in a Markov chain
seed Seed for a random number generator
S Sender identification
Qr A pipe, instance of model AjB, connected to the

radio network r
X0 Initial vector
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from NATO’s Consultation, Command and Control (C3) tax-
onomy [21] are placed side-by-side with a flow diagram list-
ing the core services implementing our hierarchy of queues.
There are annotations using letters for user(s) data flows (A)
and for the tactical network (B), and the core services imple-
menting our hierarchy of queues are numbered from (0) to
(4), summing up seven components defined as follows:

(A) User Applications: is a set of QoS-constrained C2 serv-
ices available to the users in tactical networks (e.g.,
the services in [22] and in Table 2). Problem A defines
the challenge of creating sequence of QoS-con-
strained messages that can be reproduced for quanti-
tative comparisons (details in Section 3);

(4) Management, Control and Security (vertical): defines
the means to share cross-layer information among
the different services to compile their current status,
to enforce security and to provide feedback to con-
trol loops. We sketch control loops in Section 5 to
handle ever-changing communication scenarios;

(3) Community of Interest (COI) Services: hosts services to
deal with particularities from the user applications
(A) in a collaborative environment, such as coalition
among different nations;

(2) Core Enterprise Services: combine services for infra-
structure, Service Oriented Architecture (SOA) and

enterprise support, which are usually implemented
within tactical systems. These systems are the main
subject of literature review in the next section
(Section 2.3);

(1) Communication Services: combine services for trans-
mission, transport and network access, which are
partially implemented by software-defined radios
together with tactical routers managing the heteroge-
neous network;

(0) Radio(s): interface with the military radios compos-
ing the tactical network. This interface is usually
implemented with standardized protocols like Sim-
ple Network Management Protocol (SNMP) and
Dynamic Link Exchange Protocol (DLEP) [23] to con-
trol/share network metrics like link data rate, radio
buffer occupancy, latency, packet loss and so on;

(B) Tactical Network: heterogeneous radio networks with
intermittent conditions and deployed in hostile envi-
ronments also, potentially facing an adversary in
both physical and digital domains. Problem B defines
the challenge of creating reproducible patterns of
network change (details in Section 4).

Given the network conditions B, the multi-layered tacti-
cal system (0-4) have to dynamically adapt the user(s) data
flows A; here called Problem AjB in reference to conditional
probability notation. We start with the hypothesis that a
hierarchy of three queues can complement each other
exchanging cross-layer information while shaping the user
(s) data flow to the current network conditions, therefore,
solving Problem AjB. Our solution starts at the proxy/bro-
ker (3) intercepting and sending the user messages to the
message queue (2), followed by a queue of IP packets imple-
mented by the packet handler and Transport (1), and ends
with radio buffer (0). Also, the cross-layer contextual monitor-
ing (4) allows our hierarchy of queues to complement each
other through the three control points annotated with
roman letters in Fig. 2 and defined as follows:

(i) How long to admission? It is a function taking as input
the size of the queue of packets (1), the buffer occu-
pancy (0) and the current link data rate (0) to compute
the waiting time at the queue of messages (2) before
sending the next message to the queue of packets (0);

(ii) Is the radio buffer below b%? The packet handler (1) contin-
uously monitors the radio buffer occupancy checking if
it is above a pre-defined b% threshold (reactive). If so, it
pauses the flow of packets until the buffer occupancy is
again lower than the threshold. For example, message-
based data flowswith the highest prioritywill be shaped
as a function of the current network conditions. If the

Fig. 1. Example of tactical network topology.

Fig. 2. NATO’s C3 taxonomy, the three problems and the hierarchy of
queues.

TABLE 2
Message Priority, Frequency, and Time to Expire

Service �n Priority Reliability ToE (sec)

s0 No service call ? - - -
s1 Chat ? 3 Routine No 120
s2 Picture ? 2 Priority Yes 3600
s3 Obstacle alert ? 1 Immediate Yes 150
s4 Medical evacuation ? 0 Flash Yes 300
s5 FFT �5 3 Routine No 120
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data flow exceeds the current network capacity, packets
can miss their deadlines. However, the system is doing
its best to delivery higher-priority packets even during
extreme conditions like congestion in the network link;

(iii) Inter-packet interval (IPI): It is the output of a function
taking as input the link data rate (0), the current net-
work usage (0) and the size of the IP packet (1) to com-
pute the interval between packets to proactively shape
the user data flow to the current network conditions.

These three control points i, ii and iii are defined in pre-
cise terms later in Section 5.2 introducing model AjB.

2.3 Related Works

2.3.1 Tactical Systems

Recent investigations are adapting technologies developed
for the Internet, such as web services and transport proto-
cols, to create reliable and secure message-based data flows
in tactical networks. Back in 2007, the authors in [24] stated
that Internet technologies lack the adaptive network man-
agement for QoS-constrained services competing for limited
radio links and using large messages, such as Simple Object
Access Protocol (SOAP) messages. More than a decade later,
the recent literature are proposing proxies, brokers and
middlewares, here called tactical systems, to adapt services
data flows to tactical networks. But there is limited quantita-
tive evidence suggesting that the proposed tactical systems
can deliver QoS-constrained data flows (e.g., from com-
mand and control services) through ever-changing commu-
nication scenarios in tactical networks.

In [13], the authors introduce amechanism to dynamically
detect and adapt to the changing network conditions in tacti-
cal networks. Their non-intrusive solution identifies the com-
munication technology providing the link but there is limited
discussion about how to adapt user data flows to the network
conditions. Similarly, the study in [6] discusses experiments
with a broker implementing the publish/subscribe message
exchange pattern using web services. The experiments were
done in a network connecting real radios and emulated links.
The authors compiled quantitative results exchanging
Friendly Force Tracking (FFT) messages between two con-
voys of vehicles with four nodes each (non-stochastic data
flows). The results were discussed with focus on packet loss,
data rate and delay over limited network conditions with
non-stochastic changes in the network conditions.

The investigation in [7] reports a quantitative evaluation
of a proxy implementing three different application proto-
cols tested over a tactical network with disconnected, limited
and intermittent states [15]. The tactical network was com-
posed by both simulated and emulated network technolo-
gies, such as SatCom, WiFi and Combat Network Radio
(CNR). This heterogeneous testbed had links using different
data rates ranging from 50 kbps to 2 mbps, delays between
5-550 ms, and packet error rate from 0 to 20 percent loss.
Network disconnections were created by unplugging the
cable for 60 seconds (non-stochastic) and plugging it back to
check if the proxy could resume the transmission after the
disruption. The study recommends HTTP together with
GZIP to the majority of communication technologies sug-
gesting that the network conditions were rather stable (non-
stochastic) during their experiments.

The investigation in [25] extends the agile computing mid-
dleware to detect network states within a mobile node. The
goal is to share the network states among other nodes and to
adapt the nodes’ behavior (using the network) to the current
network state. The definition of a node state is broad includ-
ing the hardware and operating system, which are comple-
mented by network specific characteristics such as the
cluster of nodes, data flows (incoming/outgoing), network
topology, various estimated metrics and alerts. The main
contribution is an algorithm to compile and share the state of
a cluster of nodes among other nodes in the network. The
network overhead to compile and share the node’s status
was discussed for 5, 10, 15 nodes, but the system’s ability to
detect changes in the networkwas not quantified.

The investigation in [8] discusses field experiments with
a proxy to exchange messages among four vehicles in a con-
voy moving through a hilly area in Germany. The four
vehicles were using a VHF network during the whole exper-
iment and the nodes were exchanging their positions
(Friendly Force Tracking) and sending emails using the
proxy to wrap Simple Mail Transfer Protocol (SMTP) mes-
sages to the bundle protocol originally designed for Disrup-
tion Tolerant Networks (DTN). The user(s) data flows are
non-stochastic using two types of messages. The proxy is
reactive without feedback from the radio network therefore
not implementing the cross-layer information exchange.
The quantitative results are discussed with focus on the
user experience during the convoy movement. The network
conditions during the experiments were not quantified.

2.3.2 Previous Works

In [19], we defined a hierarchy of queues to adapt the user
data flows to the current network conditions to avoid radio
buffer overflow. The control mechanism was reactive, paus-
ing the data flowwhen a pre-defined threshold was crossed.
We observed buffer underflow and overflow during experi-
ments with different thresholds, which motivated further
research. The experiments were performed with one type of
message, unreliable and with a random payload, with size
four times larger than the radio buffer. Therefore, our
experiments were missing realistic diversity of messages
with different QoS requirements. Moreover, the network
conditions were stable throughout the whole experiment.

In [2], we sketched the first version of the three models A,
B andAjB to solve the problems being addressed in the pres-
ent investigation. Complementing, in [3], we did an exp-
loratory study instantiating model A to create diverse
sequences of QoS-constrainedmessages to discuss the impli-
cations of network disconnections in the queue of messages
over numeric simulations. In [4], we reported experiments
with an improved version of our queuing mechanism han-
dling three patterns of data rate change.

Here, we improve model A by adding a no service call state
and model B by adding a disconnected state and redoing the
experiments over ever-changing communication scenarios.
Model AjB was extended to include a layer for the software
defined radio, and we also reformulated the control func-
tions using a more rigorous mathematical description. The
multi-layer control loop uses both link data rate and buffer
occupancy combining a reactive and proactive control to
adapt the user data flows to ever-changing communication
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scenarios. Our new control mechanism is more precise and
robust while differentiating QoS-constrained messages and
managing the radio buffer occupancy.

3 PROBLEM A

3.1 Ever-Changing Data Flows

Let us assume that a set of command and control services are
available to the user(s) throughmobile nodes in a tactical net-
work. Each service has its own set of QoS-requirements, pre-
defined by experts or computed during run time, which are
included in the message header. For example, Table 2 lists
five exemplary services together with their frequency �, pri-
ority, reliability (yes or no) and Time of Expire (ToE). Priority
is a number representing four different types from 0 (high-
est) to 3 (lowest), namely flash 0, immediate 1, priority 2 and
routine 3. Reliability means that the receiver must acknowl-
edge the sender when the message is successfully received.
If the message is lost or partially received, the system must
re-send the entire message or the lost packets. Notice that we
also included the “no service call” s0 to represent the state
where nomessage is sent to the tactical network.

Given amission or operation, the users will combine serv-
ices with different QoS-requirements to achieve their objec-
tive(s). The frequency of messages sent to the network
depends on the action in the battlefield therefore, we placed
interrogation marks “?” in the lambda � column listing the
arrival time distribution in Table 2. For example, it is difficult
to predict when an obstacle will be found or when a medical
evacuation will be requested. However, some services (say
s5) may send messages in a known frequency distribution
(say �5) like Friendly Force Tracking (FFT). Therefore, we
seek to define a model to combine these different types of
messages in different ways so as to include a wide range of
military activities (e.g., disaster recovery, surveillance, com-
bat and so on).

ProblemA.How to combine a set of QoS-constrainedmessages to
create a wide range of message combinations, including the element
of chance (randomness) in extreme communication scenarios?

3.2 Modeling Ever-Changing Sequence of
Messages

Problem A asks for a stochastic model with states represent-
ing messages from the user services listed in Table 2. Model
A assumes that it is possible to define the probability of the
service si being called after service sj or pij creating a Mar-
kov chain defining the probability distribution among all
service calls, as illustrated in Fig. 3. This figure shows a
complete graph listing all transitions among the five exem-
plary services including the state 0 representing no message
sent to the network. Thus, adding new service(s), say sn, to

the model implies in adding new state(s) to the chain, which
is represented by a n x n matrix listing the conditional
probabilities.

Let us instantiate model A to create three sequences of
messages A1, A2 and A3 to illustrate the discussion through-
out this paper. Each sequence is generated by its own Mar-
kov chain represented by the matrices in (1). This relation
lists three 5 x 5 matrices putting together the four services
(s1, s2, s3 and s4) including the ”no service call” s0. The num-
bers in these three matrices define the probability of a ser-
vice si to be called if the service sj was called before, thus
the notation sijsj or in short pij. Taking matrix A3 as an
example, it states that there is a 1 percent probability of a
medical evacuation s4 to be called after a medical evacuation or
A3ðp44Þ ¼ :01, but there is a 49 percent probability of an
obstacle alert s3 to be called after a medical evacuation or
A3ðp34Þ ¼ :49 and so on. After twenty interactions A20

3 the
matrix reaches the steady state with all lines converging to
(0 .10 .26 .35 .29); therefore the probability A3ðp34Þ starts in
49 percent and converges to 35 percent, and A3ðp44Þ starts
with 1 percent and converges to 29 percent.

The probabilities in these three matrices were arbitrarily
chosen to create different sequences of messages. For exam-
ple, A1 defines high probability of no service call (poj = 40%),
routine messages (p1j = 20%) and priority messages (p2j =
30%). In sequence, A2 defines the same probability for all
message types (pij = 20%). Finally, A3 defines zero chance of
no service call (pi0 ¼ p0j ¼ 0) and high probability for mes-
sages with high priority (states s3 and s4). The initial vector
X0 was also defined arbitrarily starting the process from
state s1 or p1 ¼ 1.

Model A. the state machine A defines the distribution of
message type, the arrival time is defined by �A together
with a distribution function f for all message metrics/
requirements f:m<metric> resulting in ModelAðA, �,
f:m<metric> ), where metric is a set of metrics {size, reliabil-
ity, time of expire}. Therefore, model A is a set of distri-
butions defining the occurrence of different message
properties.

3.2.1 Using Model A

In this investigation, we are particularly interested inmessage
priority for differentiating the messages in the queue of mes-
sages of a tactical system. Also, considering the time of expire
to drop expired messages to shape the user(s) data flows
usingmessage’s QoS requirements. Thus, let us use thematri-
ces in (1) to create three sequences of messages to illustrate
the discussion throughout this paper. The Algorithm 1 lists

Fig. 3. Markov chain with states representing the user services including
all possible transitions among the states.
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the steps starting with the instance of an array ~Awith a given
length to store the sequence of states and the number of states
n from the initial vector X0 (lines 1 and 2). Then a loop goes
through the array populating the sequence as follows (line 3).
First, a random number (dice) is drawn from a random num-
ber generator using a given seed (line 4). Second, we multiply
the initial vectorX0 by the given matrix A power i, where i is
the current sequence number within the loop (line 5). Third,
we match the dice with the range of probabilities in Xi com-
puting the next state and attributing it to the sequence array
(lines 9-12). This procedure is repeated for every single state
in the sequence ~A, which is returned in the end (line 15).

Algorithm 1. Creating a Sequence of States

Input:X0, A, seed, length
Output: ~A
Initialization :
1: ~A new array(length)
2: n X0:length
3: for i = 1 to ~A.length do
4: dice randomNumber(seed);
5: Xi  X0 �Ai

6: x 0
7: for j = 1 to n do
8: x Xi½j� þ x
9: if (dice � x) then
10: ~A½i�  j
11: break
12: end if
13: end for
14: end for
15: return ~A

Fig. 4 plots the three sequences of messages in arrival
order (left) and sorted by priority (right). The three sequences
of messages, shown in figures (a)(c)(e), were generated with
the same seed for the random number generator but with dif-
ferent distributions defined by the three matrices in (1). As a
result, there are seven messages with high priority that
appears in the same place (black squares at positions 10, 20, 23,
51, 63, 65, 77) and there are eighteen “no service call” (white
squares at positions 6, 11, 12, 14, 19, 32, 33, 40, 47, 48, 49, 58, 68,
75, 80, 83, 84, 85, 90, 93 and 99) which are at the same place in
(a) and (c).

The sorted plots in Figs. 4b, 4d, and 4f, shows the message
differentiation as a fundamental feature of themessage queue
(later discussed in Section 5), which can be implemented with
a queue for each message priority in a hierarchical token
bucket. Each sequence, A1 A2 A3 in the figure, has one hun-
dred messages using the five exemplary services s0;1;2;3;4 in
Table 2. Themessages are numbered from left to right indicat-
ing the sequence inwhich themessages will be sent to the tac-
tical network. The colors indicate the message priority, the
darker the higher: 0 flash (black), 1 immediate (dark red), 2 pri-
ority (red), 3 routine (light red) and nomessage (white).

3.2.2 Why Ever-Changing Data Flows?

We argue that these sequences of messages are creating ever-
changing data flows to contrast with experiments reported in
the literature (Section 2.3). The word ever indicates change

through infinity but, here, we leverage the term to indicate
an arbitrary but “big enough” combination of messages. For
example, let us compute the possible permutations in Fig. 4
which has five types of messages with different priorities
and is a sequence of one hundred messages long or 100

5

� � ¼
75; 287; 520 or more than 75 million possible combinations.
And in Fig. 5 each queue has twenty messages of five types
then 20

5

� � ¼ 15; 504 or more than fifteen thousand possible
combinations.

Since these numbers can get larger in real communica-
tion scenarios in tactical networks (e.g., with more than four
services) we call it ever-changing sequences of QoS-con-
strained messages. This diversity of messages is visible in
Figs. 5b, 5d, and 5f plotting twenty queues (columns) with
each queue consisting of twenty messages sorted by prior-
ity. Notice that every column is slightly different from each
other, meaning that each execution of our model can gener-
ate different sequences of messages.

3.3 Motivation A

To the best of our knowledge, logs from military deploy-
ments are highly sensitive. Therefore, scientific publications
are usually limited to synthetic and non-stochastic models to
generate user data flows, as discussed earlier in Section 2.3.1.
This fact motivated us to introduce model A to create a wide

Fig. 4. Sequences of 100 messages from A1, A2, and A3.
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range of message-based data flows, which includes extreme
scenarios, to test the performance bounds of tactical systems.
Our model assumes that it is possible to define the condi-
tional probabilities among different types of messages using
a Markov chain. Since the literature makes a clear distinction
betweenmessage-based and stream-based data flows,model
A only creates the former.

For example, the experiments reported later in Section 6
uses the three pattern of messages discussed in this section
to create data flows exceeding the nominal capacity of a
VHF network (extreme scenario). The different sequence of
messages test the system’s ability to differentiate the classes
of message priority.

4 PROBLEM B

4.1 Ever-Changing Network Conditions

Let us assume that a multi-homed node Nr connected to r
radio networks will experience r network states (e.g., con-
nected, limited and disconnected) simultaneously (for r > 1).

For example, a node N3
1 is connected to three different radio

networks r ¼ 3 or namely r ¼ fVHF;UHF;SatComg varying
independently. Fig. 6 shows a complete graph with the three
network states, where state 0 is disconnected (red), state 1 lim-
ited (yellow) and state 2 connected (green). In the literature [7],
[15], other authors define the network states as disconnected,
intermittent and low-bandwidth, here we include the connected
state and assume that intermittent is any variation of states in a
given time window. The precise definition of these three net-
work states depends on the network technology.

For example, Table 3 lists four exemplary network tech-
nologies (VHF, UHF, WiFi and SatCom) and particular
ranges of metrics (data rate and latency) to define these
three network states (columns); the manufacturer and
model of military equipment should also be considered, but
is omitted here for simplicity. In this table, the VHF network
assumes the disconnected state with disruptions longer than
few minutes and WiFi assumes the same state with shorter
disruptions of just few seconds. And the limited state is
squeezed between connected (less than state 2) and discon-
nected states (greater than state 0 in Fig. 6). In the connected
state, a VHF radio can have up to 64 kbps of shared data
rate (e.g., the radios used in this investigation have maxi-
mum nominal data rate of just 9.6 kbps) and latency > 2 sec-
onds, and disruptions longer than few minutes will be
detected in the IP layer assuming the disconnected state (e.g.,
no routes at the operating system and loss of IP packets). As
a result, everything between the bounds defined by the con-
nected and disconnected states is classified as limited.

The metrics defining the bounds of the network states
(nominal/current data rate, latency, link quality and so on)
can be gathered during run time using protocols like DLEP
[23] and using SNMP. Thus, tactical systems can use these
metrics as feedback to adapt its queues to the current net-
work conditions.

Problem B. How to create sequences of network states includ-
ing the element of chance (randomness) and ensuring a certain
distribution of change to test store-and-forward mechanisms in
tactical networks? The solution must be reproducible for quantita-
tive comparisons.

4.2 Modeling the Ever-Changing Network States

We noticed that our VHF radios have a SNMP interface to
change the radio modulation supporting five data rates,
namely 0.6, 1.2, 2.4, 4.8 and 9.6 kbps. Thus, we developed
an algorithm to change the radio data rate in run time fol-
lowing a given pattern defined by our model B as follows.

Let us use the five data rates supported by our radios
as states of a Markov chain along with a state for discon-
nection, as illustrated in Fig. 7. In this figure, state 0 is
disconnected, state 1 represents the data rate .6 kbps,
state 2 represents 1.2 kbps and so on until state 5 that

Fig. 5. Twenty queues with twenty messages (20 x 20).

Fig. 6. The three network states: 0, 1 and 2.

TABLE 3
Network States for Different Network Technologies

Disconnected 0 Limited 1 Connected 2 Range

VHF > 1 min < state 1 < < 64 kbps, 2 sec 20 km
UHF > 10 sec < state 1 < < 240 kbps, 1 sec 2 km
WiFi > 1 sec < state 1 < < 250 mbps, .01 sec .2 km
SatCom > 5 min < state 1 < < 500 kbps, 1 sec -
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represents 9.6 kbps, which is the highest nominal data
rate supported by our radios. Notice that the edges of
this state-machine are defined in general terms as pij
showing all the possible state transitions among the six
states in a complete graph.

We can instantiate this model to create six sequences
of network states using the matrices in (2), three without
link disconnections (B1, B2 and B3) and the other three
using similar probabilities but with link disconnections
(B4, B5 and B6). These 6x6 matrices list the probability
distribution connecting together the five data rates bi
supported by our radios bijbj � pij plus the state 0 repre-
senting a disconnection. For example, given a data rate
b1 (say .6 kbps) the probability of changing to b2 (say 1.2
kbps) is Prðb2jb1Þ � p21 and so on. Notice that B1 and B4

have higher probabilities (> :3) for low data rates
(< 4:8 kbps). B2 and B5 create a pendulum pattern with
round 1 and round 2; round 1 decreases the data rate
(i.e., swinging from the right to the left of Fig. 7) with
x1 ¼ 1 and x2 ¼ 0 whereas round 2 increases the data rate
with x1 ¼ 0 and x2 ¼ 1. And B3 and B6 have higher
probabilities for states 3, 4 and 5, which represent high
data rates (> 2:4 kbps).

Model B. the distribution of states is defined by the Mar-
kov chain B and the time distribution for state change is
defined by � or ModelB(B, �). For example, the experiments
in Section 6 use these six matrices in (2) to define the distri-
bution of data rates together with a constant distribution of
time � ¼ 20 seconds.

4.2.1 Using Model B

Using the six matrices in (2) as input to Algorithm 1
(explained earlier in Section 3.2.1) we get the six sequences
of states plotted in Fig. 8. In the left column of this figure,
(a)(c)(e), there are three sequences of states without discon-
nections and in the right column (b)(d)(f) there are similar
sequences but including link disconnections (zeros in red).
These sequences can be examined in pairs starting from the
top where we have the pair (a)(b) compiling the lowest data
rates on average, with about 1.6 kbps for B1 (a) and about
0.9 kbps for B4 (b). In the middle, the B2/B5 sequences
behave like a pendulum pattern from the highest data rate
(state 5) to the lowest (state 0 or 1) and back and forth. At
the bottom, is the pair B3/B6 with the highest data rates on
average (states 3, 4 and 5), about 5.8 kbps for both B3 (e)
and B6 (f) patterns of data rate change.

4.2.2 Why Ever-Changing Link Data Rates?

Again, we use the term ever-changing to refer to these pat-
terns of data rate change because each plot in Fig. 8 has one
hundred states out of six possible states, which results in a
combination of 100

6

� � ¼ 1; 192; 052; 400. Thus, more than one
billion combinations is big enough to call it ever-changing.
Also, notice that Fig. 8 is annotated with three symbols: “+”

Fig. 7. State machine with six states representing the radio’s data rates
including all possible transitions among the states.

Fig. 8. Six patterns of data rate change.
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for increment in data rate, “=” for equal data rate and “-” for
decrease in data rate. Thus, one can verify the ever-chang-
ing property of these six pattern searching for the occur-
rence of only few equal signs between states.

4.3 Motivation and Implementation B

We develop model B to define in precise terms a wide range
of distribution of data rate change during experiments in a
VHF network. The motivation comes from our literature
review, where we noticed that the variations in the network
conditions are non-stochastic, especially during experiments
creating network disconnections as a function of time. More-
over, the changes in the network conditions are generally
unknownuntil the simulation or field experiment is executed.

We argue that any tactical system tested with the pat-
terns of change generated by our model has a higher proba-
bility of success during field experiments (e.g., a convoy of
vehicles moving through a contested region). Notice that
this model can also be implemented using a channel emula-
tor to introduce different attenuation levels to create differ-
ent link data rates. Then, these levels of attenuation would
be the states of a newMarkov chain.

Regarding the application of model B in a tactical net-
work with several links, the VHF links can reuse the model
described here. Each radio link will have its own matrix B
defining the probability distribution of data rate changes.
For other communication technologies (say SatCom or
UHF) our model must be adapted by redefining the states
to match the supported data rates.

5 PROBLEM AjB
5.1 Given B, How to Handle A?

We start with the hypothesis that a multi-layer queuing
mechanism can cope with ever-changing communication
scenarios, user data flows (A) and network conditions (B)
changing independently, using the cross-layer information
exchange within the control plane (e.g., anticipated by the
services taxonomy earlier shown in Fig. 2). Remember that
A defines the user-generated data flows with different QoS
parameters (Section 3) which need to be adapted to the cur-
rent network state B, here called Problem AjB and defined
as follows.

Problem A jB. How to define multi-layer enforcement and
control points hosting a hierarchical queuing mechanism to adapt
the ever-changing user data flows to the ever-changing network
conditions?

5.2 Modeling the In/Out Chains and Control Plane

Recent software platforms have chains of enforcement
points for input (receiving) and output (sending), so control
and security mechanisms can transform both incoming and
outgoing data flows. We have been evolving a model to
solve problem AjB placing these injcontroljout points within
the layers of a services taxonomy, as illustrated in Fig. 9. In
this figure, the injcontroljout chains are organized in four
layers Ll, l ¼ f0; 1; 2; 3g, matching with the main functional
blocks from the services taxonomy, namely Radio L0, Com-
munications L1, Core Enterprise L2 and Community of Interests
L3. This model can be further extended to include other
layers/sub-layers allowing us to define in precise terms

how the control mechanisms, sitting at c0::l, actuate in the
layers Ll using two enforcement points iljol, where il and ol
are the in/out chains. The mathematical notation is also
defined in Table 1.

The in/out chains symmetrically complement each other
receivingjsending, decryptingjencrypting, defragmentingj-
fragmenting messages and so on. This construction is also
used to forward data flows from in to out within the same
layer to model IP packet routing at layer 0 or 1 and message
forwarding at layer 2 or 3. As a result, the four main layers
have two enforcement points in/out and a control point or
Lr
l hiijcijoii. And a multi-homed node Nr

n has a pipe Qr (set
of layers Lr

l ) for each radio network r with four layers as
defined in our pipe model (3)

ModelAjB : Nr
n � Q1::r

L�3hi3jc3jo3i
Lr
2hi2jc2jo2i

Lr
1hi1jc1jo1i

Lr
0hi0jc0jo0i

8>>><
>>>:

: (3)

The pipes Qr are independent of each other, so the con-
trol mechanisms can deal with the network states Br from
different radio networks r in parallel. To do so, we assume
that the out chain of each layer has a queue (storage) there-
fore, the pipes are hierarchies of queues implementing a
store-and-forward mechanism.

5.2.1 Using Model AjB
Let us use the pipe model in (3) to define a multi-layer con-
trol loop to adapt the user(s) data flows to the network condi-
tions. First, the user messages are intercepted at layer 3 c3jo3i
which queries the control point at the communications layer
c1 retrieving routing information to queue themessage in the
pipe Qr connected to the radio network r that can reach the
IP destination from o2i (we omit name resolutions for sim-
plicity). This functionality is often implemented in a proxy/
broker in the literaturewhich here is a layer shared (*) among
all the pipes Qr, defined as L�3. At c2jo2i, the control point c2
computes the time for admission for the L1 below, holding
the messages in a queue of messages at the outgoing chain
o2:Q. In sequence, c1jo1i computes the inter-packet interval
to be enforced at o1:Q shaping the user data flow to the
current network state. Finally, at c0jo0i the radio r keeps

Fig. 9. Pipe model: layers Lr
l with hiljcljoli.
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reporting its buffer occupancy Qsize
0 that is shared with the

upper layers through the control plane.
Moreover, if one of the r radio networks is disconnected

(worst case), the messages/packets may move horizontally
to be queued in a pipe that can reach its destination attaining
the QoS requirements through a different radio network. We
proceed discussing the fundamental computations used to
control the pipe’s out chain namely, time for admission, com-
puting expired messages and inter-packet interval in the fol-
lowing subsections.

5.2.2 Time for Admission cljoli
We assume that in a pipe with l layers it is possible to get
the status of the underlying layers within a time window
while controlling the user data flows through the cross-layer
contextual monitoring in the control plane. For example,
every layer l at the out chain has a queue Qsize

l , its size is
shared through the control plane jclj and its delay ol:Q

delay
l is

controlled in cl. Therefore, we can compute the waiting time
Qdelay

l in the queue, which is the time to empty the underly-
ing layers in the pipe Qr here called time for admission. Time
for admission is a fundamental feedback to manage the
queue of messages at the out chain or o2i. In general terms,
given a radio network r, Eq. (4) computes the time to empty
the underlying queues Qdelay

l

Qdelay
l ¼ lim

Do0!a

Pl�1
l¼0 Q

size
l

Dorate0

 !
: (4)

Where l is the layer from which time for admission is com-
puted,Qsize

l is the queue size (e.g., kbits) at the outgoing chain
oli at layer l, Dorate0 is the estimated data rate from the radio
network r (e.g., kbps) which is tending to a number a other
than zero (a 6¼ 0). This is because zero indicates link discon-
nection therefore, undefinedwaiting time (division by zero).

5.2.3 Computing Expired Messages c2jo2i
Given the link data rate Dorate0 , we can go through the
sequence of messages computing the time in the queue
Q2:m

delay
x for each message mi using the relation in Eq. (5).

This relation sums the size of the preceding messages to mx

(say in kb) and divides by the data rate Dorate0 (say in kbps)
which is tending to a number a other than zero (a 6¼ 0). If the
time in the queue is larger than the time of expire, the message
is dropped. Dropping expired messages is an effective way
of adapting the user data flows to the current network condi-
tions using the messages QoS requirements. Moreover, this
computation must be done frequently to keep the queue
updated (say every s seconds)

Q2:m
delay
x ¼ lim

Do0!a

Px�1
i¼1 Q2:m

size
i

Dorate0

 !
: (5)

We can also compute the minimum data rate to deliver all
themessages in the queuewithout expiration. The relation in
Eq. (6) computes the minimum data rate minðDorate0 Þ sum-
ming up the messages size and dividing by the minimum
time of expire minðQ2:m

ToE
i Þ in the queue. Thus, to test the

store-and-forward mechanism the current data rate must be

less than the minimum data rate (Dorate0 < minðDorate0 Þ) or
the sequence of messages must be longer than x messages,
where x is the number of messages in the queue

minðDorate0 Þ ¼
Px

i¼1 Q2:m
size
i

minðQ2:m
ToE
i Þ : (6)

5.2.4 Inter-Packet Interval c1jo1i
We also want to proactively introduce a delay in the queue
of packets at the out chain of layer 1 or c1jo1i to avoid radio
buffer overflow controlling the usage of the most restricted
queue in the pipe, Q0. We call it inter-packet interval (Qdelay

0 ),
which is computed using the cross-layer information shared
by the radio (layer 0) and the routing protocol (layer 1). In
previous investigations, we defined two mechanisms: (i)
using the radio buffer occupancy [19] and (ii) using the esti-
mated link data rate compiled by the routing protocol [2],
[4]. Here, we combine these two solutions using the follow-
ing system of relations.

Given a radio network r, if the buffer occupancy DQsize
0 is

zero, then the delay is also zero, see Eq. (7). If the buffer occu-
pancy is below a threshold (DQsize

0 < Qthreshold
0 ), the relation in

(7) computes the inter-packet intervalQdelay
1 using the timewin-

dow v (seconds), the IP packet size oMTU
0 (bytes), the amount

of bytes the radio will send within the time-window out:Qsize
0

(8a), how many bytes is left until the threshold in:Qsize
0 (8b)

andminimum latency olatency0 (seconds). However, if the radio
buffer is above a given threshold DQsize

0 � Qthreshold
0 , then the

system pauses the transmission by setting an undefined delay

(sayQdelay
1 ¼ 1, that is the control becomes reactive) until the

buffer is below the threshold as defined in (7). As a result, the
mechanism goes switching between proactive and reactive
behavior as function of both link data rate and buffer occu-
pancy over time (multi-layer control loop)

Qdelay
1 ¼

0; ifDQsize
0 ¼ 0

v�oMTU
0

in:Qsize
0
þout:Qsize

0

þ olatency0

1; ifDQsize
0 � Qthreshold

0

8>><
>>: (7)

out:Qsize
0 ¼ v � Dorate0 (8a)

in:Qsize
0 ¼ ðQmax

0 �Qthreshold
0 Þ �Qsize

0 : (8b)

5.3 Motivation and Implementation AjB
Model AjB was designed to host any multi-layer control
loop actuating in both incoming and outgoing data flows.
The motivation comes from our literature review (Sec-
tion 2.3) where recent literature lacks mathematical explana-
tions on how the tactical systems adapt its behaviour to the
changes in the communication scenarios. We also sought to
complement the state-of-the-art of admission control and
scheduling, such as the investigations reported in [26], [27],
by introducing a hierarchy of queues complementing each
other through multi-layer control loops.

Our model AjB anticipates the possibility of moving
packets horizontally among different pipes connected to
different networks. This feature cannot be implemented at
the radio level (layer 0 in Fig. 9) but can be implemented at
the higher layers handling IP packets (layer 1) and messages
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(layer 2). For example, the tactical system used in the experi-
ments reported in Section 6 uses the dynamic routes com-
puted by Optimized Link State Routing (OLSR) [28] to
trigger the horizontal movement among different pipes.

6 RESULTS

This section discusses the performance of our tactical sys-
tem implementing model AjB over ever-changing communi-
cation scenarios, created with models A and B, in a VHF
network inside a laboratory.

6.1 Experimental Setup

Our experiments reused the 500 kB data flow from previous
investigations for comparison purposes [4], [19] and moni-
tored both sender and receiver (highlighted earlier in Fig. 1)
at the three layers, namely radio buffer (Q0 at layer 0), queue
of packets (Q1 at layer 1) and queue of messages (Q2 at layer
2). Table 4 summarizes the experimental setup listing the
radio type, time window, buffer threshold, data flows, net-
work conditions and routing protocol used during the
experiments discussed in the next sub-sections. OLSRv2 was
used to create an overlay network putting all nodes in a sin-
gle IP domain. The neighbor discovery was configured to
use less than 2 percent of the maximum nominal data rate in
our VHF network.

We performed the experiments over the six patterns of
data rate change, from B1 to B6, earlier plotted in Fig. 8. We
can divide these patterns into two groups: one without link
disconnections (state 0), fB1; B2; B3g, and the other with dis-
connections, fB4; B5; B6g. We observed packet loss during
the experiments using the three patternswith link disconnec-
tions of about 98, 67 and 2 percent loss, respectively. More-
over, the frequent network disruptions in the patterns B4

and B5 broke the IP routes among the radios which were
recovered after few minutes of stable connectivity. As a
result, we learned that our system cannot handle these two
patterns of variation within a 20 seconds time-window.
However, patternB6 ismanageable using a reliable transport
protocol.

In the following sections, we discuss the experimental
results layer by layer starting with the radio buffer Q0, fol-
lowed by the queue of packets Q1 and ending with the
queue of messages Q2.

6.2 Layer 0: Radio Buffer Q0

Remember that the radio buffer is the most constrained
queue in the pipe therefore, we monitored the buffer occu-
pancy as a function of time as plotted in Fig. 10. In this
figure, the buffer occupancy (left vertical axis) is plotted
together with the link data rate (right vertical axis) during

the three experiments without disconnections, namely
B1(red), B2(blue) and B3(green). The buffer usage (black)
lies around 10 percent (pre-defined threshold) showing a
similar pattern even with dissimilar patterns of data rate
change. This implies that our solution is robust to data rate
changes.

The experiment plotted in Fig. 10a lasted for �73 minutes
because the data rates (red dots) were mostly among .6, 1.2
and 2.4 kbps, with the average buffer occupancy around
10%	 1:66. In sequence, Fig. 10b plots a �42 minutes long
experiment with the data rate variation like a pendulum
with average buffer occupancy of about 9:4%	 2:01. Finally,
Fig. 10c plots a�31 minutes long experiment with data rates
(green dots) mostly among 2.4, 4.8 and 9.6 kbps with average
buffer occupancy of about 9%	 2:02. The motivation to keep
the radio buffer within the 10 percent threshold comes from
the fact that a packet cannot be removed/rescheduled when
it has been sent to the radio buffer. Although, modern mili-
tary radios can differentiate IP packets in the buffer using
Differentiated Services Code Point (DSCP) field in the IP
header to define the class.

6.3 Layer 1: Queue of Packets Q1

Moving one layer up, to the queue of packets, these patterns
of buffer usage around a predefined threshold are the result
of our hybrid solution that proactively introduces inter-
packet interval Qdelay

1 and re-actively pauses the data flow
when the threshold is crossed, as previously discussed in
Section 5.2.4. The difference in the data rate pattern also
changes the way the system uses the queue of packets as

TABLE 4
Experimental Setup

Item Description

Radio 3 VHF radios: PR4G by Thales with wired antennas
Time-window v 20 seconds
Buffer threshold 10% of 128 kB
Data flows 500 kB data flows A1;2;3 with random payload
OLSRv2 45 seconds for hello and aggregation intervals
Network conditions B1;2;3;4;5;6, the six patterns in Fig. 8

Fig. 10. Radio buffer (%) and data rate (kbps).
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plotted in Fig. 11. The queue sizeQsize
1 is plotted as a function

of time showing that our solution relies more on the queue of
packets during the more challenging network conditions in
B1(red), followed by B2(blue) and then by B3(green) which
is the best scenario, if compared to the other two.

Fig. 12 plots the inter-packet interval at both sender and
receiver over B1(red), B2(blue) and B3(green). The sender
plot shows the density of waiting time introduced by our
solution (Fig. 12a) and the receiver side shows the effects of
the transmission over the VHF radios following the three
data rate patterns (Fig. 12b). Complementing, Fig. 12c plots
everything together in a strip-chart to highlight the differen-
ces between the delay intervals observed at the sender (S)
and receiver (R). There are at least two observations in this
figure: (i) the intervals introduced by our solution at the
sender are smoothed out by the radio buffer Q0 and air time
(interval between leaving the sender’s radio and arriving at
the receiver’s radio computed at IP layer); (ii) the range of
inter-packet intervals vary as an inverse function of the net-
work conditions, lower data rates means greater IPI range;
e.g., 0-30 seconds forB3(green) and 0-60 seconds forB1(red).

Table 5 lists the experiment’s total time which is divided
into two parts, namely time using the proactive and reactive
mechanisms. The second part of the table lists the averages
Avg(< variable> ) together with the standard deviation (	)
for radio data rate, link data rate computed by the routing
protocol, inter-packet interval and buffer occupancy. For
example, with worse network conditions as in B1 implied
that 42 minutes of proactive usage and 31 minutes in the
reactive solution, and as the conditions improved in B3 the

proactive solution was used more than the reactive (i.e., 25
against 5 minutes). This happened because the configura-
tion of our routing protocol was not sensitive in detecting
the link data rate changes and mostly returned � 9 kbps
during the three experiments, see Avg(orate0 ) also in Table 5.

6.4 Layer 2: Message Queue Q2

6.4.1 How Long to Admission?

Another layer up, at the message queue, we can discuss the
difference between using one large message or a sequence of
messages to create a 500 kB data flow. Remember that at this
layer there are two control functions, one computing the
time for admission (Eq. (4)) and the other computing the
expired messages (Eq. (5)). Fig. 13 plots the time for admission
as a function of time for the three patterns of data rate change
without link disconnections. The peaks for B1(red) and
B2(blue) reach more than 550 seconds and the peak for
B3(green) less than 150 seconds. These numbers were com-
puted with the relation in Eq. (4) using as input the data rate
set by the script implementing the patterns of change (i.e.,
not using the data rate computed by the routing protocol).
Notice that the three curves go slowly converging to zero as
a function of time, and the most challenging conditions in
B1(red) implied a longer variation until reaching zero.

6.4.2 Expired Messages

Given the waiting time in the queue Q2:m
delay
x (defined ear-

lier in Section 5.2.3), we can compute the number of expired
messages using the exemplary time of expire Q2:m

ToE
x also

listed in Table 2. Fig. 14 plots the number of expired mes-
sages for the three sequence of messages (A1, A2 and A3

defined earlier in Section 3 to illustrate the use of model A) as
a function of data rate (varying from 0 to 9.6 kbps) and two
different message sizes (.5, and 2 kB). When the data rate is
zero (worst case) all the messages are expired (100 percent)
as the data rate improved (doubling from .6 to 9.6 kbps),

Fig. 11. Queue of packets: B1 (red), B2 (blue) and B3 (green).

Fig. 12. Inter-packet interval at the sender and receiver.

TABLE 5
Summary of Experimental Results

Patterns of data rate change

Variable B1 (red) B2 (blue) B3 (green)

Total time �73.60 min �42.36 min � 31.53 min
Proactive �42.27 min �30.16 min �25.50 min
Reactive �31.33 min �12.20 min �6.03 min

Avg(orate0 ) 1.53 	1.14 3.40 	2.78 5.00 	2.95
Avg(Dorate0 ) 9.43 	1.79 9.07 	1.59 9.11 	1.83
Avg(Qdelay

1 ) 9.83 	14.01 5.34 	8.84 3.93 	4.53
Avg(Qsize

0 ) 10.11 	1.66 9.40 	2.01 9.03 	2.02

Fig. 13. How long to admission? B1 (red), B2 (blue) and B3 (green).
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lesser number of expired messages were observed. Notice
that for small messages (.5 kB) these three sequences do not
challenge the store-and-forward mechanism for data rates
higher than 2.4; i.e., zeros on 4.8 and 9.6 kbps on the right
hand side of Fig. 14a.

Complementing Fig. 14, Table 6 lists the number of
expired messages in the three queues A1jA2jA3 (with mes-
sage size of .5, and 2 kB for illustration) against the range of
nominal data rates from our VHF radios from 0 to 9.6 kbps.
This table also lists the minimum data rate minðDo0Þ (earlier
defined in Eq. (6)) for delivering each sequence of messages
without letting the messages expire; i.e., no message is
dropped in the queue. Notice that the sequences of mes-
sages with 2 kB challenged our queuing mechanism for all
data rates because we observed expired messages even in
the best conditions (9.6 kbps); except for A1 which has
40 percent of no service call in Fig. 4b.

6.4.3 Delivery Rate and Delay by Priority Class

Now we can move to the receiver side to compute the mes-
sage delivery rate and message delay observed during our
experiments. Table 7 compiles these twometrics for the three
data flowsA1;2;3 (rows) against the three patterns of data rate
change B1;2;3 (columns). Remember that the data flows A
have four classes of message priority, namely 0 flash, 1 imme-
diate, 2 priority and 3 routine. The numbers in this table show
a high delivery rate (%) and low delay (seconds) for mes-
sages with higher priority (0, 1 and 2). And the routine mes-
sages, which are also unreliable as defined earlier in Table 2,
were dropped during all experiments with data flows
exceeding the network capacity (extreme scenario). For B1,
the pattern with lowest data rate, the priority (2) messages
were also dropped because of their low time of expire, 150
seconds, when compared to 300 and 3,600 seconds for flash 0

and immediate 1, respectively. These results suggest that our
queuing mechanism is robust to changes in the network and
can differentiate message-based data flows.

7 DISCUSSION

The models developed in the present investigation explored
the available metrics/requirements to define mathematical
abstractions that were implemented in a tactical system/
network and verified with experiments. Thus, our solutions
for the three problems addressed in this investigation are
bounded by the following challenges/limitations:

� Limited access to user-generated data flows from real
military deployments or exercises. Instead of emu-
lating realistic data flows, model A was designed to
create a wide range of randomly combined messages
that can be reproduced for quantitative comparisons;

� Limited interfaces with military radios to dynami-
cally retrieve network metrics in run time. This sce-
nario is likely to improve with the growing adoption
of software defined radio platforms and standard-
ized protocols (e.g., DLEP). Such developments will
potentially increase the impact of the present investi-
gation, allowing the improvement of our multi-layer
control mechanisms using model AjB.

� The control mechanism introduced in this investiga-
tion was validated in a VHF network. Different com-
munication technologies like UHF and SatCom,
supporting higher data rates, will demand fine tuning
of our control mechanism. However, model AjB is a
valid abstraction to define different control mecha-
nisms actuating in different pipes connected to differ-
ent networks.

8 CONCLUSION

This investigation introduced two models to create ever-
changing communication scenarios in tactical networks
including the element of chance (randomness) from both
user data flows (model A) and network conditions (model
B). In sequence, we sketched a third model AjB to define
multi-layer control loops to handle the ever-changing condi-
tions from model A given the current network conditions
frommodelB. These threemodels were developed to test the
performance bounds of tactical systems and are reproducible

Fig. 14. Number of expired messages in the three queues.

TABLE 6
Number of Expired Messages

Do .5 kB 2 kB

kbps A1 A2 A3 A1 A2 A3

0 100 100 100 100 100 100
0.6 15 27 43 18 53 69
1.2 15 19 13 15 44 58
2.4 00 07 13 15 27 43
4.8 00 00 00 15 19 13
9.6 00 00 00 00 07 13

min(Do) 2.00 2.63 3.33 8.00 10.53 13.33

TABLE 7
Delivery Rate and Message Delay
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for quantitative comparisons. We verified our three models
doing experiments in a VHF network using real military
radios. ModelAwas used to create data flows with 500 kB of
random payload known to overflow the radio buffer (four
times the radio buffer) over the best network conditions
(radios with wired antennas). ModelBwas used to create six
different patterns of ever-changing network states with data
rates varying from 0.6 to 9.6 kbps and also including link dis-
connections.We usedmodelAjB to define a combination of a
reactive/proactive control to shape the user-generated data
flow coping with current network conditions. Our hierarchy
of queues was continuously monitoring the radio buffer
occupancy to pause the transmission when a pre-defined
threshold was crossed (reactive). At the same time, it proac-
tively inserted an interval between IP packets which was
computed using the link data rate (compiled by the routing
protocol), buffer occupancy and latency. Thus, the feasibility
of our control mechanism has been validated in communica-
tion scenarios with both message types and link data rates
changing independently.

As future work, we plan to study the performance of reli-
able transport protocols and proactive routing protocols
over ever-changing network conditions, including discon-
nections, and also delivering ever-changing QoS-con-
strained data flows. Further research is needed to extend
model A to include stream-based data flows like video and
VoIP. We plan to use model AjB to define different schedul-
ing mechanisms like weighted fair share and active queuing
that may have better results during experiments over faster
communication technologies (e.g., UHF radios with up to
240 kbps of nominal data rate). Lastly, we also plan to use
statistical learning algorithms, sitting at the control plane of
model AjB, to compute/predict ever-changing communica-
tion scenarios from different layers.
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