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Abstract—This article takes an analytical approach to investigate the temporal dynamics of interference in wireless networks. We

propose a framework to calculate the autocorrelation of interference in Poisson networks and derive closed-form expressions for the

case of Nakagami fading. The framework takes three correlation sources into account: the location of interferers, the wireless channel,

and the data traffic. We introduce the interference coherence time—in analogy to the well-established channel coherence time—and

show how its basic qualitative behavior depends on the source of correlation. The insights gained can be useful in the design of

medium access control and retransmission protocols.

Index Terms—Interference, autocorrelation, coherence time, Poisson point process, retransmission protocols
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1 INTRODUCTION

IN mobile communication and computer networks, the
way how the received signal power varies over time has

significant impact on the system design and performance.
This dynamics can be quantified by the autocorrelation of the
power signal, which describes how similar two values sepa-
rated by a time lag t are expected to be, thus indicating how
fast the reception power typically changes over time. The
time it takes the autocorrelation to reach a low value is
called coherence time [1]. It basically tells us how long we
need to wait in order to obtain an uncorrelated value with
high probability. Knowledge of this dynamics is essential to
the design of channel coding, interleaving, medium access,
and retransmission protocols, to name a few examples.

Expressions for the autocorrelation function and coher-
ence time are known for different types of fading channels
but always without consideration of interference—they basi-
cally describe the signal received from a single source. Inter-
ference is typically modeled only by its average value or
distribution without consideration of its dynamics. There is
some recent work on interference dynamics (see [2], [3], [4],
[5], [6]), but general expressions for the autocorrelation and
coherence time are largely missing. Such expressions would
serve a similar purpose as the ones for channel correlation.
They would give answers to questions such as: How rapidly
does interference change? Which parameters influence this

correlation? How long should a retransmission protocol
wait before sending again? Besides these basic examples,
interference correlation could also be used for interference
prediction [7].

The reason why the autocorrelation of interference is still
unknown is that almost all work on interference dynamics
considers the node locations as the sole source of correlation
and ignores other relevant sources of correlation. This
shortcoming leads to an autocorrelation that is constant
over t [8] not being useful for system design.

The article at hand investigates the autocorrelation of inter-
ference considering the channel and data traffic as two addi-
tional correlation sources besides the node locations. This
analysis is performed with interferers distributed by a homo-
geneous Poisson point process and communicating over a
wireless fading channel. Random access is performed with-
out carrier sensing. Expressions are derived for an arbitrary
time lag t, thereby generalizing our previous work on inter-
ference autocorrelation in consecutive time slots (t¼1) [9].
The autocorrelation is also called correlation in the following.

Our contributions are as follows:

� Framework for the calculation of interference correlation.
We present a mathematical expression of general

validity for the temporal correlation of interference.

It allows us to combine different correlation sources

and modeling assumptions in a versatile and modu-

lar manner. In contrast to our previous work [9], it is

no longer necessary to address all possible combina-

tions of correlation sources individually. Further-

more, it is now possible to calculate the correlation
for different channel and traffic models by substitut-

ing the correlation of these models into the general

expression. Also mobile nodes can be considered.
� Expressions for interference correlation.We are the first to

derive expressions for the correlation of interference
in Poisson networks with Nakagami block fading and
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with Rayleigh fading according to Clarke’s model
considering three key sources of correlation. These
expressions shed light on the interference dynamics
beyond existing results and may lead to new techni-
ques to exploit the temporal features of interference.

� Coherence time of interference. We introduce the inter-
ference coherence time and are able to derive closed-
form expressions in some cases. Results could be
used by a retransmission protocol to compute the
waiting time for a retransmission.

� Insights on interference dynamics. The numerical evalua-
tions of correlation and coherence time lead to some
insights: First, the correlation caused by node locations
will decrease over t only if there aremobile nodes, and
it is non-negative at all times. If the channel or traffic is
the cause of correlation, negative correlation can occur
aswell. The latter is interesting for systemdesign since
it is unlikely that two time slots separated by a period
with negative correlation both experience high inter-
ference. Second, a comparison of Nakagami block fad-
ing [10] and Clarke’s model [11] suggests that the
qualitative behavior of their correlation is similar and,
in particular, the differences in their coherence times
are negligible. Third, the basic qualitative behavior of
the coherence time is fundamentally different for dif-
ferent sources of correlation: depending on the domi-
nant source, there is either a monotonic increase or
decreasewith increasing traffic.

The article is organized as follows: Section 2 discusses
related work. Section 3 introduces the modeling assump-
tions. Section 4 provides two expressions of general validity
for the temporal correlation of interference. Section 5
derives sub-expressions and analyzes the interference corre-
lation for all sources of correlation and their combinations.
Section 6 derives and analyzes the interference coherence
time. Finally, Section 7 concludes.

2 RELATED WORK

There are results on the temporal correlation of interference
in Poisson networks (see [6], [8], [9], [12], [13], [14]) and for
the stochastic dependency of interference, typically
expressed as the joint outage probability of multiple trans-
missions (see [4], [5], [6], [15], [16], [17], [18], [19]). In all
these publications, however, the node locations are the sole
source of correlation and mobility is not considered. Thus,
the correlation or outage probability is independent of the
time instants of transmissions, and neither temporal pro-
gression of the correlation nor coherence time is analyzed.

An exception to this limitation is the work by Gong and
Haenggi (see [20], [21]). They still consider the node loca-
tions as the sole source of correlation but model mobile
nodes. The mobility causes a decrease of the correlation for
increasing t. The analysis is performed for different stochas-
tic mobility models, including Brownian motion (which is
also used in the article at hand). However, the dependence
of the correlation on t is not comprehensively analyzed and
no notion of coherence time is discussed.

Our previous work on interference correlation [9] takes
the node locations, channel, and traffic into account. It
addresses all 27 possible combinations of these sources but

gives expressions only for consecutive time slots (t ¼ 1),
which is only a special case and provides no insight into the
coherence time.

3 SYSTEM MODEL

3.1 Node Location and Traffic

We consider a Poisson network: a wireless network consist-
ing of nodes randomly located in a plane according to a
Poisson point process (PPP) F on R2. The medium access
opportunities are arranged into time slots. In each slot,
every idle node decides independently from other nodes
whether or not to start a new transmission. The duration of
this transmission is d 2 N time slots (message length), which
is constant for all nodes and over time. We consider the case
where on average a fraction p of all nodes in F starts a new
transmission in each slot. Since only idle nodes start new
transmissions, they adopt a sending probability of p

1�pðd�1Þ.
Let q denote the probability that a node stays idle, i.e.,
q ¼ 1� p

1�pðd�1Þ and St denote the set of all sending nodes at
time t. The expected fraction of nodes sending in a given
time slot t is thus m ¼ jStj ¼ p d, which we refer to as the
traffic intensity (note that m ¼ p d � 1). This traffic model is
simple and aids mathematical analysis. We are well aware
of more sophisticated models, such as [22] and [23], but
stick to the simple model partly to get closed-form results
and partly to avoid a wide range of details and parameters
of the traffic model making the results very specific with
regard to networking scenarios.

3.2 Node Mobility

Both static and mobile nodes are investigated. For mobile
nodes, we let v denote the velocity of all nodes and consider
twomobilitymodels: linearmobility and time-discrete Brow-
nian motion. The linear mobility model assumes the location
of each node x at times t and tþ t to change in a random
directionwith jxt � xtþtj ¼ vt, i.e., the distance increases line-
arlywith time, all nodes have the same constant velocity. This
can be considered to be a reasonable model for time spans
covering the duration of a few time slots, as the direction of
movement and velocity does not change significantly within
the timescale of a slot in a practical system.

The location of a node x with Brownian motion at time
tþ t is xtþt ¼ xt þ vvt [20], [21]. Here, vt is given by

vt ¼
Xt
t¼1

vt ¼d
ffiffiffi
t

p
v0; (1)

where ¼d denotes the equality in distribution and vt are i.i.d.
two-dimensional Gaussian random variables vt � Nð~0;SÞ
with covariance matrix

S ¼
0

ffiffiffi
2
p

q
ffiffiffi
2
p

q
0

0
@

1
A: (2)

Remark. The homogeneity of the PPP describing the node
locations is not altered by these two mobility models. At
any time t, the location of nodes forms a PPP with inten-
sity �. Note that this preservation of homogeneity is not
provided by many other mobility models (e.g., the
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random waypoint model lets nodes asymptotically con-
centrate in the center of the deployment area [24]).

3.3 Wireless Channel

The wireless channel is modeled by a distance dependent
path loss andmultipath fading accounting for reflections, dif-
fraction, and other small-scale propagation effects. The signal
power at a receiver x from an active sender y, with x; y 2 R2, is

pRX ¼ kh2
t ‘xy: (3)

In this equation, k is the sending power of y, which we con-
sider to be the same for all nodes in the network. The term
‘xy ¼ ‘ y� xk kð Þ denotes a non-singular distance dependent
path loss, for which we adopt

‘ y� xk kð Þ ¼ minð1; ky� xk�aÞ; (4)

with a path loss exponent a > 2. Let ‘x ¼ ‘ x� ok kð Þ ¼
‘ xk kð Þ be the path loss from a node x to the origin o.

Fading is modeled by the fading coefficient h2
t at time t (ht

is the signal envelope gain). We use two well-known fading
models: Nakagami and Rayleigh fading. Using Nakagami-m
fading, h2

t is gamma distributed according to h2
t � Gðm;mÞ.

This impliesE h2
t

� � ¼ 1 andE h4
t

� � ¼ mþ1
m . The temporal aspect

of Nakagami fading is modeled as block fading [9], where the
channel is assumed to remain constant over a duration of
c 2 N time slots after which it changes to an independent
state, i.e., a random experiment is carried out independently
of the previous channel state to establish the new channel
state. This model for the temporal behavior is of widespread
use. It matcheswell practical systemswhere the signal timing
is usually designed to approximately meet this condition for
easing the channel state acquisition and equalization tasks.

Using Rayleigh fading, h2
t is exponentially distributed

with mean E h2
t

� � ¼ 1 and second moment E h4
t

� � ¼ 2. The
temporal evolution follows Clarke’s model, where the chan-
nel power autocorrelation is approximately given by (see
Appendix B in [11])

r h2
t1
; h2

t2

h i
� J2

0 ð2pfDtÞ; (5)

where t ¼ t2 � t1, J0ðxÞ is the Bessel function of zeroth
order, and fD ¼ 2f0

v
n
denotes the Doppler spread, where f0

is the carrier frequency, v is the relative velocity, and n is the
speed of light.

The channel coherence time is the time span until the cor-
relation falls below a small fraction of its initial value, e.g.,
the smallest t such that r h2

t ; h
2
tþt

� � ¼ 0:05r h2
t ; h

2
t

� �
. For

Clarke’s model, it can be calculated by [25]

c ¼ J�1
0 ð ffiffiffiffiffiffiffiffiffi

0:05
p Þ

2pfD
: (6)

3.4 Interference

Interference at time t is measured at the origin o of R2,
which is equal to the interference experienced by a typical
node of the network due to Slivnyak’s theorem. Its power is
the sum of the signal powers received from all sending
nodes in the network (besides the intended signal from a
specific sender, which is not considered in this work):

It ¼
X
x2F

kh2
t ‘x gt; (7)

where gt is a Bernoulli random variable indicating whether
node x is sending (gt ¼ 1) at time t or not (gt ¼ 0).

3.5 Classification of Correlation Sources

We consider three sources of correlation of interference:
node locations, wireless channel (i.e., correlated fading),
and traffic. For each of them, there are three possible
options, denoted by a triplet ði; j; kÞ 2 f0; 1; 2g3:

� They are constant or the correlation is not considered
(denoted by 0).

� They are random but uncorrelated (denoted by 1).
� They are random and correlated (denoted by 2).

This leads to 27 cases that have been introduced and ana-
lyzed with respect to temporal correlation of interference
with t ¼ 1 in [9].

4 INTERFERENCE CORRELATION DERIVATION

We now derive general expressions for the correlation of
interference. Interference correlation is measured in terms
of Pearson’s correlation coefficient:

rðtÞ ¼ r It1 ; It2
� � ¼ cov It1 ; It2

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
var It1
� �

var It2
� �q ¼ cov It1 ; It2

� �
var I½ � ; (8)

with the covariance cov It1 ; It2
� � ¼ E It1It2

� �� E It1
� �

E It1
� �

of
interference at time instants t1 and t2, and its variance
var I½ � ¼ var It1

� � ¼ var It2
� �

, which is constant over time due
to the stationarity of the processes involved. The time lag
from t1 to t2 is t ¼ t2 � t1.

We distinguish between random locations (cases ð2; j; kÞ)
leading to interference correlation and known locations
(cases ð0; j; kÞ) not contributing to interference correlation.

4.1 Random Node Locations

Theorem 1 (Correlation for cases ð2; j; kÞ). The temporal
correlation of interference between time instants t1 and t2 con-
sidering the node locations as a source of correlation is

rðtÞ ¼
E h2

t1
h2
t2

h i
E gt1gt2

h i
mE h4

t½ � �
R
R2 ‘x E ‘ xþ vvtk kð Þ½ � dxR

R2 ‘2x dx
: (9)

Proof. The expected value of interference is

E I½ � ¼ EF;h;g

X
x2F

h2
x ‘xgt

¼ EF

X
x2F

Eh½h2
t � ‘x Eg ½gt�

¼ðaÞ dp �
Z
R2

‘x dx

¼ m�
ap

a� 2
;

(10)

where ðaÞ holds due to Campbell’s theorem [4], E h2
t

� � ¼ 1
for all x 2 F and t 2 N, and E gt½ � ¼ m ¼ dp. The indices
for the expectation operator E indicate the random varia-
bles involved and will be omitted in the future. Aiming
for the covariance, we calculate
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E It1It2
� � ¼ E

X
x2F

h2
t1
‘xgt1

X
y2F

~h2
t2
‘ yþ vvtk kð Þ~gt2

" #

¼ E
X
x2F

h2
t1
h2
t2
‘x ‘ xþ vvtk kð Þgt1gt2

" #

þ E
X
x;y2F
x 6¼y

h2
t1
~h2
t2
‘x ‘ yþ vvtk kð Þgt1 ~gt2

2
64

3
75;

(11)

where we introduce ~ht and ~gt to denote the fading coeffi-
cient and sending indicator of node y at time t, respec-
tively. The first of the two expected values of (11) is

E
X
x2F

h2
t1
h2
t2
‘x ‘ xþ vvtk kð Þgt1gt2

" #

¼ E
X
x2F

E h2
t1
h2
t2

h i
‘x E ‘ xþ vvtk kð Þ½ �E gt1

gt2

h i" #

¼ E h2
t1
h2
t2

h i
E gt1gt2

h i
�

Z
R2

‘x E ‘ xþ vvtk kð Þ½ �dx;

(12)

and the second gives

E
X
x;y2F
x 6¼y

h2
t1
~h2
t2
‘x E ‘ yþ vvtk kð Þ½ �gt1 ~gt2

2
64

3
75 ¼ E I½ �2 (13)

due to the independence of node locations, channel, and
traffic in case of x 6¼ y. Hence, the covariance is

cov It1 ; It2
� �¼ E It1It2

� �� E It1
� �

E It2
� �

¼ E h2
t1
h2
t2

h i
E gt1gt2

h i
�

Z
R2

‘x E ‘ xþ vvtk kð Þ½ � dx: (14)

The values of E½h2
t1
h2
t2
� and E½gt1gt2

� characterize the con-

tributions of the channel and the traffic to the interfer-
ence correlation. They depend on the values of j and k of
the case ð2; j; kÞ under consideration.

The variance is obtained by setting t1 ¼ t2, yielding

var I½ � ¼ cov I; I½ � ¼ mE h4
t

� �
�

Z
R2

‘2x dx: (15)

Dividing (14) by (15) yields the result. tu
Remark. This result holds for any mobility model for which

the node locations form a stationary PPP in each time slot
t. The PPPs in different time slots do not have to be sto-
chastically independent.

Corollary 1 (Correlation for cases ð2; j; kÞ without
mobility). The temporal correlation of interference between t1
and t2 considering the node locations as sources of interference
correlation and having no mobility is

rðtÞ ¼
E h2

t1
h2
t2

h i
E gt1gt2

h i
mE h4

t½ � : (16)

Proof. Substituting v ¼ 0 into (9) yields the result. tu

4.2 Known Node Locations

Theorem 2 (Correlation for cases ð0; j; kÞ). The temporal
correlation of interference between t1 and t2 if neglecting the
node locations as sources of correlation is

rðtÞ ¼
E h2

t1
h2
t2

h i
E gt1gt2

h i
� m2

mE h4
t½ � � m2

: (17)

Proof. The covariance of interference is

cov It1 ; It2
� � ¼ E

X
x2F

X
y2F

cov h2
t1
‘xgt1 ;

~h2
t2
‘y ~gt2

h i" #

¼ E
X
x2F

cov h2
t1
‘xgt1 ; h

2
t2
‘xgt2

h i" #

þ E
X
x;y2F
x6¼y

cov h2
t1
‘xgt1 ;

~h2
t2
‘y ~gt2

h i2
64

3
75:

(18)

The covariance in the second sum is always zero as the
arguments are stochastically independent. The covari-
ance in the first sum yields

E
X
x2F

cov h2
t1
‘xgt1 ; h

2
t2
‘xgt2

h i" #

¼ðaÞ E
"X

x2F
E h2

t1
h2
t2

h i
‘2x E gt1gt2

h i
� �E h2

t

� �
‘x E gt½ ��2

#

¼ðbÞ E h2
t1
h2
t2

h i
E gt1gt2

h i
� m2

� �
�

Z
R2

‘2x dx;

(19)

where in ðaÞwe calculate the covariance with cov X;Y½ � ¼
E XY½ � � E X½ �E Y½ � and in ðbÞwe substitute E h2

t

� � ¼ 1 and
E gt½ � ¼ m. The variance is given by

var I½ � ¼ cov I; I½ � ¼ �mE h4
t

� �� m2
�
�

Z
R2

‘2x dx: (20)

Dividing (19) by (20) yields the result. tu
Remarks.

� Theorem 2 does not include mobility, since the
node locations are not considered.

� The correlation is rðtÞ 	 0 for all cases ð1; j; kÞ.
� Theorems 1 and 2 are generally valid, indepen-

dent of the channel and traffic models used. In
particular, the correlation is influenced by these
models only via E½h2

t1
h2
t2
� in case of channel and

via E½gt1
gt2 � and m in case of traffic. Hence, any

model can be incorporated into this framework
by substituting expressions for these expected
values accordingly.

5 INTERFERENCE CORRELATION ANALYSIS

Using the general expressions derived, we can now analyze
the interference correlation for the three sources of correla-
tion. We start by treating these sources individually and
afterward study some combinations. A summary of some
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results is given in Table 1 for cases without mobility.1

Substituting t ¼ 1 and m ¼ 1 leads to the correlation results
of [9, Table 1].2

All plots in this section have been compared to simula-
tion results, which show a good match. We refrain from
plotting the simulation results as they would crowd the fig-
ures without providing any additional insights.

5.1 Correlation by Node Locations

The locations of the interfering nodes introduce a correla-
tion that can be interpreted in the following way: If a
receiver has close-by interferers, it is more likely to be dis-
turbed during the reception of a message as if no interferers
are close. Without mobility, this correlation is independent
of t, i.e., rðt1Þ ¼ rðt2Þ for all t1; t2 2 Z.

We investigate the relation between outage probability
and the interference correlation with t ¼ 1. For this pur-
pose, we consider a communication link between a receiver
at the origin o and a sender one length unit away from the
receiver. This link is in outage if the signal-to-interference
ratio (SIR) is below 1, i.e.,

h2P
x2F h2

x ‘x gx

< 1; (21)

where h2 is the channel state between sender and receiver,
and the denominator is defined in (7). We are particularly
interested in a link being n times in outage

P SIR1 < 1; . . . ; SIRn < 1½ �

¼ E exp �
X
x2F

h2
x kxk�a 1x

 !n" #

¼ exp ��

Z
R2

1� p

1þ ‘x
þ 1� p

	 
n

dx

	 

;

(22)

where Rayleigh fading (m ¼ 1) is assumed. Details of the
derivation can be found in [26].

Fig. 1 shows the outage probabilities over varying interfer-
ence correlation rð1Þwhile keeping the expected interference
E I½ � constant. The constant E I½ � is achieved by setting
�p ¼ 10�4 and varying p to change the correlation. In this par-
ticular case, the correlation is rð1Þ ¼ p

2. As can be seen in the
plot, interference correlation does not affect the outage proba-
bility for n ¼ 1 but has significant impact on outage if n > 1.
In the high correlation regime, the outage probability is sev-
eral orders of magnitude higher than for low outage. This
probability approaches the probability of a single outage
event for increasing rð1Þ. In the low correlation regime, the n
outage events of a given link become almost independent,
and in the limiting case rð1Þ ! 0 they become independent,
i.e., limrð1Þ!0 P SIR1 < 1; . . . ; SIRn < 1½ � ¼ ðP SIR < 1½ �Þn.

In case of mobility, the interference correlation
decreases with increasing t [21], depending on the veloc-
ity v and the type of mobility. Fig. 2 shows the correlation
over t for both linear mobility and Brownian motion. For
the same v, the distance traveled in time t is on average
smaller with Brownian motion, and hence the correlation
decreases slower with t. In general, the decrease of corre-
lation depends only on the distance traveled during t or
its distribution in case it is random (e.g., for Brownian
motion).

TABLE 1
Correlation and Coherence Time of Interference for Nakagami Block Fading without Mobility

Locations Channel Traffic Correlation Coherence time

i j k rðtÞ tc

0 0 0 undefined undefined
0 0 1 0 1

0 0 2 qtþm�1
m

for t < d log ð1�mÞ
log q

0 1 0 0 1
0 1 1 0 1

0 1 2 mðm�1Þðqtþm�1Þ
mðmðm�1Þ�1Þ for t < d log ð1�mÞ

log q

0 2 0 1� t
c for t � c c

0 2 1 pðc�tÞ
cð1þm�mpÞ for t < c c

0 2 2 qtðm�1Þ�2mþ1ð Þðt�cðmþ1ÞÞ�cmm2

cmð1þm�mmÞ for t < minðc; dÞ –

1 0, 1, or 2 0, 1, or 2 0 1
2 0 0 1 1
2 0 1 p 1
2 1 0 1=2 1
2 1 1 p=2 1
2 0,1 2 qtð1�mÞþ2m�1

E½h4 �m for t < d –

2 2 0 1� t
cðmþ1Þ for t < c –

2 2 1 p 1� t
cðmþ1Þ

� �
for t < c –

2 2 2 qt ðm�1Þ�2mþ1ð Þðt�cðmþ1ÞÞ
cmðmþ1Þ for t < minðc; dÞ –

Coherence time expressions must be rounded to the next higher integer.

1. Expressions in Table 1 hold for small time lags t < c and t < d
and without mobility. The general expressions, valid for arbitrary t and
mobility, are too long for the table but are available in the text. Coher-
ence time results are computed by solving rðtÞ ¼ 0 for t, where some
cases can only be solved numerically (marked as ‘–’).

2. There is a difference in the cases ði; 2; 1Þ and ði; 2; 2Þ due to differ-
ent modeling assumptions: the channel in this paper changes every cth
slot; the channel in [9] changes c slots after a message start.
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5.2 Correlation by Wireless Channel

5.2.1 Block Fading

The wireless channel is modeled as a block fading channel
with length c slots. This means that the channel gain due to
multipath propagation from a potential interferer stays
unchanged for c slots and then changes to a stochastically
independent value. This change is independent for each of
the potential interferers. Hence, in each slot on average the
channels of 1

c interferers change to a new state. This assump-
tion introduces a correlation to the interference values of
different slots for c > 1. In the expressions for interference
correlation in Theorems 1 and 2, the effect of the channel
of node x is covered by the term E½h2

t1
h2
t2
�. For Nakagami

fading, this term depends on the fading parameter m, the
channel block length c, and the time lag t. It is given by

E h2
t1
h2
t2

h i
¼

mþ1
m � t

mc for t < c
1 for t 
 c:

�
(23)

In the special case of Rayleigh fading (m ¼ 1), this term sim-
plifies to E½h2

t1
h2
t2
� ¼ 2� t

c for t < c.

Remark. If a node travels at least half the wavelength dur-
ing a single slot, the channel can be assumed to be sto-
chastically independent for consecutive slots, i.e., c ¼ 1.

Under this assumption, fading does not contribute to
interference correlation, and equations for cases ði; 1; kÞ
for i; k 2 f0; 1; 2g apply.

If the channel is the sole source of interference correla-
tion, we are in a static case (0,2,1). A plot of interference
correlation is shown in Fig. 3 for different values of the
channel block length c. The correlation decreases linearly
with t and vanishes for all t 
 c. For a given t, slower
fading (higher values of c) implies a higher correlation.
In the limit, for a constant channel, i.e., c ! 1, we get

lim
c!1 rðtÞ ¼ p

1þm�mp
; (24)

independent of t.

5.2.2 Clarke’s Model

The wireless channel is now modeled according to
Clarke [11]. This implies Rayleigh fading, and hence the
channel gain follows an exponential distribution. From the
correlation of fading (5), it follows that

E h2
t1
h2
t2

h i
� J2

0 ð2pfDtÞ þ 1; (25)

where J0ðxÞ is the Bessel function of zeroth kind, and fD
denotes the Doppler frequency. This expression can be
substituted into Theorem 2 to verify what happens if the
channel is the sole source of correlation:

rðtÞ ¼
E h2

t1
h2
t2

h i
E gt1

gt2

h i
� m2

mE h4
t½ � � m2

¼ p J2
0 ð2pfDtÞ
2� p

; (26)

which is shown in Fig. 4. If all nodes are transmitting
(p ¼ 1), we have the known result rðtÞ ¼ J2

0 ð2pfDtÞ. For
smaller p, the correlation takes smaller values, as expected.
The interference coherence time is about three slots, which
corresponds to the channel coherence time.

5.3 Correlation by Data Traffic

Correlated traffic is caused by d > 1, which impacts inter-
ference correlation via the expected value E½gt1

gt2 �.

Fig. 1. Probability of a link being n times in outage over the interference
correlation rð1Þ. The expected interference E I½ � is constant by setting
�p ¼ 10�4. Other parameters are a ¼ 4 andm ¼ 1.

Fig. 2. Correlation for the case (2, 0, 1) for the linear mobility model
(open marks) and for Brownian motion (filled marks) with different veloci-
ties v. The velocity is measured in meters per time slot and the sending
probability is p ¼ 0:9.

Fig. 3. Correlation for the case (0, 2, 1) for varying the channel block
length c. The Nakagami fading parameter ism ¼ 1

2 and the sending prob-
ability is p ¼ 0:9.
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Lemma 1 (Traffic correlation). The probability that a node
sends in two given slots t1 and t2 is

E gt1
gt2

h i
¼ max

�
0; p ðd� tÞ�þ p2

1� pðd� 1Þ
Xminðt�1;d�1Þ

i¼0

Xminðt�i;dÞ

j¼1

Xg
db c

k¼0

g� kdþ k

k

	 

qg�kdð1� qÞk;

(27)

where g ¼ t � i� j and q ¼ 1� p
1�pðd�1Þ.

Proof. Let us assume that a certain node x sends in both
slots t1 and t2. There are two possibilities: (I) a single mes-
sage spans both slots or (II) two different messages are
transmitted in these two slots. A message consists of d
slots; we reference each of them by an index ranging over
1; 2; . . . ; d. Let i denote the index of the message at t1 and
j the index at time t2, and write the indices as tuples ði; jÞ.

The probability P½gI
t1;t2

� that a single message spans
over both t1 and t2 is given by

P gI
t1;t2

h i
¼ p ðd� tÞ for d > t

0 else.

�
(28)

As shown in Fig. 6, this happens because in each
slot a fraction of p nodes starts a transmission.
For d > t, there are d� t slots for which a message
starting there would span both slots of interest.
In this case, the indices ði; jÞ always differ by

the time lag j� i ¼ t. For d � t, the time period
between t1 and t2 is larger than the message length,
and hence, it is impossible that a single message
spans both slots.

The probability P½gII
t1;t2

� of two different messages

being transmitted at slots t1 and t2 is calculated by
summing the probabilities of all possible indices ði; jÞ
(see Fig. 5). The range of the index i is from
max

�
1; d� ðt � 1Þ� to d, i.e., if t 
 d, we have

i ¼ 1; . . . ; d; in case t < d, the index i has to be big
enough to avoid a single message spanning both slots
t1 and t2. The range of the index j depends on the
value of i, as the message covering slot t2 must not
overlap with the message covering t1. Hence, j ranges
from 1 to min

�
t � ðd� iÞ; d�, i.e., if there is enough

space between t1 and t2, j can go up to d; otherwise
its maximum value is determined by the case where
the two messages are transmitted directly one after
another, as for the indices (1,1), (2,2), and (3.3) in
Fig. 5.

In order to calculate the probability of the situation
described by indices ði; jÞ, we calculate the number of
slots between the end of the message covering t1 and the
beginning of the message covering t2 by

g ¼ t � ðd� iÞ � j: (29)

These intermediate slots can be covered by additional
messages if there is enough space, i.e., if g 
 d. The num-
ber k of messages fitting these intermediate slots is at
most k � g

d

� 
where xb c denotes the biggest integer that is

smaller than or equal to x. If k messages are present in
the intermediate slots, there are e ¼ g� kd slots unoccu-
pied. The probability of a message starting is
1� q ¼ p

1�pðd�1Þ, as mentioned in Section 3, and the proba-

bility of an empty slot is q ¼ 1� p
1�pðd�1Þ. Therefore, the

probability that t1 and t2 are occupied by different
messages is

Fig. 4. Correlation of interference for the case (0, 2, 1) for varying
the sending probability p. The Doppler frequency for Clarke’s model
is fD ¼ 0:128 leading to a channel coherence time of three time
slots.

Fig. 5. An illustration of the potential starting slots of two messages covering t1 and t2. In the shown setup (d ¼ 3 and t ¼ 3), there are six possibilities,
of which the indices are shown on the right hand side.

Fig. 6. An illustration of the slots in which transmissions start that each
span over both slots t1 and t2. In the shown setup (d ¼ 4 and t ¼ 2),
there are two possibilities: messages starting at t1 having indices (1, 3)
and messages starting at t1 � 1 with indices (2, 4).
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P gIIt1;t2

h i
¼ p2

1� pðd� 1Þ
Xd

i¼maxð1;d�ðt�1ÞÞ

Xminðt�ðd�iÞ;dÞ

j¼1

Xg
db c

k¼0

eþ k

k

	 

p

1� pðd� 1Þ
	 
k

1� p

1� pðd� 1Þ
	 
e

:

(30)

Overall, we can sum the two probabilities calculated
above to get the expected value E½gt1

gt2 � ¼ P½gI
t1;t2

�þ
P½gIIt1;t2 �. In (30) we substitute i by i� d to get the result. tu

Remark. In this lemmawe assume that themessage duration
d is constant for all nodes. However, it is possible tomodify
our results to account for differences in message length. If
we assume, for example, that each node uses its own ran-
domly chosen message length dx with dx i.i.d., we could
adopt our results by adjusting the expressions of E gt½ � and
E½gt1

gt2
� accordingly: The traffic intensitywould change to

E½gt� ¼ m ¼ pE½dx� throughout the article. Furthermore,
the expression (27) in Lemma 1 represents the probability
E½gt1

gt2
j dx� andwewould have to compute

E gt1
gt2

h i
¼ Edx

�
E gt1

gt2
j dx

h i�
¼
X1
i¼0

E gt1
gt2

j dx
h i

P dx ¼ i½ �;
(31)

where P dx ¼ i½ � is the probability that node x transmits
with message length d ¼ i.

Corollary 2 (Traffic correlation for t � d). If the lag t is
smaller than or equal to the message length, the result of
Lemma 1 simplifies to

E gt1
gt2

h i
¼ p ðd� tÞ þ p

tð1� qÞ þ qtþ1 � q

1� q
; (32)

where q ¼ 1� p
1�pðd�1Þ.

Proof. If we consider the assumption t � d in (28), only the
first case can occur. In (30), the upper bounds of the first
two sums simplify to t � 1 and t � i, respectively. In the
third sum, the upper bound bgdc ¼ 0, and hence there is
only one summand with k ¼ 0. Thus, we have eþk

k

� �
ð p
1�pðd�1ÞÞk ¼ 1, and overall we have

E gt1 gt2

h i
¼ p ðd� tÞ þ p2

1� pðd� 1ÞXt�1

i¼0

Xt�i

j¼1

1� p

1� pðd� 1Þ
	 
t�i�j

:

(33)

The inner sum of this expression is a geometric series
(with the power being 0; . . . ; t � i� 1). After replacing
the closed form result of the inner sum, the outer sum
also results in a geometric series but with the first term
(i ¼ 0) missing. Applying the sum expression of geomet-
ric series twice yields

Xt�1

i¼0

Xt�i

j¼1

qt�i�j ¼
Xt�1

i¼0

1� qt�i

1� q

¼ t �Pt�1
i¼0 q

t�i

1� q

¼ t � 1�qtþ1

1�q þ 1

1� q
;

(34)

where the 1 is due to the sum starting at i ¼ 1
instead of 0. Applying some basic algebra leads to the
result. tu
We now investigate the temporal correlation of inter-

ference when the traffic is the sole source of correlation
(case (0, 0, 2)). Fig. 7 shows a heat map of the interference
correlation for different message lengths d. Correlation is
highest for t ¼ 1 and decreases until the lag matches the
message length (t ¼ d), where it is negative. For lags
above d, it increases to reach a small positive value, from
where a damped oscillating behavior is observed. The lag
for which zero crossings exist depends, besides the mes-
sage length, on the sending probability p: for higher p
the correlation is in general smaller which implies that
it reaches zero for smaller t and it gets more negative
at t ¼ d.

A detailed study of the impact of p on correlation is pre-
sented in Fig. 8. Our first observation is that the traces can
be separated into two groups: The influence of p is different
for d � t than for d > t. For d � t, the correlation is always
negative if dmod 2 ¼ tmod 2 or otherwise mostly positive;
only for small p it can take small negative values. Further-
more, it converges to zero for p ! 0.

This behavior can be explained in the following way: Let
us assume we have a message length d ¼ 2. Since on aver-
age p nodes start a new transmission in each slot and they
are chosen from the nodes that are idle, the nodes start to
form two groups. One group of starts their transmissions in
even slots; the other starts them in odd slots. This group for-
mation is stronger for higher p. Hence, there is a negative
correlation for even values of t (as mostly the same nodes
transmit in t and tþ t) and positive correlation for odd
values of t (as mostly nodes of different groups transmit in
these two slots).

For d > t there are significantly higher correlation val-
ues for small p and in the limit for p ! 0 it approaches

limp!0 rðtÞ ¼d> t d�t
d . For higher p the correlation decreases

and becomes negative.

Fig. 7. Correlation for the case (0, 0, 2) for varying the message length d.
The sending probability is p ¼ 0:05.
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In all cases, we have limp!1
d
rðtÞ ¼ 0, which means that all

nodes are always transmitting and hence there is zero vari-
ance and covariance.

5.4 Correlation by Multiple Sources

5.4.1 Channel and Traffic

Fig. 9 shows a heat map of the correlation when both channel
and traffic introduce correlation (case (0, 2, 2)) for both fading
models. Results are shown for c ¼ 22. For given values of c
and d, the correlation is highest for t ¼ 1. For increasing t,
the correlation shows a damped oscillation around zero and
vanishes in the limit t ! 1. For each value of d, there is a
sharp change of trend at two points: The first is at t ¼ c and
the second at t ¼ d. These are the points where the correla-
tion caused by traffic and channel, respectively, are at their
minimum. The contribution of the channel is zero for t 
 c,
and the contribution of traffic is negative for t ¼ d and
increases for further increasing t.

The case d ¼ 10 is special since all nodes are transmitting
all the time (i.e., we have a traffic intensity m ¼ 1). In such a
setting, the traffic does not cause any correlation, and hence
the correlation of interference is fully determined by the
channel correlation. This corresponds to the case (0, 2, 0), in

which the correlation has a linear dependence on t (topmost
row in the heat map).

When comparing Figs. 9a and 9b, almost no difference is
noticeable, which indicates that the two fading models behave
similar. In order to further investigate their similarity, we com-
pare their correlation in Fig. 10. The comparison is performed
assuming the same coherence time for both fading models,
which can be achieved by inverting the expression for coher-
ence time of Clarke’s model (6). The results show that the
exact correlation values are different, but the qualitative
behavior is very similar. This justifies the use of the block fad-
ing model for interference analysis, as it is a good approxima-
tion of the mathematically more complex Clarke model.

5.4.2 Node Locations, Channel, and Traffic

When accounting for all three sources of interference correla-
tion and no mobility (case (2, 2, 2)), the correlation evolves as
shown in Fig. 11. Correlation starts at a high level for small t
and tends to decrease for increasing t, although not monotoni-
cally, as there are also ranges of t where correlation slightly
increases. For t beyond the message length d and channel
coherence time c, the correlation approaches its static value as
determined by the node locations (case (2, 0, 1)). In the limit

Fig. 8. Correlation for the case (0, 0, 2) for varying the sending probabil-
ity p and message length d.

Fig. 9. Correlation for the case (0, 2, 2) for varying message length d.
The sending probability is p ¼ 0:1, the channel coherence time is c ¼ 22
for both fading models.
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t ! 1, it converges to the values of that case. This is
explained by the fact that the contribution of the node loca-
tions to the interference correlation does not change with t.
Hence, for values of t, for which the correlation contributions
from other sources vanish, the node locations are the only
source of correlation and fully determine its value.

The specific trends of the correlation are determined by
the network parameters. The first qualitative change of the
trend is the first local minimum, i.e., the point where it first
starts to increase, which is located at t ¼ d. This corre-
sponds to case (0, 0, 2), where a similar local minimum is
present. The second qualitative change of the trend can be
found at t ¼ c ¼ 14, which is the time lag for which the cor-
relation of the channel vanishes. The order of these two
events depends on which of the parameters d and c has the
higher value. Overall, the correlation behaves similar to
case (0, 2, 2) with the difference that it approaches a nonzero
constant value instead of zero correlation for high t.

6 COHERENCE TIME

Comparable to defining the channel coherence time (1), we
define the interference coherence time to be the time lag until
the correlation of the interference becomes small and hence
the interference becomes stochastically independent from
its original value.

Definition (Interference coherence time). The interference
coherence time tc is the minimum time lag t such that the cor-
relation is smaller than a threshold u, i.e.,

tc ¼ min
�
t 2 N j rðtÞ � u

�
: (35)

Remark. This is a subjective definition since tc is a function of
u, which has to be chosen in accordance to the considered
case. The threshold below which interference can be
assumed to be uncorrelated is in general greater than zero.
If, for example, a scenario with no mobility and correlation
from the node locations is considered (case ð2; j; kÞ), correla-
tion will not drop to zero, nomatter how high the time lag t.

The coherence time depends on the sources of correlation
and the time they need to uncorrelate. In the following, we

consider them separately to acquire an insight into their
individual roles.

6.1 Impact of Traffic on Coherence Time

We consider the coherence time tc that results from a thresh-
old u ¼ 0. If all transmissions span d slots, the correlation of
interference monotonically decreases for d slots (see Fig. 7).
However, the coherence time is typically shorter, as the corre-
lation is negative after d slots and hence crosses zero earlier,
i.e., tc � d. Thus, for the analysis of the coherence time we can
adopt the simplified expression from Corollary 2.

In order to calculate the coherence time, we have to find
the value of t such that rðtÞ ¼ 0. For general parameters
there is usually no slot that exactly reaches zero correlation
and therefore we instead calculate the time lag t until corre-
lation reaches zero and then round to the next higher
integer.

Theorem 3 (Coherence time for case (0, 0, 2)). The coher-
ence time if traffic is the only source of correlation is

tc ¼ log ð1� mÞ
log q

� �
; (36)

where q ¼ 1� p
1�pðd�1Þ and ceiling function dxe.

Proof. The correlation of interference rðtÞ is defined as in
Theorem 2. Since traffic is the only source of correlation,
we substitute E½h2

t1
h2
t2
� ¼ E½h4

t � ¼ 1. Further, we substitute
the result of Corollary 2 for E½gt1 gt2

� into Theorem 2
yielding

rðtÞ ¼ p ðd� tÞ þ p tð1�qÞþqtþ1�q
1�q � m2

m� m2
: (37)

Solving the equation rðtÞ ¼ 0 for the time lag t gives

t ¼ log ð1� mÞ
log q

: (38)

In general the solution of t in this expression is a non-
integer. We round it to the next higher integer as the
correlation is monotonically decreasing with t and we
aim for a correlation being smaller or equal to zero. tu

Remark. Although Theorem 3 has been derived without
fading, the same expression holds for fading with

Fig. 10. Correlation for the case (0, 2, 2) for varying the channel block
length c. Filled marks indicate Clarke’s model; open marks indicate block
fading. In both cases, we assume Rayleigh fading, the message length
is d ¼ 5, and the sending probability is p ¼ 0:1.

Fig. 11. Correlation for the case (2, 2, 2) for varying the message length
d, the sending probability is p ¼ 0:1, and the coherence time of Clarke’s
fading model is c ¼ 14. A static network is considered (v ¼ 0).
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c ¼ 1, i.e., for case (0, 1, 2), as the only consequence
of fading is to divide the correlation by a constant
value mþ1

m .

Fig. 12 shows the corresponding plot of the interference
coherence time. For very small sending probabilities p
(close to zero), the coherence time is roughly equal to the
message length (tc � d). For increasing values of p, the
coherence time is monotonically decreasing and approaches
its minimum for m ! 1, which is limp!1

d
tc ¼ 1. In this case,

interference is uncorrelated already in consecutive slots.

It is interesting that the coherence time depends on the
sending probability p. Protocols that require two uncorre-
lated slots (e.g., a retransmission protocol) must adjust the
retransmission back-off interval (= time lag) to the traffic
load of the network. For higher traffic load, the back-off
interval could be shortened based on this coherence time
result, leading to a lower transmission delay. There might
be other reasons that prevent the back-off interval from
being too short, but still this example illustrates the benefit
of having a good understanding of interference dynamics.

6.2 Impact of Channel on Coherence Time

If the channel is the sole source of correlation, we have the
following result.

Theorem 4 (Coherence time for case (0, 2, 1)). The interfer-
ence coherence time tc equals the channel coherence time c if the
channel is the sole source of correlation.

Proof. From Theorem 2 we have

rðtÞ ¼ p
�
E½h2

t1
h2
t2
� � 1

�
ðmþ1Þ

m � p
; (39)

whereE½h2
t1
h2
t2
� is given in (23) for block fading and in (25)

for Clarke’s model. For block fading, in the case t ¼ c� 1
we have rðtÞ ¼ p

cð1þm�mpÞÞ, which is always positive for
p > 0. As for t 
 c the correlation vanishes, the coherence
time is always equal to c. For Clarke’s model, we get

rðtÞ ¼ pJ2
0
ð2pfDtÞ
2�p , where coherence time is defined as the

first occurance of rðtÞ < u. Substituting (6) for t yields

rðtÞ ¼
pJ2

0 2pfD
J�1
0

ð ffiffiup Þ
2pfD

	 

2� p

¼ p u2

2� p
: (40)

As for u ¼ 0we have rðtÞ ¼ 0, it follows tc ¼ c. tu

6.3 Impact of Node Locations on Coherence Time

If the node locations are considered as a source of correla-
tion, it is important to assume mobility. Otherwise the
temporal correlation caused by node locations only node
locations is constant for all t 
 1 and never reaches u. If
other sources of correlation exist, the correlation converges
to this constant for t ! 1 (actually the convergence is fast
for reasonable values of c and d). Specifically, if the static
node locations are the only source of correlation, we have
rðtÞ ¼ p, independent of t (see [8], [9]). In this case, it makes
no sense to talk about a coherence time.

Let us assume that nodes move at a velocity v > 0. The
temporal correlation of the interference is monotonically
decreasing to its limit limt!1 rðtÞ ¼ 0. For finite time, how-
ever, it will get arbitrarily small but remain positive. Hence
we choose a threshold u > 0 for our analysis.

There is no closed-form expression of the coherence time
of interference tc when correlation is induced by the node
locations. This is due to the rightmost integration in (9) that
has no closed-form solution and therefore cannot be rear-
ranged to give an expression for t. Accounting to this, we
numerically evaluate the coherence time tc. Fig. 13 shows tc
with a threshold u ¼ 0:01 for varying sending probability p
and different velocities v. The general trend corresponds to
intuition: First, tc increases with increasing p, as the tempo-
ral correlation of interference increases with p, making the
threshold u to be crossed later. For very small sending prob-
abilities the coherence time is very small (in the limit we
have limp!0 tc ¼ 1), and the interference in consecutive slots
is uncorrelated. This behavior opposes the trend in case
(0, 0, 2), where the coherence time decreases with increasing
p (see Fig. 12). Second, a higher velocity v leads to a smaller

Fig. 12. Interference coherence time if considering solely the traffic as
source of temporal correlation (case (0, 0, 2)) over the sending probabil-
ity p for varying the message length d. In this plot, the rounding to the
next higher integer is omitted to avoid high overlap of the curves, i.e., we
plot (38) instead of (36).

Fig. 13. Interference coherence time considering the node locations as
sole source of temporal correlation (case (2, 0, 1)) with linear mobility.
The results are plotted over the sending probability p for varying the
velocity v, with u ¼ 0:01. The steps in the plot occur since tc is measured
in terms of slots and hence is integer.
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coherence time, the reason being that nodes with higher
velocity reach the decorrelation distance earlier.

The general trends are the same with Brownian motion, but
the coherence times are higher. This is because the distance
between the initial and final positions of a typical node increases
slower due to the back and forth movements. We omitted a plot
of these results as they do not provide further insights.

7 CONCLUSIONS

This article investigated the temporal dynamics of interfer-
ence bymeans of correlation and coherence time usingmeth-
ods from stochastic geometry. We provided a mathematical
framework of general validity for the computation of inter-
ference correlation in Poisson networks and derived specific
expressions for wireless channels with Nakagami block fad-
ing and Rayleigh fading according to Clarke’s model.

The shape of the correlation over t looks as follows: It
decreases for small t with a slope depending on the correla-
tion sources and reaches zero (no correlation) in some cases.
It follows a damped or overdamped oscillation around/to
zero or another value. Negative correlation can occur if the
channel or traffic are considered as correlation sources. If
the node locations are the sole source, mobility helps to
reduce interference correlation. Nakagami block fading and
Clarke’s model lead to qualitatively similar behavior for
both interference correlation and coherence time.

Further research is needed to assess how the derived
expressions can be harnessed in the design of communica-
tion techniques and protocols.
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