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Abstract—A thorough understanding of the temporal dynamics of interference in wireless networks is crucial for the design of

communication protocols, scheduling, and interference management. This article applies stochastic geometry to investigate the

interference dynamics in a network of nodes that use carrier sense multiple access (CSMA). This type of network is approximated by

a Mat�ern hard-core point process of type II with Nakagami fading. We derive and analyze expressions for the variance, covariance, and

correlation of the interference power at an arbitrary location. Results show that even though the commonly used Poisson approximation

to CSMA may have the same average interference as the Mat�ern model, the interference dynamics behaves significantly different.

In this way, this study reveals a pitfall in the modeling of wireless systems and contributes to the theory of interference calculus.

Index Terms—Wireless networks, stochastic geometry, interference dynamics, correlation,Mat�ern point process, hard-core process,modeling

pitfalls, Nakagami fading, CSMA
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1 INTRODUCTION

1.1 Motivation

THE modeling and analysis of interference in wireless net-
works by means of stochastic geometry [1] has become

popular in the course of the past 15 years (see [2], [3], [4]).
The majority of work in this domain uses simple modeling
assumptions for reasons of mathematical tractability. A com-
mon network model includes uniformly randomly distrib-
uted nodes employing slotted ALOHA for medium access
and Poisson arrival of transmission demands. This leads
to uniformly distributed senders for interference analysis,
which can be modeled by a Poisson point process (PPP).
The PPP facilitates the derivation of mathematical expres-
sions while retaining important network properties. Such
networks are sometimes called Poisson networks; they are
well understood in the communications theory community
with several results available in the literature (see [3], [4], [5],
[6], [7], [8], [9]).

In practice, however, many computer and communication
networks do not access the shared medium in an ALOHA
style but perform some type of carrier sensing. An example is
Carrier Sense Multiple Access (CSMA), in which each node
senses the medium and only starts to send a message if
the medium is idle (otherwise backs off according to some
rule and tries to send at a later instant) with the goal to reduce
the number of message collisions. CSMA is also the basis for
medium access control in IEEE 802.11 [10]. Although carrier

sensing is not captured by Poisson networks, CSMA net-
works are approximated in most analytical studies by a
Poisson network [11], [12], [13], [14], [15]. This approximation
has been shown to be accurate for first-order statistics of
the interference power, i.e., statistics at one point in space,
such as expected value and variance (see [12], [13], [16]).
Its suitability for higher-order statistics of interference (i.e., at
several points in time or space) is, however, still unknown.

A better, very natural choice to model the senders in net-
workswith carrier sensing is theMat�ern hard-core point pro-
cess (MPP) [17]. It introduces a guard circle around each
sender in which no other node is allowed to send (see [3],
[18]). This resembles the carrier sensing and is, in fact, suited
for any kind of wireless network with spatial reservation
of a transmission floor. It is still only an approximation for
CSMA networks because real CSMA implementations are
more complex. For example, there is a chance that two close
nodes send simultaneously due to imperfect sensing or hid-
den terminal problems [19]. MPP assumes perfect sensing,
thus leading to a slight underestimation of interference.
Nevertheless, the approximation by MPP is much closer to
CSMA than any PPPmodel and brings the theory of interfer-
ence calculus a step forward in the direction of more realistic
models. From a more general perspective, only few analyti-
cal results are available for MPPs, severely limiting the
accurate analysis of many modern wireless technologies.
The article at hand intends to fill this research gap with
special emphasis on the stochastic analysis of interference
dynamics.

1.2 Contributions

We derive expressions for the expected value, variance,
covariance, and temporal correlation of the interference
power at an arbitrary point in space in a networkwith carrier
sensing modeled by an MPP of type II. Wireless links are
modeled by a distance-dependent path loss and Nakagami
small-scale fading. The derived expressions are analyzed to
highlight the pitfalls of the popular Poisson approximation
to CSMA and to explore the impact of system parameters
on the correlation of interference. The main novelty is that
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expressions for higher-order moments and correlation of interfer-
ence have been unknown so far for Mat�ern networks. These meas-
ures show as to how interference changes over time: Is it
changing strongly or weakly (variance)? Is it changing
quickly or slowly (correlation)? Along these lines, our results
give a deeper and more realistic understanding of the tempo-
ral dynamics of interference in wireless networks.

From a practical perspective, such understanding is use-
ful in the design of communication protocols, scheduling,
and interference management for many popular wireless
technologies for which only rough approximations are avail-
able today. For example, a cooperative relaying protocol
should take into account the correlation of interference to
choose its relay. For instance, a higher correlation requires a
higher number of potential relays [20]. As further example,
LTE Release 13 specifies a licensed-assisted access (LAA)
operation mode that includes a listen-before-talk channel
sensing mechanism to support coexistence with Wi-Fi in the
unlicensed spectrum (see [21], [22]). LAA is also perceived to
be a key feature of 5G networks [23]. In order to properly
design such a system,models likeMPP are required.

Our scientific contributions are as follows:

� We derive expressions for the probabilities of one or
two points in a PPP being retained in one or two
independent Mat�ern thinnings of the PPP.

� We derive expressions for the expected value, vari-
ance, covariance, and temporal correlation of inter-
ference in Mat�ern networks.

� We show that interference correlation in Mat�ern net-
works is significantly different from that in Poisson
networks, which leads to the qualitative conclusion
that a PPP is unsuited to capture second-order prop-
erties of CSMA networks.

� We analyze the influence of the system parameters
on the interference correlation and show that, in con-
trast to Poisson networks, it depends on the intensity
of the MPP and the path loss exponent. Furthermore,
fading has a stronger impact on the correlation in
networks with carrier sensing.

� We state the potential use of the presented results in
practical networks with carrier sensing.

1.3 Related Work

Related work mainly includes publications on the modeling
of CSMA networks by means of stochastic point processes
and publications on interference dynamics in wireless net-
works. Let us first revisit somework on the use ofMPPs in the
analysis of interference. The mean interference experienced
by a node can be calculated by numerical integration [18]; an
upper bound in terms of a closed-form expression is also
available [24]. Considering network performance, a coverage
analysis using a PPP approximation is done in [3], which is
used to calculate the sensing sensitivity that maximizes the
density of concurrent transmissions. Furthermore, the mean
throughput [16] and capacity for high SIR [25] are calculated,
and the impact of network parameters (e.g.,minimumsepara-
tion between nodes, path-loss exponent, and sensing thresh-
old) on the mean throughput is investigated [26]. All these
results have in common that they only consider first-order sta-
tistics to analyze the network, i.e., they analyze interference at

a single point in time and space. Hence, these results are inca-
pable of capturing the dynamics of interference. In contrast,
we quantify the dynamics of interference (in terms of tempo-
ral correlation), which is essential to evaluate a wide range of
communication methods, e.g., diversity techniques [6] and
multiple input multiple output (MIMO) in millimeter wave
communications [27].

Networks with carrier sensing are alsomodeledwith soft-
core point processes [28], [29], [30]. Unlike hard-core point
processes, there is no strict minimumdistance between send-
ers. Instead, a repelling force between senders is assumed
that is stronger if they are closer to each other. Hence, it is
unlikely for two senders to be very close to each other, yet it
is not impossible. This resembles a form of imperfect carrier
sensing [28]. Although soft-core processes are probably even
more realistic models for CSMA networks, they are rarely
applied due to the lack of analytical results.

Alternative models for CSMA networks include per-
turbed triangular lattices [31] and sequential spatial inhibi-
tion (SSI) processes [32]. These alternatives are investigated
almost exclusively by simulations with almost no analytical
results available.

The temporal and spatial correlation of interference
restricted to PPPs is studied in [8], [9], [20], [33], and [34].

The article is structured as follows: Section 2 explains the
system model, including node placement, wireless channel,
and interference. Section 3 derives expressions for the mean
value, variance, covariance, and correlation of interference.
Section 4 analyzes the interference correlation and compares
results to a Poisson network. Section 5 concludes the article.

2 NETWORK MODEL

2.1 Spatial Distribution of Senders

The potential senders in a wireless network are distributed
according to a PPP Fp � R2 with intensity �p. Time is parti-
tioned into slots of equal duration. In each slot t, some of
the potential senders act as senders, i.e., they transmit some
data. These senders are modeled by an MPP of type II,
denoted by F � Fp.

Note that we do not consider the receivers; they are nei-
ther included in F nor in Fp. Instead, we assume that each
sender has an associated receiver within its range similar to
the Poisson bipolar network model ([35], [36]).

The decision of a potential sender about sending in a slot
t is based on a sensing mechanism for medium access. This
mechanism should prevent two nodes from simultaneously
sending if their distance is below a certain threshold d,
which is similar to CSMA [3]. This behavior is modeled, in
each slot, by a dependent thinning of Fp, resulting in an
MPP of type II with intensity � for the senders. In other
words, the selection of senders is done independently per
slot by performing a Mat�ern thinning of a PPP in each slot.

Such Mat�ern type II thinning works as follows [1]: Each
node x 2 Fp draws a uniformly i.i.d. random mark mx �
Uð0; 1Þ. Node x is retained if and only if mx is smaller than
the marks my of all points y 2 Cðx; dÞ, where Cðx; rÞ ¼ fy 2
R j kx� yk � rg is a circle with radius r centered at x.

Mat�ern point processes of type II are well suited to model
networks with carrier sensing for the following reasons: As
opposed to Poisson cluster processes (e.g., Mat�ern or Thomas
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cluster processes), a Mat�ern hard-core process is introducing
a minimum distance between each pair of concurrently send-
ing nodes. By doing so, it avoids co-located nodes to send
simultaneously similar to carrier sensing. Furthermore, due
to its construction, Mat�ern hard-core processes of type II are
especially well suited to model medium access control, since
the random nature of Mat�ern thinning is realistically model-
ing the random selection of the nodes that are allowed to
send. For example, when two co-located nodes try to send,
the node sending first is selected due to random backoff lead-
ing to a different result every time this situation occurs. The
same holds for theMat�ern thinning.

The mechanism is fair in the sense that all potential send-
ers are treated equally due to the stationarity of the MPP. It
needs to be mentioned that, in real CSMA networks, there is
still a possibility that nodes arbitrarily close to each other
start sending simultaneously due to imperfect sensing, e.g.,
due to the hidden terminal problem [19]. This effect is not
covered by the Mat�ern model and is outside the scope of
this work.

2.2 Wireless Channel

The radio propagation is modeled by distance-dependent
path loss and small-scale fading caused by multipath propa-
gation. All nodes transmit with unit power. The power p
received at the origin o from a sender x is given by p ¼ h2

x

‘ xk kð Þ. The term ‘ xk kð Þ ¼ minð1; kxk�aÞ is the distance-
dependent path gain with exponent a > 2. This specific
path loss is adopted to avoid a singularity for the distance
approaching zero as occurs in the commonly used singular
path loss model. This non-singularity is important as other-
wise the second moment of interference was infinite (and all
higher moments as well) [8], and thus could not be used to
calculate the correlation of interference. The randomvariable
h2
x models small-scale fading, and we assume fading to be

independent for different nodes and for different time slots.
We employ the versatile Nakagami-m fading model [37], for
which the random variable h2

x follows a gamma distribution
with parameter m, i.e., h2

x � Gðm; 1mÞ with mean E h2
x

� � ¼ 1.
Recall that the Nakagami model also covers Rayleigh fading
(m ¼ 1) and no fading (m ! 1).

2.3 Interference

We are interested in the overall interference at an arbitrary
location. Due to the stationarity of the point processes
involved we consider, without loss of generality, the inter-
ference at the origin o. This model can be used for a scenario
in which the node suffering from the interference is not an
inherent part of the network that causes it. An example
application is mmWave base stations within a 5G cellular
network [38] that are interfered by the cellular system with-
out being part of it.

The interference power at time ti (time index i) is calcu-
lated as the sum of the signal powers arriving at the origin o
from all active senders, i.e.,

Ii ¼
X
x2Fp

h2
x ‘ xk kð ÞgxðtiÞ ¼

X
x2FðtiÞ

h2
x ‘ xk kð Þ; (1)

where gxðtiÞ indicateswhether a node x is retained byMat�ern
thinning at time ti, i.e., whether it sends at ti.

3 INTERFERENCE EXPRESSIONS

Our overall goal is to derive the temporal correlation of
interference in a given point in space in a Mat�ern network
in terms of Pearson’s correlation coefficient r I1; I2½ �. As a
basic ingredient for the correlation, the probabilities of a
point being retained by the Mat�ern thinning is required.

3.1 Retainment Probabilities

The retainment probabilities derived in the following are
the probabilities that a node survives the Mat�ern thinning
once or twice, or that two nodes survive it in the same or
different thinnings. In a wireless network they model the
probability that a node which has a message to send is
actually able to transmit it at a given time. This is related
to the carrier sensing, i.e., whether the channel is sensed
idle or busy.

Let p1 and p12 denote the probability that a point is
retained once or twice, respectively, and p1=1ðrÞ and p1=2ðrÞ
denote the probability that two different points at distance r
are retained in one or two thinnings, respectively.

Lemma 1 (Single point is retained once). The probability
that a point x 2 Fp is retained by Mat�ern thinning is [1]

p1 ¼ 1� expð��p d
2pÞ

�p d2p
; (2)

where d2p is the area of a circle with radius d representing the
sensing area of a node.

A proof of this lemma is given in [1] and [39].

Remarks.

� It immediately follows that [1]

� ¼ �p p1 ¼ 1� expð��p d
2pÞ

d2p
: (3)

� The theoreticalmaximum intensity of anMPP for a
given d is lim�p!1 � ¼ 1

d2p
. Every node possesses

an empty guard area of d2p. This point process is
sometimes criticized for having low intensities [32],
but it can actually achieve � up to this limit if one
chooses a large enough PPP intensity �p.

� For d ! 1 the probability that a point is retained
vanishes, i.e., limd!1 p1 ¼ 0. For d ! 0 all points
are retained, i.e., limd!0 p1 ¼ 1.

Lemma 2 (Single point is retained twice). The probability
that a point x 2 Fp is retained twice by two independent
Mat�ern thinnings is

p12 ¼
expð�� d2pÞ�Ei � d

2pð Þ � log ð� d2pÞ � gEuler
�

� d2p
;

(4)
where Ei xð Þ denotes the exponential integral function and
gEuler 	 0:577216 is Euler’s g constant.

A proof of this lemma is given in Appendix A.

Remarks.

� The probability p12 that a given point x is retained
twice is not the retaining probability squared, i.e.,
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p12 6¼ p21 for all d > 0. The reason is that the num-
ber of neighboring points that are potential
“killers” of x is different for any x 2 Fp but stays
constant over time. Hence, the retainment of x in
different thinnings is correlated.

� We have p12 > p21 for all d > 0, i.e., a point
retained once is more likely to be retained a second
time. This fact can be explained by the following
intuition: A point x that is retained once has, on
average, fewer neighboring points that could have
potentially killed x. Therefore, in another indepen-
dent thinning it has higher chances of being
retained. In the limit, the probabilities converge to
limd!1 p1 ¼ limd!1 p12 ¼ 0.

� The intensity of points retained twice is �p p12.
� For d ! 0 all points are retained twice in two

independent thinnings, i.e., limd!0 p12 ¼ 1.

Lemma 3 (Two distinct points are retained in one thin-
ning). The probability that two points separated by a distance
r are both retained in a Mat�ern thinning is (see [1], [39])

p1=1ðrÞ ¼
2GdðrÞ

�
1� expð�� d2pÞ�

�2d2pGdðrÞ
�
GdðrÞ � d2p

�
� 2

�
1� expð��GdðrÞÞ

�
�2GdðrÞ

�
GdðrÞ � d2p

� ;
(5)

for r > d and 0 otherwise. Here, GdðrÞ is the area covered by
two overlapping circles with radius d and centers separated
by r, which is given by

GdðrÞ ¼ 2d2p� gdðrÞ: (6)

The overlapping area of these two circles is

gdðrÞ ¼ 2d2 arccos
r

2d

� �
� r

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4d2 � r2

p
; (7)

for r � 2d and 0 otherwise [1].

A proof of this lemma is given in Appendix A.

Remarks.

� From (5), we can calculate the second-order prod-
uct density of the MPP by rð2ÞðrÞ ¼ �2

p p1=1ðrÞ.
A plot of it is shown in Fig. 1.

� For the case r > 2d we have gdðrÞ ¼ 0 and hence

rð2ÞðrÞ ¼ �2, since p1=1ðrÞ ¼r> 2d
p21. This implies that

two points that are further than 2d from each other
are independently retained or removed. Recall
that the second-order product density for PPPs
is �2

p.
� For the case d < r � 2d the integration over rð2ÞðrÞ

yields no closed form solution due to the complex-
ity of gdðrÞ. Hence, in some cases it might be advan-

tageous to approximate it by gdðrÞ 	 d2p� 2dr [1].

Lemma 4 (Two distinct points are retained in indepen-
dent thinnings). The probability p1=2ðrÞ that a point x 2 Fp

is retained by a thinning and y 2 Fp is retained in another,
independent thinning with r ¼ kx� yk > 0 is given in (8) for
r 
 d and in (9) for r < d.

A proof of this lemma is given in Appendix A.

Remarks.

� The probability p1=1ðrÞ vanishes for r < d since
two points closer than d cannot both be retained in
one thinning. However, the probability that each
of them is retained in an independent thinning is
p1=2ðrÞ > 0 for r < d. Still, it is much smaller than
for r 
 d (see Fig. 1) since for r 
 d they are neigh-
bors and could potentially kill each other, i.e., the
random number of neighbors is higher by one in
this case.

� If the two points approach each other and become
identical, p1=2ðrÞ becomes the probability
p12 that one point is retained twice, i.e.,
limr!0 p1=2ðrÞ ¼ p12. Care has to be taken when
calculating this limit: We have to adopt (8), which
is intended for r 
 d and does not consider an
extra point in the neighborhood. Hence, in the
limit when the two points merge, there is no extra
point in the neighborhood leading to (4). Calculat-
ing the limit of (9) leads to the different expression
expð�� d2pÞð1þEið� d2pÞ�log ð� d2pÞ�gEulerÞ�1

� d2p
.

� If r > 2d, the events that two points are retained
each in an independent thinning are independent.
Therefore, we have p1=2ðrÞ ¼r> 2d

p21.

Note that for d ! 0 all results in this section converge to
the corresponding results of a PPP.

p1=2ðrÞ ¼r
d

exp � d4p2�p
gdðrÞ

� �
2G 0; d2p�p 1� d2p

gdðrÞ
� �� �

� G 0;� d4p2�p
gdðrÞ

� �
� G 0;� �p

�
gdðrÞ�d2p

�2
gdðrÞ

 ! !

�p gdðrÞ
(8)

p1=2ðrÞ ¼r< d
exp �d2p�p 2þ d2p

gdðrÞ
� �� �

d2p�2
pg

3
dðrÞ

 
expð2d2p�pÞ

�
gdðrÞ

�
1þ 2d2p�p � gdðrÞ�p

�� d4p2�p

�
 
2Ei d2p�p

d2p

gdðrÞ
� 1

	 
	 

� Ei

d4p2�p

gdðrÞ
	 


� Ei

�p

�
gdðrÞ � d2p

�2
gdðrÞ

 !!

� gdðrÞexp
d4p2�p

gdðrÞ
	 
�

expð�pgdðrÞÞd2pþ expð2d2p�pÞðd2p� 2gdðrÞÞ � 2expðd2p�pÞ
�
d2p� gdðrÞ

��!
:

(9)
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3.2 Expected Value, Variance, and Covariance
of Interference

The expected value of interference is a basic property
and provides an underlying fairness metric. In all our
comparisons we ascertain that all models lead to the
same expected interference. Expressions for variance and
covariance have a value on their own, and serve as inter-
mediate results in the calculation of the correlation
coefficient.

Lemma 5 (Expected interference). The expected value of
interference is

EI½ � ¼ �
ap

a� 2
: (10)

A proof of this lemma is shown in Appendix A.

Remarks.

� The expected interference (10) for MPP is the
same as the one for PPP (given in [4], [33]) with
the same process intensity using the same path
loss model.

� The expression (10) does not correspond to the
expected interference derived by Haenggi for
MPP [18]. The core difference is in the modeling
assumptions: Haenggi assumes that a node is
located at the origin; his result thus represents the
expected interference experienced by a typical
node in the network. This assumption causes
some mathematical difficulties, as the reduced
Palm distribution has to be adopted. We do not
assume a node to be located at the origin; all
results hold for any point in space. Neverthe-
less, a data sink could be located at this point
that neither sends data nor participates in the
CSMA protocol. Along these lines, our assump-
tions are well-suited for a multipoint-to-point
data collection scenario.

Theorem 1 (Variance of interference). The variance of
interference at the origin o is

var I½ � ¼ �
ðmþ 1Þap
m ða� 1Þ þ 8p

Z 1

d
2

Z 1

0

Z 2p

0

‘ rðcoshmþ cos nÞð Þ

‘ rðcoshm� cos nÞð Þ r
2

2

�
cosh 2m� cos 2n

�
dn dm

rð2Þð2rÞ r dr� �ap

a� 2

	 
2

;
(11)

where � is the intensity of the MPP, m is the parameter
of Nakagami fading, a is the path loss exponent, d is the
hard-core distance, and ‘ �ð Þ is the path gain function.

Proof. We start by calculating the second moment of inter-
ference at time t by

E I2
� � ¼ E

" X
x2Fp

h2
x ‘ xk kð ÞgxðtÞ

0
@

1
A �

X
y2Fp

h2
y ‘ yk kð ÞgyðtÞ

0
@

1
A#

¼ðaÞ E
X
x2Fp

�
h2
x ‘ xk kð Þ�2gxðtÞ

2
4

3
5

þ E
X6¼

x;y2Fp

h2
x ‘ xk kð Þh2

y ‘ yk kð ÞgxðtÞgyðtÞ
2
4

3
5; (12)

where in ðaÞ terms with x ¼ y are separated from terms
with x 6¼ y. The first of these expected values yields

E
X
x2Fp

�
h2
x ‘ xk kð Þ�2gxðtÞ

2
4

3
5¼ðaÞ�pp1 E h4

x

� � Z
R2

‘2ðkxkÞ dx

¼ �
ðmþ 1Þap
m ða� 1Þ ; (13)

where we apply Campbell’s theorem in ðaÞ . The last
expectation of (12) gives

E
X6¼

x;y2Fp

h2
x ‘ xk kð Þh2

y ‘ yk kð ÞgxðtÞgyðtÞ
2
4

3
5

¼ðaÞ
Z
R2

Z
R2

‘ xk kð Þ ‘ yk kð Þ rð2Þðkx� ykÞ dx dy

¼ðbÞ 4
Z
R2

Z
R2

‘ xk kð Þ ‘ x� 2ak kð Þ rð2Þðk2akÞ dx da

¼ðcÞ 4
Z
R2

Z
R2

‘ xþ ak kð Þ ‘ x� ak kð Þ dx rð2Þðk2akÞ da

¼ðdÞ 8p
Z 1

d
2

Z
R2

‘ xþ r

0

	 
����
����

	 

‘ x� r

0

	 
����
����

	 

dx rð2Þð2rÞ rdr:

(14)

In ðaÞ we apply a basic property of the second-order
product density rð2ÞðrÞ ¼ �2

p p1=1ðrÞ [1, p. 112], where
p1=1ðrÞ is the probability that two points at distance r
are both retained, as derived in Lemma 3. Furthermore,
the expected values of the fading coefficients E h2

z

� � ¼ 1
for any z 2 Fp are substituted. In ðbÞ we substitute y ¼
x� 2a, and 4 is the corresponding Jacobi determinant.
In ðcÞ we substitute xþ a for x. In ðdÞ we substitute polar
coordinates. The integration of r starts at d

2 as rð2ÞðrÞ ¼ 0
for r < d. Furthermore, we apply a rotation of the coordi-
nate system to translate a into a real number a0:

Fig. 1. Intensity of the MPP �2 (not a function of r), of two points
separated by r retained in the same thinning rð2ÞðrÞ (the second-order
product density), and of two points separated by r each retained in an
independent thinning �2

p p1=2ðrÞ. Parameters are �p ¼ 1 and d ¼ 1.
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x0 ¼ cosf sinf
� sinf cosf

	 

x; (15)

where x0 and x are the vector notations of points x0 and x
in R2, respectively, and f ¼ arctanðaI=aRÞ is the phase of
the polar coordinate of a. This transformation does not
change the norms ‘ xþ ak kð Þ, ‘ x� ak kð Þ, and ‘ 2ak kð Þ
involved in the integration, which can be verified by
writing x0 ¼ ejfx and a0 ¼ ejfa.

For an arbitrary but fixed r 2 R, the inner integral
of (14) isZ

R2
‘ xþ ak kð Þ ‘ x� ak kð Þ dx ¼ðaÞ

Z 1

0

Z 2p

0

‘ rðcoshmþ cos nð Þ

‘ rðcoshm� cos nð Þ r
2

2

�
cosh 2m� cos 2n

�
dn dm:

(16)

In ðaÞwe substitute elliptic coordinates defined as

x1 ¼ r coshm cos n

x2 ¼ r sinhm sin n;
(17)

and its corresponding Jacobi determinant r2

2

�
cosh 2m�

cos 2n
�
, and calculate the corresponding norms. Calculat-

ing var I½ � ¼ EI2½ � � EI½ �2 yields the result. tu
Remarks.

� The variance of interference is presented in terms
of integral expressions that are solved numerically
as there is no closed-form solution. The problem-
atic term for symbolic integration is the second-
order product density rð2ÞðrÞ.

� Since numerical integration is involved in calculat-
ing the variance of interference some steps of the
proof would not be needed. For example, the
expression in step ðaÞ of (14) could directly be
solved numerically. However, it turns out that it is
advantageous to rather solve the integration
in (11) as it results in better numerical stability.

� The substitution of elliptic coordinates might also
be interesting for other applications: It allows to
solve integrations of the form

R
R2 kx� akkx þ

akdx, which sometimes occur in the derivation of
second-order statistics of interference for both PPP
andMPP.

� For d ! 0 the variance converges to the Poisson
case: In (14) ðaÞ the second-order product density
rð2ÞðrÞ could be substituted by �2 leading to

E
X6¼

x;y2Fp

h2
x ‘ xk kð Þh2

y ‘ yk kð ÞgxðtÞgyðtÞ
2
4

3
5

¼ �

Z
R2

‘ xk kð Þ dx
	 
2

¼ �
ap

a� 2

� �2
:

(18)

Since this expression is equal to EI½ �2, we have

var I½ � ¼ �
ðmþ 1Þap
m ða� 1Þ ; (19)

equal to the Poisson case [8].

Theorem 2 (Covariance of interference). The temporal
covariance of interference at the origin o is

cov I1; I2½ � ¼ �pp12
ap

a� 1

þ 8p

Z 1

0

Z 1

0

Z 2p

0

‘ rðcoshmþ cos nÞð Þ

‘ rðcoshm� cos nÞð Þ r
2

2

�
cosh 2m� cos 2n

�
dn dm

p1=2ð2rÞ r dr� �ap

a� 2

	 
2

;

(20)

where �p is the intensity of the PPP, � ¼ �pp1 is the intensity of
the MPP,m is the parameter of Nakagami fading, a is the path
loss exponent, d is the hard-core distance, and ‘ �ð Þ is the path
gain function. p1=2ðrÞ denotes the probability that two different
nodes are retained in two independent Mat�ern thinnings, given
in Lemma 4.

Proof. The proof goes along the lines of the proof of Theo-
rem 1.We start by calculating the covariance of interference
at times t1 and t2 by

EI1I2½ � ¼ E

" X
x2Fp

h2
x ‘ xk kð Þgxðt1Þ

0
@

1
A �

X
y2Fp

h2
y ‘ yk kð Þgyðt2Þ

0
@

1
A#

¼ðaÞ E
X
x2Fp

‘2ðkxkÞgxðt1Þgxðt2Þ
2
4

3
5

þ E
X6¼

x;y2Fp

‘ xk kð Þ‘ yk kð Þgxðt1Þgyðt2Þ
2
4

3
5;

(21)

where in ðaÞ terms with x ¼ y are separated from terms
with x 6¼ y and the expected value of fading E h2

x

� � ¼ 1 is
substituted. The first of these expected values yields

E
X
x2Fp

‘2ðkxkÞgxðt1Þgxðt2Þ
2
4

3
5 ¼ðaÞ �pp12

Z
R2

‘2ðkxkÞdx

¼ �pp12
ap

a� 1
;

(22)

where in ðaÞ we apply Campbell’s theorem. The second
expectation of (21) gives

E
X6¼

x;y2Fp

h2
x ‘ xk kð Þh2

y ‘ yk kð Þgxðt1Þgyðt2Þ
2
4

3
5

¼ðaÞ �2
p

Z
R2

Z
R2

‘ xk kð Þ ‘ yk kð Þ p1=2ðkx� ykÞ dx dy:

(23)

In ðaÞ we apply a basic property of the process, where
p1=2ðrÞ is the probability that two points at distance r are
both retained each in an independent Mat�ern thinning,
as derived in Lemma 4. Note that this expression is simi-
lar to (12) except that the second-order product density
rð2Þð2rÞ is substituted by �2

p p1=2ð2rÞ. Applying similar
steps as in the proof of Theorem 1 yields the result. tu

Remarks.

� The covariance does not depend on fading as
there is nom in the expression.
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� Again, for d ! 0 the expression of cov I1; I2½ � con-
verges to the Poisson case: As mentioned in the
remarks after Lemma 4, we have p1=2ðrÞ ¼r> 2d

p21.
Substituting this result into (23) leads to

E
X6¼

x;y2Fp

h2
x ‘ xk kð Þh2

y ‘ yk kð Þgxðt1Þgyðt2Þ
2
4

3
5

¼ �

Z
R2

‘ xk kð Þ dx
	 
2

;

(24)

which is equal to E I½ �2. Thus, we have

cov I1; I2½ � ¼ �pp12
ap

a� 1
: (25)

3.3 Correlation of Interference

The main result of this work is the calculation of the tempo-
ral correlation of interference. We show that there is a
significant difference between PPPs and MPPs, and hence it
is to be assumed that the correlation is also significantly dif-
ferent for ALOHA and carrier sensing MAC. This difference
is important, as it can significantly impact the performance
of retransmission protocols, diversity schemes, relaying,
MIMO, and other techniques, unless they are considered in
the particular design of these schemes [6], [7], [9], [20], [40].

Corollary 1 (Correlation of interference). The temporal
correlation of interference r I1; I2½ � at the origin o is given
in (26).

Proof. Pearson’s correlation coefficient is defined as r I1;½
I2� ¼ cov I1;I2½ �ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

var I1½ � var I2½ �
p . Hence, the result is obtained by divid-

ing (20) by (11). tu
Remarks.

� In the limit d ! 0 the temporal correlation of
interference approaches the Poisson case with all
potential senders transmitting:

lim
d!0

r ½I1; I2� ¼ m

mþ 1
: (27)

In particular, for Rayleigh fading (m ¼ 1) the cor-
relation is limd!0 r ½I1; I2� ¼m¼1 1

2 and without fading
we have limm!1 limd!0 r ½I1; I2� ¼ 1.

� The temporal correlation of interference does not
depend on the time period between Ii and Ij. In
other words, for a given time instant t, the correla-
tion r It; Itþi½ � is the same for all i 2 Z. This result
is relevant for retransmission protocols: If a trans-
mission failed and has to be repeated, the sender
can expect the same interference statistics inde-
pendent of the time instant of the retransmission,
i.e., a longer backoff does not increase the success
probability in this model.

4 INSIGHTS ON INTERFERENCE CORRELATION

So far we have derived expressions for the MPP and
explained how these are generalizations of the PPP. Let us
now plot and analyze the interference correlation of the
Mat�ern network over certain parameters and compare these
results to those of a Poisson network. For a fair comparison,
the senders in the Poisson network are selected by an inde-
pendent thinning of the PPPwith probability p1, leading to an
intensity � (which is equal to the density of senders in the
Mat�ern network). This model resembles ALOHA as MAC
protocol, where the sending probability is p1. Both the CSMA
and the ALOHA network model have the same expected
value of interferenceEI½ �.1

If not stated otherwise, we use a path loss exponent a ¼ 3
and an intensity �p ¼ 1 for the PPP, hence having 0 � � � 1,

depending on the value of d. The default hard-core distance
is d ¼ 1.

All mathematical results have been crosschecked by sim-
ulations, showing a good match. Simulation results are only
provided in Fig. 5, as showing further simulation results
would not provide any additional information.

4.1 Impact of the Fraction of Sending Nodes

Fig. 2 shows the temporal correlation of interference for dif-
ferent fractions of nodes acting as interferers for both PPP and
MPP. For the MPP, this correlation is calculated by numerical
integration of the expression in Corollary 1 and is plotted
over p1 given in (2), varying the value of d. For the PPP, the
scenario corresponds to Case (2,1,1) in the classification
of [33]; the correlation is qm

mþ1 with q being the fraction of active
senders (see [8], [33]).

The most apparent observation is that PPP andMPP yield
significantly different correlation curves. Hence, adopting a
PPP to model a CSMA network may lead to the correct aver-
age interference but will incorrectly estimate the temporal
dynamics in terms of correlation. Nevertheless, the curves of
both models show the same trend: The correlations are
strictly monotonically increasing with the fraction of senders
and hit the same maximum value of m

mþ1 for � ! �p, i.e.,
p1 ! 1. In particular, the interference correlation of a PPP is
neither an upper nor a lower bound for the one of anMPP. In
general, it is higher for a small fraction of senders and lower
for a high fraction. The crossing point heavily depends on
the fading: weak fading (high m) shifts the crossing point
toward small fractions of senders.

The implication of these properties on practical networks
with carrier sensing are as follows: The correlation of interfer-
ence might be very high over an unusually wide range of

r I1; I2½ � ¼
�ðmþ1Þap
m ða�1Þ þ 8p

R1
d
2

R1
0

R 2p
0

‘ rðcoshmþ cos nð Þ‘ rðcoshm� cos nð Þr2ðcosh 2m� cos 2nÞ
2 dn dmrð2Þð2rÞr dr� �ap

a�2

� �2
�pp12ap

a�1 þ 8p
R1
0

R1
0

R 2p
0

‘ rðcoshmþ cos nð Þ‘ rðcoshm� cos nð Þr2ðcosh 2m� cos 2nÞ
2 dn dmp1=2ð2rÞr dr� �ap

a�2

� �2 : (26)

1. Recall that, unlike for PPPs, conditioning on a point at the origin o
does change the distribution of the rest of the process for MPPs, since
there cannot be any point in its vicinity, i.e., Cðo; dÞ \Fnfog ¼ ;. In this
work, we do not condition on having a point of the process being
located at the origin o. This does not mean, however, that there is no
receiver located at the origin (which anyway would not be part of the
MPP that models the senders). It is just indicating, that this receiver has
no sender assigned to it that is part of the MPP model.
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network parameters. For example, for highm, it is above 0.8
if on averagemore than half of the nodes send. Such high cor-
relation is not predicted by the Poisson approximation of the
network, for which the correlation is close to the sending
probability (see [8], [33]). Hence, when limiting the analysis
of a network with carrier sensing to the Poisson model, the
resulting evaluation is incorrect, since high correlation can
significantly impact the performance of retransmission
diversity [6], cooperative relaying (see [6], [9], [20]), and
methods to predict interference [41]. The design of the net-
work has to be adjusted accordingly based on the knowledge
of interference correlation.

4.2 Impact of the Channel

Fig. 3 shows how the interference correlation depends on
the severeness of fading represented by m. It is well known
for PPPs that the correlation of interference decreases with
increasing fading (decreasing m). The reason is that severe
fading leads to a high variance of interference but does not
change the covariance. We observe the same qualitative
behavior for MPPs. All curves flatten out for increasing m,
and in case of no fading (m ! 1), the correlation converges
to a value that depends on � and d, which is plotted in Fig. 2
(dotted curve). The value of m determines as to which of
the two models shows a higher correlation. Interference
correlation is not automatically higher for Mat�ern networks
compared to Poisson networks. Instead, whether it is higher
or lower can only be determined by knowing or estimating
the harshness of fading. The highest gaps between Mat�ern
and Poisson networks occur for weak or no fading (highm).
In this case, carrier sensing typically shows higher correla-
tion than ALOHA, whereas the opposite is the case for
weak fading.

Considering practical networks with carrier sensing, our
results imply that the fading statistics of the channel have to
be considered for designing protocols. Even if a channel esti-
mation in conjunction with methods that compensate fading
is applied, this does not reduce the impact of fading on inter-
ference correlation. In other terms, even tough the effect of

fading on the reception power can be compensated, its effect
on correlation remains. Depending on the time scale of inter-
ference, this result has different implications for the network:
In case of slowly changing interference, retransmissions
might have to be delayed or diversity schemesmight have to
be designed differently, or otherwise their effectivity is
decreased (see [6], [7], [20]).

Fig. 4 shows that the interference correlation in the MPP
depends on the path loss exponent a, while it is indepen-
dent of a for PPPs. This dependence is, however, very small:
For low a (close to 2), the correlation is slightly smaller than
for higher values. For values a 
 3, there is almost no
change in correlation when further increasing a.

4.3 Impact of the Sensing Range

Fig. 5 shows that the interference correlation decreases with
increasing hard-core distance d and eventually vanishes for
d ! 1. The reason for this behavior is that d determines the
number of senders. A higher dmodels a more sensitive sens-
ing, which implies fewer simultaneously sending nodes that
are further apart. If a higher fraction of nodes send, naturally
the temporal correlation is higher, and vice versa. This is
already known for PPPs with a linear relation between frac-
tion of senders and correlation [8]. For MPPs, we have the
same qualitative behavior but with a non-linear relation
between fraction of senders and correlation.

Overall, we conclude that sensing sensitivity determines
the interference correlation: If the sensing is very sensitive,
few nodes are sending, thus the correlation is small. If the
sensing is nonsensitive, correlation increases up to the point
without sensing, which eventually yields slotted ALOHA.
In mathematical terms, this is modeled by d ! 0 leading
to a PPP.

For practical networks with carrier sensing these results
imply the following: On the one hand, if the sensing is
more sensitive, i.e., it reacts already to slight increases in
interference, both the expected interference power and
interference correlation are lower. On the other hand, also
the spatial reuse is reduced as fewer transmissions can
take place simultaneously with the higher hard-core dis-
tance d. Hence, the question arises on the optimal value for

Fig. 2. Temporal correlation of interference over different sending proba-
bilities. Lines indicate MPP and marks indicate PPP. Parameters are
�p ¼ 1 and a ¼ 3.

Fig. 3. Temporal correlation of interference over different fading
strengths m. Lines indicate MPP and marks indicate PPP. Parameters
are �p ¼ 1 and a ¼ 3.
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d to maximize the overall network throughput. This ques-
tion cannot be addressed with the tools at hand as it would
require an analysis of outage, which is outside the scope of
this work.

4.4 Impact of the Node Intensity

Fig. 6 plots the interference correlation of a Mat�ern network
over the intensity �p of the PPP from which the MPP is
derived from. It shows a strong decrease of correlation for
increasing �p. This is in contrast to Poisson networks, where
the intensity has no impact on interference correlation. The
main reason for this dependency in MPPs is that d does not
scale with �p. Hence, for a higher density, a smaller fraction
of nodes is allowed to send, since they are on average closer
packed,which reduces the retainment probability p1. Indeed,
from (2), we can conclude that p1 monotonically decreases
with increasing �p.

This result has the following implications on practical net-
works with carrier sensing: For a dense network with high �p,
only a small fraction of nodes can transmit simultaneously
due to the carrier sensing mechanism—most nodes are in
backoff. In contrast, for a sparse network with small �p a high
fraction of nodes is transmitting simultaneously. For well-
chosen system parameters, the expected interference is simi-
lar over this range of �p implying that the number of sending
nodes per unit area is not affected under appropriate parame-
ters. In combination, these results imply that the correlation of
interference in sparse networks is higher than in dense net-
works even though the outage probability can be similar due
to proper medium access control. In turn, it is to be expected
that the performance of techniques such as cooperative relay-
ing highly depends on the density of the network; related
results for Poisson networks confirm this conjecture [20],
whereas a detailed analysis on this topic for Mat�ern networks
is left to futurework.

5 CONCLUSIONS

This article contributes to interference calculus in wireless
networks with emphasis on the dynamics of interference in
Mat�ern networks with Nakagami fading. We derived and
analyzed previously unknown expressions for the variance
and covariance of interference power and calculated the
correlation coefficient.

We proved that the interference dynamics is significantly
different in networks with carrier sensing than in networks
without sensing. An important difference is that the interfer-
ence correlation inMat�ern networks depends on the intensity
of the underlying point process, which is irrelevant in Pois-
son networks. The path loss exponent has almost no influence
on interference correlation in both types of networks. These
results demonstrate the limits of the commonly used Poisson
network model. At the same time, our results highlight the
potential of the Mat�ern point process as a viable model for

Fig. 4. Temporal correlation of interference over different path loss
exponents a. Parameters are �p ¼ 1 and d ¼ 1. Numerical integrations
are unstable for a < 2:3.

Fig. 5. Temporal correlation of interference over different hard-core dis-
tances d. Parameters are �p ¼ 1 and a ¼ 3. Lines indicate analytic
results and marks indicate simulations. The glitches in the curves (e.g.,
close to d ¼ 2) are due to instabilities in numerical integrations.

Fig. 6. Temporal correlation of interference over different intensities �p of
the PPP to which Mat�ern thinning is applied. Parameters are d ¼ 1
and a ¼ 3. The upper axis label shows the intensity � of the MPP.
It increases with �p and is upper bounded by 1

d2p
.
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networks with carrier sensing: it approximates important
aspects of CSMA networks while remaining tractable to a
certain extend.

The knowledge on interference dynamics has value in
the design of real networks. For example, interference corre-
lation can significantly influence the gains of diversity and
can be a building block in the design of interference predic-
tion techniques.

APPENDIX A
PROOFS OF LEMMAS

Proof of Lemma 2. Letmx;1 andmx;2 with 0 � mx;1; mx;2 � 1
denote themarks of x 2 Fp in the first and the second thin-
ning, respectively. We consider the point process Ft2 ¼
fy 2 Fp jmy;1 < mx;1 _my;2 < mx;2g of all points having a
mark being smaller than mx;1 in the first or smaller than
mx;2 in the second thinning. The probability that an arbi-
trary point is in this set is mx;1 þmx;2 �mx;1mx;2 by the
inclusion-exclusion principle. Hence, the point processFt2

has the intensity ðmx;1 þmx;2 �mx;1mx;2Þ �. The pro-
bability that no point of Ft2 is located in bðx; dÞ is then
given by the void probability of the process Ft2 , i.e., by
exp
�� ðmx;1 þmx;2 �mx;1mx;2Þ� d2p

�
. Therefore, the prob-

ability that x is retained twice is

p12¼
Z 1

0

Z 1

0

e�ðmx;1þmx;2�mx;1mx;2Þ�d2pdmx;1 dmx;2: (28)

Solving these integrals yields the result. tu
Proof of Lemma 3. Similar derivations as the following

can be found in [39]. We present a version of the proof
that aligns to our notation. Let us consider two points x; y
2 Fp at distance kx� yk ¼ r > 0. If r � d, it is impossible
that both points are retained due to the definition of a
hard-core point process. Hence, let r > d in the follow-
ing. Recall that whether x and y are retained depends on
the marks of the points in Cðx; dÞ and Cðy; dÞ, respectively.
If r < 2d, these circles overlap and we subdivide them
into three areas: Ac :¼ Cðx; dÞ \ Cðy; dÞ is the common
area, Ax :¼ Cðx; dÞnCðy; dÞ and Ay :¼ Cðy; dÞnCðx; dÞ are the
non-common areas. The sizes of these areas are [1]

jAcj ¼ gdðrÞ ¼r< 2d
2d2 arccos

r

2d

� �
� r

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4d2 � r2

p
(29)

jAxj ¼ jAyj ¼ d2p� gdðrÞ: (30)

For r 
 2d the common area vanishes giving jAcj ¼ 0.
The area covered by at least one of the circles is

jAx [Ayj ¼ GdðrÞ ¼ 2d2p� gdðrÞ: (31)

Let mx and my denote the marks of x and y, respec-
tively. To retain both x and y, the following three condi-
tions have to hold: First, Ax must not contain any point
from z 2 Fp withmz < mx. For givenmx, the probability
for it is expð�mx �p jAxjÞ, similarly to the proofs of
Lemmas 1 and 2. Second, Ay must not contain any z 2 Fp

with mz < my, which happens with probability expð�
my �p jAyjÞ. Third, the common area Ac must not contain
any z 2 Fp with mz < maxðmx;myÞ, which has the

probability expð�maxðmx;myÞ�p jAcjÞ. Overall, the prob-
ability that both x and y are retained is

p1=1ðrÞ ¼
Z 1

0

Z 1

0

exp
�� ðmx þmyÞ�p jAxj

�maxðmx;myÞ�p jAcj
�
dmx dmy:

(32)

Solving these integrals yields the result. tu
Proof of Lemma 4. Let us consider two points x; y 2 Fp at

distance kx� yk ¼ r > 0. We define the areas Ac, Ax, and
Ay as given in (29) and (30) of the proof of Lemma 3.

Let us assume r > d. For given mx and my, there
should be no point z 2 Fp with mz < mx in the area Ax

at the first thinning and no point z 2 Fp with mz < my

in Ay at the second thinning. The probability for these
events is given by

exp
�
� ðmx þmyÞ�p

�
d2p� gdðrÞ

��
: (33)

The probability that there is no point z 2 Fp in Ac with
mz < mx at the first ormz < my at the second thinning is

exp
�� ðmx þmy �mxmyÞ�p gdðrÞ

�
; (34)

similar to the proof of Lemma 2. Integrating over the
product of these two expressions yields

p1=2ðrÞ ¼r>d
Z 1

0

Z 1

0

exp
�
� ðmx þmyÞ�p

�
d2p� gdðrÞ

�
� ðmx þmy �mxmyÞ�p gdðrÞ

�
dmx dmy:

(35)

Next, we assume that r < d. In this case, the derivation
of p1=2ðrÞ is similar to the previous case, except x 2 Ac in
the first thinning and y 2 Ac in the second one. Hence, x
has to have a higher mark than y in the first thinning, and
y a higher mark than x in the second thinning. These two
events have the probabilities ð1�mxÞ and ð1�myÞ
respectively, leading to

p1=2ðrÞ ¼r�d
Z 1

0

Z 1

0

exp
�
� ðmx þmyÞ�p

�
d2p� gdðrÞ

�
� ðmx þmy �mxmyÞ�p gdðrÞ

�
ð1�mxÞð1�myÞdmx dmy:

(36)

Solving the integrals in (35) and (36) yields the result. tu
Proof of Lemma 5. The derivation of the expected interfer-

ence is similar to its version for PPPs [8], [33]. All nodes
in the set F � Fp are considered to be interferers. Hence,
the expected value of interference is calculated by apply-
ing Campbell’s theorem yielding

EI½ � ¼ E
X
x2Fp

h2
x ‘ xk kð ÞgxðtÞ

2
4

3
5

¼ �p

Z
R2

‘ xk kð ÞE h2
x

� �
EgxðtÞ½ � dx

¼ �pp1
ap

a� 2
:

(37)
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The expected value of the indicator function gxðtÞ does
neither depend on x nor on t. This is because we do not
consider any nodes to be placed at certain locations (e.g.,
the origin), which implies that we do not adopt the Palm
distribution of the MPP. Substituting (3) into this expres-
sion gives the result. tu
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