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Abstract—The backpressure scheduling scheme has been applied in Internet of Things, which can control the network congestion

effectively and increase the network throughput. However, in large-scale Emergency Internet of Things (EIoT), emergency packets may

exist because of the urgent events or situations. The traditional backpressure scheduling schemewill explore all the possible routes

between the source and destination nodes that cause a superfluous long path for packets. Therefore, the end-to-end delay increases and

the real-time performance of emergency packets cannot be guaranteed. To address this shortcoming, this paper proposes EABS, an

event-aware backpressure scheduling scheme for EIoT. A backpressure queuemodel with emergency packets is first devised based on

the analysis of the arrival process of different packets. Meanwhile, EABS combines the shortest path with backpressure scheme in the

process of next-hop node selecting. The emergency packets are forwarded in the shortest path and avoid the network congestion

according to the queue backlog difference. The extensive experiment results verify that EABS can reduce the average end-to-end delay

and increase the average forwarding percentage. For the emergency packets, the real-time performance is guaranteed.Moreover, we

compare EABSwith two existing backpressure scheduling schemes, showing that EABS outperforms both of them.

Index Terms—Emergency internet of things, backpressure scheduling, event-awareness, network throughput
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1 INTRODUCTION

INTERNET of Things has been widely applied in many
fields, such as industrial control [1], [2], cyber-physical

systems [3], public safety device [4], environmental monitor-
ing, military investigation [5], etc. As the scale of networks
increases, a number of packets cause network congestion [6].
This problem becomes even more challenging in emergency
situations where the packets need to be delivered to destina-
tion nodes in an appropriate time. Therefore, Emergency
Internet of Things (EIoT) with high data load become a focus
[7], [8]. There are different packets based on the type of
events in EIoT. The sensor networks are an important com-
ponent of EIoT. Most of the packets are regular packets.
However, when the urgent events occur, some emergency
packets are generated, which need to be delivered to destina-
tion node in a certain deadline.

There are many scheduling schemes for the sensor
networks in EIoT, such as Collection Tree [9], ZigBee [10], etc.
However, these schemes cannot guarantee the throughput of
networks. Backpressure-based scheduling scheme is a distri-
buted and adaptive scheme, which can effectively control the

network congestion and guarantee the throughput of net-
works [11]. Furthermore, it can achieve dynamic adjustment
inmulti-hop networks by selecting the packet with the largest
backlog difference among neighbor nodes. Backpressure
scheduling scheme is also a robust method for time-varied
network environments [12]. The deployment of the backpres-
sure scheduling scheme is not affected by the packet arrival
rate and the channel state. In recent years, lots of efforts have
been proposed to improve the performance of the backpres-
sure scheduling schemes in different networking environ-
ments [13], [14], [15], [16], [17], [18], [19], [20], [21], [22], [23].
For the high-load data transmission, how to ensure the real-
time performance of emergency packets brings challenges.
Furthermore, backpressure scheduling schememakes routing
decisions only according to the queue backlog difference
among neighbor nodes [17]. When the network load is low, it
attempts to explore all the possible paths before the packets
are delivered because there are not enough queue backlog dif-
ference gradients [20]. In addition, the backpressure schedul-
ing scheme does not take the real-time performance of
emergency packets into consideration. Poor real-time perfor-
mance affects the deployment of backpressure scheduling
scheme in the sensor networks of EIoT.

In this paper, we focus on the emergency internet of
things with high data rate and propose an Event-Aware
Backpressure Scheduling (EABS) scheme for EIoT. Our
main contributions can be summarized as follows.

� We first propose a backpressure-based queue model
with emergency packets according to the arrival pro-
cess of different packets. The emergency packets will
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be prior forwarded, which reduces the waiting delay
in queue for emergency event.

� Furthermore, the shortest path is combined with
backpressure scheme for emergency packets, which
can greatly reduce the forwarding times of emer-
gency packets and avoid the network congestion. It
greatly reduces the end-to-end delay and guarantees
the real-time performance of emergency packets.

� We evaluate the performance of our proposed
scheme in terms of end-to-end delay, forwarding
percentage, and goodput. The experimental results
demonstrate that our proposed scheme outperforms
the existing schemes with respect to different perfor-
mance metrics.

The rest of the paper is organized as follows. Section 2
discusses the related work and problem statement. In
Section 3, our proposed event-aware backpressure schedul-
ing scheme (EABS) for EIoT is presented. Section 4 elabo-
rates the algorithm design. The simulation results of EABS,
traditional backpressure scheduling (BS) scheme [11], and
LIFO-based backpressure scheduling (LIFO-BS) scheme [24]
are compared and analyzed in Section 5. Finally, we con-
clude the paper and present the future work in Section 6.

2 RELATED WORK AND PROBLEM STATEMENT

2.1 Related Work

In this section, we briefly review recently proposed back-
pressure scheduling schemes. A traditional backpressure
scheduling scheme is first proposed by Tassiulas and
Ephremides [11] that is later extended to mobile networks
including mobile ad-hoc networks [25], cellular networks
[26], wireless sensor networks [14], energy harvest sensor
networks [27], wireless multimedia sensor networks [28],
and multi-hop wireless networks [29], [30].

In the past few years, backpressure scheduling schemes
have attracted much attention in the field of sensor net-
works. Jiao et al. [31] propose a virtual queue-based method
to solve the delay problem of backpressure scheduling
scheme in wireless sensor networks. Hu et al. [32] propose
the backpressure scheduling scheme based on the greedy
algorithm and apply it to the smart grid sensor networks.
The backpressure scheduling scheme is applied to wireless
multimedia sensor networks, which solves the problem of
congestion and dynamic priority [28]. In [33], a trust-based
backpressure scheduling scheme for wireless sensor net-
works is proposed, which embeds trust factor into the link
weights, so that the trusted links are scheduled to increase
the throughput. Sridharan et al. [13] investigate the rate con-
trol protocol for wireless sensor networks based on the
backpressure scheduling scheme. A distributed gradient
aided backpressure framework for WSNs is proposed, and
the method is proved to optimize the energy efficiency and
throughput [34].

It should be noted that the backpressure scheduling
scheme is different from the path-based scheme. Generally,
the path-based scheme has no loops, and the packets are
transmitted through a shorter path. This kind of routing is
attractive, but the network throughput is reduced. The
improvement for backpressure scheduling scheme must be
in the premise of not losing the throughput. Recently,

numerous improved schemes have been proposed to reduce
the delay of the backpressure scheduling.

The majority of existing backpressure scheduling
schemes focus on avoiding unnecessary long path and loop
problems. This kind of problems is caused by calculating
the weight only according to queue backlog difference. A
routing loop penalty factor is introduced in the process of
making routing decisions [9]. Similarly, Dvir et al. [18] use
the same idea but the factors are different. The packets are
guaranteed to be transmitted in a restricted area by the
explicit hop-count constraint [35]. Furthermore, Ying et al.
[36], [37] use the length of the shortest path as a hop con-
straint to route and schedule packets, shortening the path of
backpressure scheduling scheme. Lu et al. [38] employ a cal-
culation method with the weighted queue in wireless net-
works to effectively reduce the forwarding delay of packets.
A simple data collecting scheme is proposed to increase the
network throughput while the average energy consumption
converges to the energy consumption that required main-
taining the stability of the network [17]. For the last packets
problem, the link weights are assigned according to the
packet delay [39]. Alresaini et al. [40] propose a redundancy
backpressure scheduling scheme in which the data packets
are copied when the queue occupancy rate is low. It can
increase the queue backlog difference in advance, reducing
the end-to-end delay at low network load. However, this
method is not suitable for sensor networks, because the
redundancy packets need to be transmitted which wastes
network energy. A virtual queue-based method is proposed
[31]. It establishes the backlog of queues in advance, so that
the network can generate sufficient backlog difference gra-
dients when the network load is low. However, the schemes
mentioned above cannot give the priority to the emergency
packets when urgent events occur.

There are also some improvements in the aspect of queue
modeling. The per-neighbor queue is used to replace the
traditional backpressure queue model, which significantly
reduces the end-to-end delay [20], [41]. Ying et al. [42] pro-
pose a backpressure scheduling scheme based on clustering
in which each node maintains two types of queues, the
inter-cluster queues and intra-cluster queues. It can greatly
reduce the number of queues by this method. The tradi-
tional backpressure scheduling scheme based on First-In-
First-Out (FIFO) queue is changed to Last-In-First-Out
(LIFO) queue which reduces the end-to-end delay [14]. It
makes the backpressure scheduling apply to wireless sensor
networks. Furthermore, Moeller et al. [9] present an applica-
tion of backpressure scheduling scheme in wireless sensor
networks, which can achieve greater delivery ratio and
throughput than the Collection Tree Protocol (CTP). Huang
et al. [24] analyze the tradeoff between LIFO and FIFO
queue models in detail, and get the conclusion that the aver-
age energy consumption of backpressure scheduling
scheme will gradually converge. However, these related
work doesn’t propose an efficient queueing model to deal
with emergency packets for EIoT. The inefficient queueing
model for emergency packets affects the deployment of
backpressure scheduling scheme in EIoT. There are also
works aiming at detect the emergency situations. Aazam
et al. work on fog computing and cloud computing for tack-
ling emergency communication [43]. In our work, we focus
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on the queueing and processing the emergency packets
under backpressure scheduling scheme.

2.2 Problem Statement

Different types of packets can exist in a network. Some
emergency packets are generated because of the happening
of emergency events in EIoT, and they need to be delivered
as fast as possible. As shown in Fig. 1, there is one flow in
the network which consists of emergency packets and regu-
lar packets.

The LIFO backpressure scheduling scheme aims to
change the traditional FIFO queue to LIFO. However, it
makes routing decisions based on the queue backlog differ-
ence. There is not enough queue backlog difference under
the low network load, resulting in the long path even the
loop path problem. We consider the sensor network as
shown in Fig. 1a. There are some packets being forwarded
from the source node Ni;i to node Ni�1;i and Ni;i�1, includ-
ing emergency packets and regular packets. The packets are
forwarded far from the destination node. The forwarding
number of packets increases so does the end-to-end delay.
In particular, the scheduling scheme for the emergency
packets is same as regular packets under LIFO backpressure
scheduling scheme, resulting in the poor real-time perfor-
mance of emergency packets.

We can select the shortest path scheduling scheme to for-
ward the emergency packets when the network is not con-
gested. We expect the emergency packets are delivered to
the destination node as fast as possible. The expected for-
warding process is shown in Fig. 1b. The emergency packets
are forwarded from the source node Ni;i to nodes Niþ1;i and
Ni;iþ1, which is the shortest path to the destination node.
However, the long path even the path with loops will still
be possibly selected under the traditional backpressure
scheduling scheme. Therefore, the lower the network load,
the more loops are selected, causing the increase of end-to-
end delay. Therefore, the real-time performance of emer-
gency packets cannot be well guaranteed. Thus, we focus
on the emergency situations under the backpressure

scheduling scheme. In this paper, we explore an event-
aware backpressure scheduling scheme for EIoT. The
queueing model with emergency packets is proposed to
reduce the waiting delay. Furthermore, we combine the
shortest path with backpressure scheduling scheme to guar-
antee the real-time performance of emergency packets.

3 OUR PROPOSED EVENT-AWARE

BACKPRESSURE SCHEDULING SCHEME

3.1 Scheduling Scheme for Regular Packets

In order to describe the scheme, symbols and notations are
shown in Table 1.

If Dm;n � R, ðm;nÞ�EðGÞ for each pair of nodes m and n.
The packet can be generated by any sensor node, and

Fig. 1. A backpressure scheduling scheme with emergency packets.

TABLE 1
Symbols Definition

Symbols Description

m;n The sensor nodes No.
f The queue No.
V The set of nodes in the network
E The set of links in the network
G ¼ ðV;EÞ The sensor network model
R The transmission range
Dm;n The geographic distance of nodem and node n
F The set of queues
� The arrival rate (accord with Poisson process)
t The time slot
Qf

nðtÞ The backlog of queue f in node n at time slot t
RegfnðtÞ The arrival regular packets of queue f to the

network through node n at time slot t
EmgfnðtÞ The arrival emergency packets of queue f to

the network through node n at time slot t
mf
m;nðtÞ The transmission rate of queue f over link

ðm;nÞ at time slot t
m ¼ mm;n

� �
The set of link rates in the network

Hf
nðtÞ The hop-count between node n and the

destination node of queue f
Vm The set of the neighbor nodes of nodem
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finally, reach the destination node through the multi-hop
path. The packets have the emergency flag when generate.
The data packet format is defined in Fig. 2.

Each data packet includes the packet header, emergency
flag and packet deadline. The packet header length will be
different based on the different communication protocols.
But it always includes the source node ID and the destina-
tion node ID. The emergency flag and the packet deadline
describe the packet emergency information. If the emer-
gency flag is true, then the packet is defined as the emer-
gency packet. The nodes can detect whether the arriving
packets are emergency packets or regular packets according
to the emergency flag. The dynamic queue model maintains
by each node for scheduling is shown in Fig. 3.

The backlog of queue f at time slot tþ 1 can be expressed
by

Qf
nðtþ 1Þ ¼max Qf

nðtÞ �
X
b

m
f
nbðtÞ; 0

" #
þ
X
a

mf
anðtÞ

þRegfnðtÞ þ EmgfnðtÞ:
(1)

The queue backlog Qf
n at time slot tþ 1 includes the

external arriving packets and the difference between Qf
nðtÞ

and
P

b m
f
nbðtÞ, where m

f
nbðtÞ is the transmission rate of

queue f over link ðn; bÞ at time slot t. We use the
P

b m
f
nbðtÞ

to stand for the packets being forwarded from node n at
time slot t. The external arriving packets consist of the arriv-
ing packets

P
a m

f
anðtÞ, the arriving regular packets RegfnðtÞ,

and emergency packets EmgfnðtÞ, where mf
anðtÞ is the trans-

mission rate of queue f over link ða; nÞ at time slot t. We use
the

P
a m

f
anðtÞ to stand for the packets arriving at node n at

time slot t. Packets are forwarded according to the LIFO
scheduling policy. We attempt to improve the backpressure
scheduling scheme in the steps of making routing decisions,
which does not affect the link transmitting process. Thus,
our scheme can be directly extended to transmission rates
time-varying networks. To simplify our expression, we
assume that the transmission rates are fixed. Node m calcu-
lates the backlog of each queue with each neighbor node n
every time slot according to Eq. (2). Link ðm;nÞ is used to
transmit packets with the largest queue backlog difference

dfm;n ¼ Qf
mðtÞ �Qf

nðtÞ: (2)

Making routing decisions only based on the queue back-
log can cause the packets to be forwarded far from the desti-
nation node, which has a adverse effect on the delay
performance of regular packets. We make the improve-
ments in the step of selecting data packets and calculating
weights for backpressure scheduling scheme on the basis of
the LIFO queue. We define the selected queue fsel

m;n in Eq. (3)
and forward the packet in queue fselm;n at time slot t

fsel
m;n , argmax Qf

mðtÞ � ððHf
n �Hf

mÞ=Hf
mÞQf

nðtÞ
� �

: (3)

We use ðHf
n �Hf

mÞ=Hf
m as a weight while calculating the

queue backlog difference of node m and node n. If
Hf

n < Hf
m, then the weight ðHf

n �Hf
mÞ=Hf

m will be negative.
The weighted queue backlog difference is larger than Qf

mðtÞ.
If Hf

n > Hf
m, then the weight ðHf

n �Hf
mÞ=Hf

m will be posi-
tive. The weighted queue backlog difference is less than
Qf

mðtÞ. If Hf
n ¼ Hf

m, then the weight ðHf
n �Hf

mÞ=Hf
m will be

zero. The weighted queue backlog difference is equal to
Qf

mðtÞ. After we use the weight, if the node n is closer to the
destination node, then the weighted queue backlog differ-
ence will be larger than the one under LIFO backpressure
scheduling scheme. The closer node n to the destination
node, the larger the weighted queue backlog difference is.

After using the distance weight, the probability of node
closer to the destination node increases. Then, the packets
have more probability to be forwarded to the closer node
to destination node even if there are not enough queue
backlog difference gradients. Distance weight acts as
another pressure to the destination node. After selecting
the forwarding queues, the distance weight w can be
expressed by

w ¼ ðHfselm;n
n �H

fselm;n
m Þ=Hfselm;n

m : (4)

The weighted queue backlog difference Wm;nðtÞ can be
expressed by Eq. (5), where the weight w has been calcu-
lated in Eq. (4)

Wm;nðtÞ , max Q
fselm;n
m ðtÞ � w �Qfselm;n

n ðtÞ
� �

; 0

� �
: (5)

We select the neighbor node with the maximum distance
weighted queue backlog difference Wm;nðtÞ to forward the
packet in queue fselm;n in each time slot t. When calculating
the link weights, the distance factor is introduced, which is
the number of hop-count from the neighbor nodes to the
destination node. We can calculate the hop-count according
to the Dijkstra algorithm after the whole sensor network

Fig. 2. The data packet format.

Fig. 3. The dynamic queue model with emergency packets.
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has been deployed. Each node will obtain their minimum
hop-count to every other node by the global broadcast once.
We assume that all nodes in the networks are not mobile,
and the connections are stable; then the factor remains
unchanged. Further, each node can broadcast the neighbor
node list each a period time slot. If the distance (hop-counts)
changes, the neighbor node list will update. Thus, the result
can be easily extended to the mobile sensor networks.

3.2 Scheduling Scheme for Emergency Packets

There are certain emergency packets in the network
which need to be delivered to the destination node in a
limited time. For example, when a fire occurs in a moni-
toring sensor network of EIoT, the packets carrying the
temperature data need to be delivered as fast as possible.
Generally, the number of emergency packets is small.
The distance weighted method we mentioned in the pre-
vious section can reduce the end-to-end delay of the
packets. However, it cannot guarantee the real-time per-
formance of emergency packets.

We consider the different packets can arrive cases under
the backpressure scheduling scheme as shown in Fig. 4.

Case 1. there is no emergency packets arriving at node n,
as shown in Fig. 4a.

In this case, the regular packets should be selected and
forwarded according to Eqs. (3), (4), and (5).

Case 2. there are emergency packets arriving at node n.
(i) There is only one emergency packet arriving at node n,

as shown in Fig. 4b.
In this case, we should give the priority to the emergency

packet and forward it to the node which is the closest to the
destination node.

(ii) There is more than one emergency packet arriving at
node n, as shown in Fig. 4c.

In this case, we should give the priority to the emergency
packet with a minimum deadline, and forward it to the
node which is the closest to the destination node.

However, the emergency packets are likely to be selected
after the regular packets under Case 2, as shown in Fig. 5.

Emergency packets arrive at the Queue A and Queue C
of node n at time slot t ¼ i, as shown in Fig. 5a. We assume
that the emergency packet in Queue C is forwarded at time
slot t ¼ iþ 1. At the same time, there is one regular packet
arriving at Queue A of node n, as shown in Fig. 5b. Then,
the emergency packet in Queue A will always be forwarded
after the regular packet, according to the LIFO queueing
model shown in Fig. 5c. It cannot guarantee the real-time
performance of the emergency packets. To deal with this
problem, we propose the queue model with emergency
packets. We design an emergency queue in each node in the
network, as shown in Fig. 6.

The emergency packets will arrive at the emergency
queue, and the packets with the minimum deadline will be
prior selected. The regular packets will arrive at the queues
according to their destination nodes. Packets are forwarded
according to the LIFO scheduling policy.

We make the improvements in the step of selecting data
packets and calculating weights for backpressure schedul-
ing scheme on the basis of the LIFO queue. In EABS, we
define the selected queue fsel

m;n given by

fsel
m;n ,

argmax Qf
mðtÞ � wQf

nðtÞ
� �

Qemg
n ðtÞ ¼ 0

� 	
emg Qemg

n ðtÞ 6¼ 0
� 	�

(6)

w ¼ ðHf
n �Hf

mÞ=Hf
m (7)

When the emergency queue is empty, the queue with the
maximum backlog difference will be selected as the

Fig. 4. Different packets arriving cases.

Fig. 5. More than one emergency packet arriving at node n.
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forwarding queue. If there are emergency packets in the
emergency queue, then the emergency packet with the min-
imum deadline will be prior selected.

Then we select the neighbor node to forward the packet in
each time slot t after selecting the forwarding queues. It will
be better to select the node which is the closest to the destina-
tion node of the emergency packets.However, when the num-
ber of emergency packets increases, the congestion can occur
for emergency packets. We consider this problem by combin-
ing the backpressure scheduling scheme with the shortest
path scheme. Thus, we define the next-hop nodes as follows:

1) The regular packets are selected (fselm;n 6¼ emg).
We select the next-hop node n with the maximum

Wm;nðtÞ according to Eqs. (4) and (5).
2) The emergency packets are selected (fselm;n ¼ emg).
We find node nwhich is the closest node to the destination

node of the selected emergency packet. Then, we first calcu-
late the emergency queue backlog difference according to

demg
m;nðtÞ ¼ Qemg

m ðtÞ �Qemg
n ðtÞ: (8)

If demg
m;nðtÞ � 0, then the emergency packet will be for-

warded to node n.
If demg

m;nðtÞ < 0, then we calculate the forwarding weight
according to Eqs. (9) and (10).

Wm;nðtÞ , max Qemg
m ðtÞ � wQemg

n ðtÞ
� 	

; 0
� �

; (9)

where, w is the distance weight expressed by

w ¼ ðHemg
n �Hemg

m Þ=Hemg
m : (10)

The node with the maximum forwarding weight Wm;nðtÞ
will be selected as the next-hop node.

All nodes in the whole networks broadcast their neigh-
bor nodes list. Each node calculates its shortest path with all
other nodes at the first time slot ðt ¼ 0Þ. Next, at the begin-
ning of each time slot, node m observes the queue backlog
Qf

nðtÞ and the hop-count Hf
nðtÞ of every neighbor node n.

The EABS scheme consists of the routing decision and for-
warding decision, which are described in details as follows.

Routing Decision:

(i) Calculate the queue backlog difference of each
neighbor node n according to Eq. (6). The packet in
queue fselm;n is selected waiting to be forwarded.

(ii) If the regular packets are selected, the node with
maximum Wm;nðtÞ will be selected as the next-hop
node according to Eqs. (4) and (5). If the emergency
packets are selected and demg

m;nðtÞ � 0, the emergency
packets will be forwarded to the node on the shortest
path. If demg

m;nðtÞ < 0, the emergency packets will be
forwarded to the next-hop node with the maximum
Wm;nðtÞ according to Eqs. (9) and (10).

Forwarding Decision. If Wm;nðtÞ > 0, forward as many
packets as possible in the capacity of the link ðm;nÞ under
LIFO queue. Otherwise, the packets are not forwarded until
the factor Wm;nðtÞ is recalculated. Finally, the queue backlog
Qf

nðtþ 1Þ is updated.

3.3 Real-Time Performance Analysis

The network delayD can be express by

D ¼ 1

x

Xx
i¼1

Ti þWemg þWreg: (11)

Wemg is the time of waiting emergency packets, and Wreg

is the time of waiting regular packets in the path. Ti is the
transmission delay of packet i. We assume that the number
of regular packets equals to the number of emergency pack-
ets, denoted as x. There is only one flow in the network
where the source node is Node 1 and the destination node
is Node n. We set n for the hop-count of the shortest path.
N is the hop-count of the sub-optimal path, and N 0 is
the hop-count of another path. We assume N � N 0, because
the sub-optimal path is selected according to the distance
weight.

1) When demg
m;nðtÞ � 0, the emergency packets on the short-

est path are not congested. This case is shown in Fig. 7.
In this case, the emergency packets will be forwarded on

the shortest path to the destination node. The end-to-end
delay of emergency packets can be represented by

Demg ¼ 1

x
½nþ ðnþ 1Þ þ ðnþ 2Þ þ � � � þ ðnþ x� 1Þ� � tþWemg:

(12)

If the regular packets take the shortest path, we may get
the minimum delay. The end-to-end delay of regular pack-
ets can be represented by

Dreg ¼ 1

x
½nþ ðnþ 1Þ þ ðnþ 2Þ þ � � � þ ðnþ x� 1Þ� � t
þ x � tþWemg þWreg:

(13)

The end-to-end delay of regular packets is larger than
that of emergency packets. The difference of Dreg and Demg

is x � tþWreg (the delay waiting for the emergency packets
and the delay of waiting for other regular packets).

Fig. 6. The queue model with emergency packets.

Fig. 7. No congestion of emergency packets on the shortest path.
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2) When demg
m;nðtÞ < 0, the emergency packets on the

shortest path are congested. This case is shown in Fig. 8.
In this case, the distance weighted queue backlog differ-

ence will be calculated, and the emergency packets will be
forwarded on the sub-optimal path to the destination node
(i.e., the path through Node 3). The hop-count of the sub-
optimal path is N , and the waiting time of emergency pack-
ets is W

0
emg. We put these values into Eq. (11). The end-to-

end delay of emergency packets is given by

Demg ¼ 1

x
½N þ ðN þ 1Þ þ ðN þ 2Þ þ � � � þ ðN þ x� 1Þ� � tþW

0
emg:

(14)

For the regular packets, there are three cases to be
analyzed:

(i) The shortest path (i.e., the path through Node 2):
The emergency packets are congested on the shortest

path. If the regular packets are forwarded on the shortest
path, the end-to-end delay is obviously larger than that of
emergency packets.

(ii) Another path (i.e., the path through Node 5):
The end-to-end delay of regular packets can be repre-

sented by

Dreg ¼ 1

x
½N 0 þ ðN 0 þ 1Þ þ ðN 0 þ 2Þ þ � � � þ ðN 0 þ x� 1Þ� � t
þ x � tþW

00
emg þW

00
reg

(15)

Dreg �Demg ¼ ðN 0 �NÞ � x � tþ x � tþ ðW 00
emg �W

0
emgÞ þW

00
reg

¼ ðN 0 �N þ 1Þ � x � tþ ðW 00
emg �W

0
emgÞ þW

00
reg:

(16)

Because the emergency packets choose the sub-optimal
path which is calculated according to the distance weight,
so we can getN � N 0,W

0
emg �W

00
emg. Thus,Dreg �Demg � 0.

(iii) The same sub-optimal path as the emergency packets
(i.e., the path through Node 3):

The end-to-end delay of regular packets can be calcu-
lated by

Dreg ¼ 1

x
½N þ ðN þ 1Þ þ ðN þ 2Þ þ � � � þ ðN þ x� 1Þ� � t
þ x � tþW

0
emg þW

0
reg:

(17)

The end-to-end delay of regular packets is larger than
that of emergency packets according to the analysis of no
congestion of emergency packets on the shortest path.

4 ALGORITHM DESIGN

In this section, we implement EABS according to the model
proposed in Section 3. The variables used in the algorithms
are defined in Table 1. We assume that all nodes in the net-
works are not mobile, and the connections are stable, then
the factor remains unchanged. We also assume that the
transmission rates are fixed.

Algorithm 1 describes the process of selecting packets
in EABS. There are two loops in Algorithm 1. The upper
bond of neighbor nodes is n� 1, and there are n queues
in each node. Thus, the complexity of Algorithm 1 is
Oðn2Þ, same as the packets selecting process of LIFO
backpressure scheduling scheme. The algorithm works
as follows.

Algorithm 1. Queues Selecting

Input: G, F , Qf
nðtÞ

Output: fsel
m;n

1: procedure QUEUES-SELðG, F , Qf
nðtÞÞ

2: if Qemg
m ðtÞ 6¼ 0 then

3: fsel
m;n  emg

4: else
5: for all n 2 Vm do
6: for all f 2 F do
7: Calculate the difference dfm;n using
8: dfm;nðtÞ ¼ Qf

mðtÞ � ððHf
n �Hf

mÞ=Hf
mÞQf

nðtÞ
9: if dfm;nðtÞ is the maximum weighted queue

difference then
10: fsel

m;n  f
11: end if
12: end for
13: end for
14: end if
15: end procedure

At each time slot, nodem observes the emergency queue.
If the emergency queue is not empty, the packets in the
emergency queue will be selected (Lines 2-3). If the emer-
gency queue is empty, for each neighbor node n and each
queue of node m, the distance weighted queue backlog dif-
ference will be calculated (Lines 5-8). Node m chooses the
queue with the maximum weighted difference as the for-
warding queue (Lines 9-11).

Fig. 8. Congestion of emergency packets on the shortest path.
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Algorithm 2 describes the process of the next-hop node
selecting of EABS. There is only one loop in Algorithm 2.
Thus, the complexity of the Algorithm 2 is OðnÞ, same as
the next-hop node selecting process of LIFO backpressure
scheduling scheme. The algorithm works as follows.

Algorithm 2.Next-Hop Nodes Selecting

Input: G, F , m, Qf
nðtÞ, fsel

m;n

Output: next-hop nodes (Nsel
m )

1: procedure NODES� SELðG, F , Qf
nðtÞ, fsel

m;nÞ
2: if fsel

m;n ¼ emg then
3: for all n 2 Vm do
4: Find node n with the shortest path of the top

packet in queue emg
5: end for
6: Calculate the difference dfm;n using
7: demg

m;nðtÞ ¼ Qemg
m ðtÞ �Qemg

n ðtÞ
8: if demg

m;nðtÞ � 0 then
9: Nsel

m  n
10: else
11: for all n 2 Vm do
12: Calculate the difference demg

m;n using
13: demg

m;nðtÞ ¼ Qemg
m ðtÞ � ððHemg

n �Hemg
m Þ=Hemg

m ÞQemg
n ðtÞ

14: if demg
m;nðtÞ is the maximum weighted queue

difference then
15: Nsel

m  n
16: end if
17: end for
18: end if
19: else
20: for all n 2 Vm do
21: Calculate the difference dfm;n using
22: dfm;nðtÞ ¼ Qf

mðtÞ � ððHf
n �Hf

mÞ=Hf
mÞQf

nðtÞ
23: if dfm;nðtÞ is the maximum weighted queue

difference then
24: Nsel

m  n
25: end if
26: end for
27: end if
28: end procedure

At each time slot, node m observes whether the selected
queue fselm;n is the emergency queue. If fsel

m;n is the emergency
queue, node m finds the node n which is the closest to the
destination node of emergency packet (Lines 3-5). Then,
node m calculates the emergency queue backlog difference
demg
m;n with node n (Lines 6-7). If demg

m;n � 0, node n will be
selected as the next-hop node (Lines 8-9). If demg

m;n < 0, node
m calculates the distance weighted emergency queue back-
log difference for each neighbor node n (Lines 10-18). If fselm;n

is the regular queue, node m chooses the node n with the
maximum distance weighted queue backlog difference as
the next-hop node (Lines 19-27).

Algorithm 3 describes the EABS scheme. It operates in
each time slot. It calls Algorithm 1 and Algorithm 2 in turn.
Thus, the complexity of Algorithm 3 is Oðn3Þ, same as the
LIFO backpressure scheduling scheme. The algorithm
works as follows.

All nodes in the whole networks broadcast their neigh-
bor nodes lists. Each node calculates its shortest path with
all other nodes at the first time slot (Lines 3-6). At each time
slot, node m first obtains the forwarding queue according to

Algorithm 1. Then, it selects the next-hop node according to
Algorithm 2. At last, node m forwards the packets in queue
fselm;n to the next-hop node Nsel

m .

Algorithm 3. Event-Aware Backpressure Scheduling
Scheme

Input: G, fsel
m;n, N

sel
m

Output: scheduling scheme
1: procedure EABSðG, fsel

m;n, N
sel
m Þ

2: At each time slot t
3: if time slot t ¼ 0 then
4: Broadcast the neighbor node list
5: Calculate the shortest path of every other node
6: end if
7: for allm 2 V do
8: Call Algorithm 1 to get the fsel

m;n

9: Call Algorithm 2 to get the Nsel
m

10: Nodem forwards the packets in queue fsel
m;n to the

next-hop nodeNsel
m

11: end for
12: end procedure

5 SIMULATION AND ANALYSIS

In this Section, we use simulation experiments to verify the
proposed scheme and evaluate the performance. The simu-
lation is implemented on NS-2 simulation platform.

5.1 Simulation Setup

We deploy a random network topology with 100 nodes in a
2200 m � 2200 m area. The transmission range of each sensor
nodes is 250 m. The transmission capability is one packet in
each direction for each time slot, and all the links are bidi-
rectional. We randomly create 20 data flows in the network,
and 5 percent of packets are emergency packets. The packet
arrival rate of all network flows follows Poisson process,
and all data flows have the same packet arrival rate,
donated by � (packets/slot). The arrival rate � varies from
0.1 packets/slot to 0.8 packets/slot. We choose these param-
eters because the results are able to verify our analyzation of
the traditional backpressure scheduling scheme. The end-
to-end delay will first increase then decrease when the
arrival rate varies from 0.1 packets/slot to 0.8 packets/slot.

We set the initial energy of each node to 100 J and the trans-
mit power is set to 0.690 W. Furthermore, the received power
is set to 0.395 W. The energy is mainly consumed in the pro-
cess of data forwarding and receiving.We use the time of first
node running out of energy as the evaluation metric for net-
work lifetime. We set the data packet arrival rate � (packets/
slot) as the horizontal axis in the simulation. We change the
value of � to observe the performance of the proposed scheme
under different network loads. The simulation experiments
are implemented in 500 time slots, each of which is imple-
mented for 10 iterations to avoid the random errors. We use
AVG for the average metric of all packets, EMG for the emer-
gency packets, and REG for the regular packets.

5.2 End-to-End Delay

Fig. 9 shows the average end-to-end delay, where “BS”
stands for the traditional backpressure scheduling scheme,
“LIFO-BS” stands for the LIFO backpressure scheduling
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scheme, and ”EABS” stands for our proposed event-aware
backpressure scheduling scheme. It is the average time
from the packet generation to delivery in the network. The
emergency packets need to be delivered as fast as possible.
Thus, the end-to-end delay is an important metric to evalu-
ate the real-time performance of the scheduling scheme. It
can be seen that with the increase of the packet arrival rate,
the end-to-end delay of BS scheme first decreases then
increases. The reason is that the BS cannot generate enough
pressure at the low network load because there is not
enough queue backlog difference gradient. BS scheme will
explore all possible paths, so the end-to-end delay increases.
When the network load increases, the end-to-end delay of
BS scheme reduces because the queue backlog difference
gradient is formed. Subsequently, the queue backlog starts
to increase, which leads to the increase of end-to-end delay.
LIFO-BS scheme improves the BS scheme by changing the
queue from FIFO to LIFO. With the formation of the queue
backlog gradient, the delay reduces according to the
LIFO-BS scheme when the network load increases.

The average end-to-end delay of all packets is shown in
Fig. 9a. The EABS scheme increases the weight of node
which is closer to the destination node on the basis of
LIFO-BS. The distance factors are weighted so that the data
packets can still be forwarded to the destination node when

the queue backlog difference gradient is not formed. The
average end-to-end delay reduces with the reducing of hop-
count. The average end-to-end delay of emergency packets
is shown in Fig. 9b. Under the BS and LIFO-BS scheduling
schemes, the emergency packets are not considered, the
end-to-end delay of emergency packets is same as that of
the regular packets. However, the emergency packets are
given a high priority to be forwarded to the node which is
closer to the destination node under the EABS scheme, so
the end-to-end delay is minimized, which ensures the real-
time performance of the emergency packets.

We can see from Fig. 10 that the average end-to-end
delay is far lower than that of the regular packets. The end-
to-end delay of regular packets is larger than the average
level. However, in EIoT, the real-time performance of emer-
gency packets is more important. Further, the end-to-end
delay of regular packets is lower than that of LIFO-BS
scheme and BS scheme. Meanwhile, the proportion of deliv-
ered emergency packets increases compared with the regu-
lar packets. Thus, the gap of end-to-end delay between REG
and AVG increases.

5.3 Forwarding Percentage

We illustrate the forwarding percentage of BS, LIFO-BS, and
EABS in Fig. 11. Because of the urgent situations, the emer-
gency packets need to be delivered successfully. Thus, the for-
warding percentage is also an important metric to evaluate
the real-time performance of the scheduling scheme. It is the
proportion of delivered packets and generated packets during
500-time slots. Due to the limited delivery capacity of the net-
work,with the increase of packet arrival rate, the total number
of packets increases, so the proportion of the delivered pack-
ets gradually reduces. For the regular packets, EABS scheme
considers the distance factor on the basis of LIFO-BS schedul-
ing scheme, and the packets can reach the destination node
faster. Therefore, the number of delivered packets increases,
so does the forwarding percentage as shown in Fig. 11a. For
the emergency packets, they are given the priority to be deliv-
ered. Almost all the emergency packets are delivered during
the simulation time. Thus, the forwarding percentage is
higher (close to 1) as shown in Fig. 11b.

We show the average forwarding percentage of different
packets in Fig. 12. The forwarding percentage of emergency

Fig. 9. End-to-end delay.

Fig. 10. End-to-end delay of different packets.
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packets is higher than that of all packets under our pro-
posed EABS scheme. The scheme should guarantee the suc-
cess of the emergency packets delivering. It is important for
the EIoT. Although, the forwarding percentage of regular
packets is relatively lower than the average forwarding per-
centage, it is still higher than that of the traditional BS and
LIFO-BS schemes.

5.4 Average Energy Consumption Per Packet

Fig. 13 shows the average energy consumption for each
packet of BS, LIFO-BS, and our proposed EABS scheme. The
average energy consumption per packet of the BS and
LIFO-BS scheduling schemes is relatively high because of
the lengthy path of packets. The more forwarding times, the
more energy consumption of each packet is. Under our pro-
posed EABS scheme, the forwarding times of regular pack-
ets reduce before they have been delivered because of
considering the distance factor. Thus, the average energy
consumption of each packet reduces as shown in Fig. 13a.
For the emergency packets, the forwarding times are less, so
does the energy consumption of each packet as shown in
Fig. 13b.

Fig. 14 illustrates the energy consumption of each differ-
ent packets under the EABS scheme. The forwarding times

of emergency packets are less than that of regular packets.
Thus, the average energy consumption per packet of emer-
gency packets is less. However, the regular packets con-
sume more energy before being successfully delivered.

5.5 Network Lifetime

The lifetime of the network under BS, LIFO-BS, and our pro-
posed EABS scheme are shown in Fig. 15. We assume that
when a node with 100 J initial energy is run out, the node
dies. We use the time that the first node is running out of
energy as the lifetime of the network in this paper. Under
the EABS scheme, each node consumes less energy than the
BS and LIFO-BS scheduling schemes because of the less for-
warding times. As a result, the network lifetime is longer,
especially under the low network load. When every node
forwards packet at each time slot with the network load
increasing, the lifetime of EABS scheme tends to BS and
LIFO-BS scheduling schemes, and the lifetime of network is
finally converged.

5.6 Goodput

Fig. 16 shows the goodput of BS, LIFO-BS, and EABS. It can
be seen that the goodput of LIFO-BS scheduling scheme is
higher than the traditional BS scheme because the LIFO-BS
scheme changes the queueing model and reduces the end-
to-end delay. Under our proposed EABS scheme, the num-
ber of delivered regular packets increases because of the
distance factor. While, the emergency packets have priority
to be delivered. Almost all the emergency packets are deliv-
ered during the simulation time. As a result, the goodput
of network increases.

6 CONCLUSION

In this paper, we propose a novel event-aware backpressure
scheduling scheme to enhance the real-time performance of
emergency packets for EIoT. In particular, we first designed
a backpressure-based queue model according to the arrival
process of different packets that reduces the waiting time
of emergency packets in queues. Furthermore, we combine
the shortest path method with backpressure scheme to
select the next-hop node, which reduces the transmission
delay of emergency packets. Finally, the performance of

Fig. 11. Forwarding percentage.

Fig. 12. Forwarding percentage of different packets.
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EABS is evaluated. The simulation results show that EABS
significantly reduces the end-to-end delay and increases the
forwarding percentage compared with traditional backpres-
sure scheme and LIFO-based scheme. For the emergency
packets, the real-time performance is guaranteed, and the
goodput of the whole network increases.

In the EABS scheme, we only consider the existence of
emergency packets and regular packets. However, packets
with different priorities can exist in the network. As an
extension, our plan is to work on the arrival process of
packets with multi-level priorities.
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