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Abstract—Motivated by the emergence of function-as-a-service
(FaaS) as a programming abstraction for edge computing, we
consider the problem of caching and pricing applications for
edge computation offloading in a dynamic environment where
Wirelesss Devices (WDs) can be active or inactive at any point
in time. We model the problem as a single leader multiple-
follower Stackelberg game, where the service operator is the
leader and decides what applications to cache and how much to
charge for their use, while the WDs are the followers and decide
whether or not to offload their computations. We show that the
WDs’ interaction can be modeled as a player-specific congestion
game and show the existence and computability of equilibria.
We then show that under perfect and complete information the
equilibrium price of the service operator can be computed in
polynomial time for any cache placement. For the incomplete
information case, we propose a Bayesian Gaussian Process Bandit
algorithm for learning an optimal price for a cache placement
and provide a bound on its asymptotic regret. We then propose
a Gaussian process approximation-based greedy heuristic for
computing the cache placement. We use extensive simulations
to evaluate the proposed learning scheme, and show that it
outperforms state of the art algorithms by up to 50% at little
computational overhead.

I. INTRODUCTION

Battery powered Wireless Devices (WDs) are increasingly
used for computationally intensive applications such as aug-
mented reality, natural language processing, face, gesture and
object recognition [1, 2]. Nonetheless, executing these kinds of
applications on WDs results in high energy consumption and
can adversely affect battery lifetime and the user experience.

Edge computing could become a promising solution for of-
floading computationally intensive tasks from WDs to nearby
compute resources in the infrastructure via wireless networks.
By computation offloading, it could become possible for
WDs to reduce their energy consumption, while meeting
application latency requirements. Nonetheless, if many WDs
offload simultaneously, application performance could suffer
due to congestion on the limited wireless and computational

The work was partly funded by the Vinnova Center for Trustworthy Edge
Computing Systems and Applications (TECoSA) and the Swedish Research
Council through project 2020-03860. The computations were enabled by
resources provided by the Swedish National Infrastructure for Computing
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resources in the edge infrastructure. This realization has spun
a great interest in edge resource management, pricing and
admission control [3]–[7].

Nonetheless, the management of storage and its interac-
tion with wireless and computing resource management have
received much less attention in the literature [8, 9]. Storage
is an essential prerequisite for the availability of executable
code and data at the edge server, and hence for computation
offloading. Code availability and pricing for computation of-
floading become particularly important in the case of emerging
Function as a Service (FaaS) offerings (also called serverless
computing) where tasks are executed on-demand, by loading
container images from storage to memory, and charging is
based on execution time. Yet, optimizing code availability
and pricing is challenging, as the price and loaded container
images affect the decisions of WDs, and the service operator
may not have access to information about the WDs and
their workloads a priori, e.g., in emerging mobile network
architectures [10]–[12].

In this work, we study this important problem. We explore
the interaction between a profit-maximizing service operator
that performs storage management and pricing, and cost-
minimizing autonomous WDs that can offload their computa-
tion, subject to application availability and latency constraints.
We provide an analysis of the strategic interaction between
the service operator and the WDs under complete and perfect
information. We then consider the incomplete information case
where the service operator has to learn what applications to
cache and what price to charge through repeated interaction
with the devices, whose decisions whether or not to offload
are orchestrated by a network operator. Our main contributions
are as follows.

• We propose a Stackelberg game to model the interaction
between the service operator and the WDs.

• We show that the interaction of the WDs can be modeled
by a player-specific congestion game and we prove the
existence of pure strategy Nash Equilibria.

• We propose a polynomial time algorithm for computing
the optimal price to be charged by the service operator.

• We propose a Bayesian Gaussian Process (GP) Bandit
based approach to approximate Subgame Perfect Equi-
libria (SPE) of the game under incomplete information.

• We use extensive simulations for showing that the re-
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Fig. 1. System with N = 4 WDs and |J | = 5 apps. For each time slot the
figure shows the active WDs, some of which offload (indicated by an arrow
to the access point). The set of offloaders depends on the set X (t) of cached
apps and the price π(t), the decision is coordinated by a network orchestrator.

sulting solution outperforms state-of-the-art Multi-Armed
Bandit (MAB) based algorithms with a small computation
overhead.

The rest of the paper is organized as follows. We present
the system model and problem formulation in Section II. We
show the existence of Nash Equilibrium (NE) and we propose
an algorithm for computing the optimal pricing under complete
information in Section III. We present the proposed Bayesian
Revenue Maximization (BRM) algorithm for learning a SPE
under incomplete information and we provide a regret analysis
in Section IV. We show numerical results in Section V, and
discuss related work in Section VI. Section VII concludes the
paper.

II. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a multi-access edge computing system that
consists of an edge server with storage capacity S managed by
a service operator, and a set N = {1, 2, . . . , N} of WDs that
can offload their computational task for execution at the edge
server via a wireless link. Time is slotted, and we consider
that each WD i ∈ N is active with probability qi > 0 in time
slot t, independent of other WDs and of its activity in previous
time slots [13, 14]. We consider that a single time slot is long
enough for performing each user’s task both in the case of local
computing and in the case of computation offloading. This
assumption is reasonable in the case of real time applications
if the worst-case task completion time is less than the time
slot length. We define the random variable Bi(t) to model
whether or not WD i is active, i.e., P (Bi(t) = 1) = qi, and
define the set N a(t) = {i ∈ N|Bi(t) = 1} of active WDs in
time slot t. An inactive WD has no task to execute in time
slot t, while if active, WD i wants to execute a task of type
ϕi ∈ J , where J is the set of applications (i.e., the set of
task types). The applications are the software images required
for the execution of the tasks; tasks of different WDs may
need the same application image. The computational task of
WD i is characterized by the size Di of the input data (e.g, in
bytes), by the expected number Lj of cycles per byte required
to perform the task (e.g, in Gcycles/byte) for j = ϕi, and by
the completion time requirement τ̄i.

At the beginning of time slot t, the service operator can
decide to cache a subset X (t) ⊆ J of applications, subject to

N Set of WDs
J Set of applications
t Time slot index
T Time horizon
qi Activeness probability of WD i

ai(t) Offloading decision of WD i at time slot t
Na(t) Set of active WDs at time slot t
ϕi Type of the application that WD i wants to execute
Lϕi

Expected number of cycles per byte for WD i
Di Size of the input data of WD i
X (t) Set of cached apps at time slot t, X (t) ⊆ J
τ̄i Completion time requirement of WD i
sj Storage size of app j ∈ J
S Storage capacity of the edge servers

π(t) Price determined by the service operator at time slot t
τ li Local execution time of the task of WD i

f l
i Local processing frequency of WD i

m(t) Number of offloaders at time slot t
pi Transmission power of WD i
p̂i Maximum transmission power of WD i
Ru

i Transmission rate of WD i
W Channel bandwidth
hi Channel coefficient from WD i to AP
σ̃2
i Noise power at the AP for WD i

τui Upload time of WD i
fc Computing frequency of the edge server
τci Execution time of WD i’s task at the edge servers
γl
i Power use coefficient of WD i

βi Unit energy cost of WD i
C0

i (t) Local computing cost of WD i at time slot t
C1

i (t) Offloading cost of WD i at time slot t
R(X (t), π(t)) Service operator’s instantaneous reward at t
r̄(X (t), π(t)) Average reward of the service operator

TABLE I
TABLE OF NOTATIONS.

its storage capacity constraint

∑
j∈X (t)

sj ≤ S, (1)

where sj is the size of the software image for application
j. Caching application j in time slot t involves a usage cost
cj ∈ R+ to the service operator, e.g., corresponding to the cost
of licensing the application from its owner.

If WD i is active in time slot t (Bi(t) = 1) and the
application it intends to use is cached by the service operator
(ϕi ∈ X (t)) then WD i can decide to offload the computation
to the edge server. We denote by ai(t) the offloading decision
of WD i; ai(t) = 1 corresponds to offloading, and ai(t) = 0
to local computing for time slot t. A WD that offloads in time
slot t is charged unit price π(t) ≥ 0 by the service operator.
We denote by P = [0, π] the domain of prices and assume it is
compact. The active WDs use an orchestrator provided by the
network operator for coordinating whether or not to offload.
We consider that the price π(t) is application independent,
aligned with pricing in current FaaS offerings. The service
operator has to choose and announce the price π(t) before the
set N a(t) of active WDs becomes known, together with the
caching decision X (t).

Next, we present our model of local computing and com-
putation offloading, followed by the problem formulation.
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A. Local Computing

If WD i chooses to perform the task locally, the task needs
to be executed using local computational resources. We denote
by f li the local processing capability (frequency) of WD i, and
express the local processing time as

τ li =
Lϕi

Di

f li
. (2)

We consider that f li can be chosen such that local computing
ensures that the task is completed just upon its deadline, i.e.,
τ li = τ̄i. This assumption is reasonable, as dynamic frequency
scaling is widely used for reducing the energy consumption of
battery powered WDs while meeting performance needs [15].

B. Computation Offloading

If WD i decides to offload, it has to transmit Di amount
of data over the wireless channel to the edge server via an
Access Point (AP), and then processing is performed at the
edge server. We denote by

m(t) =

N∑
i=1

ai(t), (3)

the number of WDs that offload at time slot t, and for
simplicity we consider that the available frequency spectrum
and the edge processing capacity are equally shared among
offloaders. More complex models of resource sharing could
be used in practice.

For data transmission, we make the common assumption
of a Gaussian channel [8, 16], and we express the data rate
achievable by WD i using the Shannon formula [17],

Ru
i (pi,m(t)) =

W

m(t)
log2(1 +

pihi
σ̃2
i

), (4)

where W is the channel bandwidth, hi is the channel coeffi-
cient from WD i to the AP, pi is the transmit power of the WD
i, σ̃2

i is the noise power at the AP, and bandwidth is shared
equally among the m(t) WDs that decide to offload. The
transmission power is bounded by the maximum transmission
power p̂i, i.e., pi ≤ p̂i. Given the data rate, we can express
the upload time as

τui (pi,m(t)) =
Di

Ru
i (pi,m(t))

. (5)

We denote by f c the computing capability of the edge server,
and we consider that it is equally shared among the tasks that
are offloaded, consequently we can model the the processing
time at the edge server as

τ ci (m(t)) =
Lϕi

Di

f c/m(t)
. (6)

C. WD Cost Model

We model the cost of WD i as a combination of its energy
consumption and the price charged by the service operator for
computation offloading. In the case of local computing the
cost is due to the energy consumed by the local processor to
execute the task, i.e.,

C0
i (t) = τ li (f

l
i )

2γliβi, (7)

where γli is the power use coefficient, and βi is the unit energy
cost of WD i.

In the case of offloading the cost is the sum of the energy
consumption of the transmission of the input data and the
execution cost that is to be paid to the service operator. We
consider that the execution cost is proportional to the task
complexity Lϕi

and the input size Di, which is reasonable
for today’s FaaS offerings following the pay-as-you-go model.
The cost of WD i in the case of offloading is thus

C1
i (t) = τui (pi,m(t))piβi + Lϕi

Diπ(t), (8)

where π is the unit price charged by the service operator. The
cost of WD i is thus in each time slot

Ci(ai(t), pi, a−i(t)) =(1− ai(t))(τ
l
i (f

l
i )

2γliβi)+

ai(t)(τ
u
i (pi,m(t))piβi + LϕiDiπ(t)).

(9)

where a−i(t) denotes the offloading decisions of WDs ∀i′ ∈
N \ {i}.

D. Problem Formulation

We consider that the WDs and the service operator are ratio-
nal, strategic entities. The objective of WD i is to minimize its
cost subject to its completion time requirement, the constraint
on the maximum transmission power, and the caching decision
X of the service operator for each time slot, i.e., at time slot
t it aims to solve

min
ai(t)∈{0,1},pi≤p̂i

Ci(ai(t), pi, a−i(t)) (10)

s.t.
ai(t)(τ

u
i (pi,m(t)) + τ ci (m(t))) ≤ τ li ,

ai(t) = 0 if ϕi ̸∈ X (t),

where the first constraint ensures that WD i does not offload
if τui (pi,m(t)) + τ ci (m(t)) > τ li , and the second constraint
ensures that it offloads only if application ϕi is cached by the
service operator.

The service operator’s reward at time slot t is the difference
of its income from the WDs that offload and the cost of
caching applications X (t),

R(X (t), π(t)) = (11)

=
∑

i∈Na(t)

ai(t)Lϕi
Diπ(t)1X (t)(ϕi)−

∑
j∈X (t)

cj ,

where 1X (t)(ϕi) is the indicator function. Observe that
R(X (t), π(t)) depends on the set N a(t) of active WDs, and
hence it is a random variable. The expected reward of the
service operator in time slot t is the expectation with respect
to the distribution of the set of active WDs,

r̄(X (t), π(t)) = EB [R(X (t), π(t))]. (12)

The service operator can choose a policy κ for computing
X (t) and π(t) based on past actions X (τ) and π(τ), and ob-
servations, including the set {i|ai(τ) = 1} of offloading WDs
and the obtained rewards R(X (τ), π(τ)), τ ∈ {0, . . . , t− 1}.
Let us denote by K the set of policies of the service operator.

3

This article has been accepted for publication in IEEE Transactions on Mobile Computing. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TMC.2022.3221465

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/



For a policy κ ∈ K we define the expected average regret
of the service operator up to time T as the loss of reward
compared to a static decision X ∗, π∗ with maximum expected
reward,

ρκ(T ) =
1

T

T∑
t=1

EB [R(X ∗, π∗)−R(X κ(t), πκ(t))]. (13)

The objective of the service operator is to find a policy κ∗

that asymptotically minimizes the expected average regret,

κ∗ ∈ argmin
κ∈K

ρκ = argmin
κ∈K

lim
T→∞

ρκ(T ), (14)

subject to the memory storage constraint (1).
The resulting problem is a stochastic sequential game, in

which the service operator and the WDs play a multi-follower
Stackelberg game in every time slot. In the Stackelberg game
the service operator is the leader and the WDs are the
followers. We refer to the problem as the Dynamic Time
Constrained Computation Offloading (DTCCO) game, and
we are interested in learning a policy κ∗ that solves (14)
under incomplete information, i.e., through interaction with
the WDs. Importantly, we assume that the service operator
does not know the set of active WDs and their parameters,
instead WDs report their parameters to a network orchestrator
node owned by the network operator and the orchestrator
node coordinates the offloading decisions of the WDs. This
assumption is reasonable when the network orchestrator and
the service operator are different entities [10]–[12, 18]: the
network operator can have access to traffic information and
WDs’ parameters [12], while the service operator owns or
rents computation resources that it makes available to the
WDs, but needs to decide caching and pricing before WDs
decide whether to use its service.

III. EXISTENCE OF EQUILIBRIA IN THE STAGE GAME

We first focus on the stage game played in time slot t among
the active WDs, and we characterize their interaction for a
given caching decision X (t) and price π(t), chosen by the
service operator. We then consider the problem of pricing
and caching faced by the service operator under complete
information when the service operator knows the set of active
WDs and their parameters. This is equivalent to assuming that
the network operator and the service operator are the same
entity, hence in this section we use the term operator to refer
to both entities. As we focus on a single stage, throughout the
section we omit the time index to simplify notation.

A. Equilibrium Existence Among WDs

Let us consider a caching decision X and price π, and
investigate the interaction of the active WDs, which is in effect
a strategic game. We thus investigate whether the strategic
game played by the WDs admits a pure strategy NE. To assess
whether NE exist, we start with characterizing the optimal
offloading decision for WDs.

Lemma 1. Consider a WD i such that ϕi ∈ X . If Bi = 0 then
WD i is not active, and thus ai = 0. If Bi = 1, i.e., the WD is
active, then if τ ci (m) > τ li then the optimal offloading decision

is a∗i = 0. Otherwise, let p∗i be such that τui (p
∗
i ,m)+τ ci (m) =

τ li . Then, if p∗i > p̂i then a∗i = 0, otherwise

a∗i =

{
1, π ≤ βi(f

l
iγ

l
i − p∗i (

1
f l
i

− m
fc ))

0, else,
(15)

where p̂i is the maximum transmission power of WD i.

Proof. Observe that if τ ci (m) > τ li then WD i cannot complete
the task on time, thus the optimal offloading decision is
a∗i = 0. Otherwise, WD i should choose a transmit power
that minimizes its cost while ensuring timely completion. It
is easy to see that the upload time τui (pi,m) is a strictly
monotonically decreasing function of pi, and Ci(1, pi, a−i) is
a strictly monotonically increasing function of pi. Thus, WD i
minimizes its cost by choosing a transmit power p∗i that yields
τui (p

∗
i ,m) + τ ci (m) = τ li . Now, if p∗i > p̂i then offloading is

not feasible. Otherwise, if p∗i ≤ p̂i then the optimal decision
is

a∗i =

{
1, Ci(1, p

∗
i , a−i) ≤ Ci(0, p

∗
i , a−i)

0, else.
(16)

We can substitute τui (p
∗
i ,m) = τ li − τ ci (m), (2) and (6) into

(16), and obtain (15), which proves the result.

The optimal offloading decision of a WDs given other WDs’
decisions is called the best reply, and is used in characterizing
NE, defined as follows.

Definition 1 (Nash Equilibrium). A NE is a collection of
offloading decisions (a∗i )i∈N such that

Ci(a
∗
i , p

∗
i , a

∗
−i) ≤ Ci(1− a∗i , p

∗
i , a

∗
−i),∀i ∈ N . (17)

Observe that the game played between WDs is a player-
specific network congestion game with the topology shown
in Fig. 2. Unfortunately, in player-specific congestion games
the existence of pure strategy NE is not guaranteed. Next, we
use a topological equivalence argument to show that in the
considered game a NE always exists.

Theorem 1. The stage game possesses a pure strategy Nash
equilibrium among WDs.

Proof. Note that the stage game is a player-specific network
congestion game with topology shown in Figure 2 (left).
The nodes S, A, and D stand for Source, Access Point,
and Destination, respectively. In the network topology the
path (S, A, D) corresponds to computation offloading, while
the direct path (S, D) corresponds to local computing with
edge weights Ci(1, p

∗
i , a−i) and Ci(0, p

∗
i , a−i), respectively.

To show the existence of equilibria, in what follows we
show that Γ can be transformed to a network with parallel
edges Γ̃ such that the games played on the two networks
are best response equivalent. We do so by replacing the
edge (A, D) and its two end vertices A and D in Γ by a
single vertex, and by redefining the costs of incident edges.
Thus, we obtain the parallel network topology Γ̃ shown in
Fig. 2 (right), where the local computing cost is defined
as C̃i(0, p

∗
i , a−i) = Ci(0, p

∗
i , a−i) − LϕiDiπ, and the cost

of offloading is C̃i(1, p
∗
i , a−i) = Ci(1, p

∗
i , a−i) − Lϕi

Diπ.
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Fig. 2. Topology of the network congestion game Γ and Γ̃ used in the proof
of Theorem 1.

Observe that the difference between the cost functions of
WD i in Γ and that in Γ̃ depends only on the strategy of
the operator. This in fact implies that Γ̃ and Γ are best-
response equivalent, and thus they have identical sets of pure
strategy Nash equilibria. Since Γ̃ is a singleton player-specific
congestion game, it possesses a pure NE [19], and so does Γ.
This concludes the proof.

Given that equilibria do exist, the next question is whether
a NE can be computed easily. E.g., one could allow one
WD at a time to improve its strategy, i.e., increase the
payoff it receives, leading to an improvement path. If every
improvement path is finite then the game is said to have the
Finite Improvement Property (FIP), and a NE can be computed
easily. Unfortunately, the FIP is not guaranteed in player-
specific congestion games. Next, we show that the considered
game does have the FIP.

Lemma 2. The stage game possesses the finite improvement
property, i.e., if WDs update their offloading strategies one at
a time, they reach a NE in a finite number of steps.

Proof. Each WD has two strategies, thus the result follows
from Theorem 1 in [20].

Hence, an equilibrium can be computed through letting
WDs update their offloading strategies one at a time. We can
thus conclude that for any caching decision X and price π
set by the operator, there is a NE for the WDs in the stage
game, and a NE can be computed efficiently. For a practical
implementation, each WD can calculate its threshold price (15)
for all 1 ≤ m ≤ N , and hence the active WDs can find
a NE by only sharing their threshold prices with a network
orchestrator entity.

B. Optimal Pricing under Complete Information

Next, we consider the problem of the operator in the
stage game, and we propose a polynomial-time algorithm for
computing the optimal equilibrium price for a given caching
decision X . Throughout the subsection, we consider Strong
Stackelberg Equilibrium (SSE), i.e., if there are multiple
subgame perfect equilibria then one with maximum utility
for the operator will be chosen. Throughout this subsection,
we denote by U(a,X , π) = R(X , π|N a) the instantaneous
reward.

Let us denote by πi,m the maximum price at which WD i
would choose to offload for a particular number of offloaders
m ≤ N , and let us call πi,m the threshold price of WD i for m.
In addition, we define the notation that we will use in this sec-
tion. Let us define the set N o(π,m) = {i| i ∈ N , πi,m ≥ π}
of potential offloaders at price π if there were m offloaders,
and define the set NX = {i| i ∈ N , ϕi ∈ X} of WDs whose
applications are cached by the operator. We then define the
set Πt = {πi,m|i ∈ N , 1 ≤ m ≤ N} of threshold prices. We
define corresponding sets for the set X of cached applications;
we define Πt

X = {πi,m|i ∈ NX , 1 ≤ m ≤ NX } as the
set of threshold prices. We define the set N o

X (π,m) = {i ∈
NX | πi,m ≥ π} of WDs that would want to offload at price
π if a total of m WDs offload for cached application set
X . Under the complete information assumption the threshold
prices πi,m, i ∈ N can be calculated using Lemma 1. For an
application placement X and price π we denote by α∗(X , π)
the set of Nash equilibria among WDs that yield maximum
utility to the operator.

We continue with an important result that we will use
for proposing a polynomial time algorithm that computes the
utility maximizing price.

Lemma 3. Consider an application placement X and thresh-
old prices π′, π′′ ∈ Πt

X such that there is no threshold
price in the interval (π′, π′′), i.e., (π′, π′′) ∩ Πt

X = ∅. Let
π1, π2 ∈ (π′, π′′], π1 < π2. Then the set of equilibria
α∗(X , π1) = α∗(X , π2). Furthermore, for any a ∈ α∗(X , π1)
the utility of the operator is a monotonically increasing linear
function on (π′, π′′], i.e., U(a,X , π1) < U(a,X , π2).

Proof. We start with proving the first statement, i.e.,
α∗(X , π1) = α∗(X , π2). Let a ∈ α∗(X , π1) be an equi-
librium under price π1. Now, since there is no thresh-
old price on (π′, π′′), for any π2 ∈ (π1, π

′′) it holds
that Ci(1, p

∗
i , a−i) ≤ Ci(0, p

∗
i , a−i) for π1 if and only if

Ci(1, p
∗
i , a−i) ≤ Ci(0, p

∗
i , a−i) for π2, ∀i ∈ NX . Hence,

a ∈ α∗(X , π2).
To prove the second statement, let us consider an equilib-

rium a ∈ α∗(X , π′′). By the previous statement we know that
a ∈ α∗(X , π) for π ∈ (π′, π′′]. We can rewrite (11) for the
equilibrium strategy profile a under homogeneous pricing and
obtain

U(a,X , π) =
∑

i∈N :ai=1

1X (ϕi)LϕiDiπ −
∑
j∈J

cj , (18)

which is monotonically increasing in π for any given X on
(π′, π′′]. For all π ∈ (π′, π′′], WDs will not change their deci-
sions. Therefore, we can treat C̃ =

∑
i∈N :ai=1 1X (ϕi)DiLϕi

as a constant, and can substitute it in (18) to obtain

U(a,X , π) = C̃π −
∑
j∈J

cj . (19)

Since ∂U(a,X ,π)
∂π = C̃, the utility of the operator is a linear

function on (π′, π′′]. This concludes the proof.

The above result allow us to characterize the reward as a
function of the price π set by the operator.
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Proposition 1. U(a,X , π) is a left-continuous piecewise-
linear function of π.

Proof. Consider prices π′, π′′ ∈ Πt
X for some X ⊆ J such

that (π′, π′′) ∩ Πt
X = ∅. Then, by Lemma 3, U(a,X , π) is

an increasing affine function on the interval (π′, π′′]. Since
the set Πt

X has a finite number of elements, U(a,X , π) is a
collection of left-continuous monotonically increasing linear
functions, and it is thus piecewise linear.

Next, we characterize equilibria to allow finding an optimal
price efficiently.

Lemma 4. Let a′, a′′ ∈ α∗(X , π) be NE for application
placement X and price π. Then

∑
i∈NX

a′i =
∑

i∈NX
a′′i ≤ m,

i.e., the number of offloaders is the same in the NE.

Proof. We prove
∑

i∈NX
a′i =

∑
i∈NX

a′′i by contradiction.
Let m′ =

∑
i∈NX

a′i and m′′ =
∑

i∈NX
a′′i , and without

loss of generality, assume that m′′ < m′. Then, for strategy
profile a′, there has to be at least m′ WDs with πi,m′ ≥ π.
Similarly, for NE strategy profile a′′, there have to be at least
m′′ WDs with πi,m′′ ≥ π. Observe that πi,m′ < πi,m′′ since
by assumption m′′ < m′. However, if a′ is a NE then we
know that there are at least m′ WDs for which πi,m′′ ≥ π.
Thus in strategy profile a′′ there are at least m′−m′′ WDs that
would prefer offloading at price π, and hence a′′ cannot be a
NE, which contradicts the initial assumption. Thus, m′ = m′′

must hold, which concludes the proof.

We now use Lemma 4 for designing an algorithm for
computing the NE. First, we show that for given π and
application placement X , a NE with maximum payoff for the
operator can be computed in polynomial time. To show this,
observe that for given price π, the operator’s income from a
WD that offloads is U(ai, {ϕi}, π) = ai1X (ϕi)LϕiDiπ, and
is independent of what other WDs are offloading.

Lemma 5. Consider a price π and application placement X .
Let m′ = maxm {|N o

X (π,m)| ≥ m}. Consider a set N † ⊆ N ,
N o

X (π,m′+1) ⊆ N † ⊆ N o
X (π,m′) such that |N †| = m′ and∑

i∈N †\No
X (π,m′+1) Lϕi

is maximal. Then the strategy profile
a in which ai = 1 ⇐⇒ i ∈ N † is a NE with maximum
payoff for the operator, and can be found in polynomial time.

Proof. Consider m′ = maxm {|N o
X (π,m)| ≥ m}, and ob-

serve that N o
X (π,m′ + 1) ⊂ N o

X (π,m′). Since |N o
X (π,m′ +

1)| = m′′ < m′ + 1 in any NE
∑

i∈NX
ai < m′ + 1, at the

same time there is at least one NE in which
∑

i∈NX
ai = m′,

thus by Lemma 4 we know that
∑

i∈NX
ai = m′ for any

a ∈ α∗(X , π). Clearly in a NE with m′ offloaders ai = 1 for
WDs i ∈ N o

X (π,m′+1), and hence there are
(|No

X (π,m′)|−m′′

m′−m′′

)
equilibria that can be computed, with potentially different
payoffs for the operator. To find an equilibrium with highest
payoff for the operator, recall that the income U(ai, {ϕi}, π)
from WD i offloading is independent of what other WDs
offload. Hence the set N † of offloaders that maximizes the
income of the operator is such that N o

X (π,m′ + 1) ⊆ N †,
and it contains the WDs with highest Lϕi

Di from the set
N o

X (π,m′) \ N o
X (π,m′ + 1).

Algorithm 1: Computing a NE for WDs

Data: X , π Result: N †

1 m′ = maxm {|N o
X (π,m)| ≥ m}

2 N † = ∅
3 if m′ < |NX | then
4 N † = N o

X (π,m′ + 1)
5 end
6 N †.add({| argmax

∑
i∈No

X (π,m′)\No
X (π,m′+1) Lϕi

Di| =
m′ − |N †|})

Algorithm 2: Calculating optimal price for given X
Data: X ,Πt

X Result: π∗, U∗

/* Calculate the operator’s revenue
for each πi,m */

1 for k′ = 1 : |Πt
X | do

2 N † =Algorithm1(X ,Πt
X (k′))

3 U(k′) =
∑

i∈N † Lϕi
DiΠ

t
X (k′) -

∑
j∈X cj

4 end
5 U∗ = maxk U(k′)
6 k∗ = min{k′|U(k′) = π∗}, π∗ = Πt

X (k′∗)

To see that the solution can be obtained in polynomial time,
observe that m′ can be found based on N o

X (π,m), and N †

can be found by sorting WDs in decreasing order of Lϕi
Di,

both in polynomial time (see Algorithm 1).

Lemma 5 allows us to compute a NE among the WDs
efficiently, one that is in accordance with the SSE assumption,
i.e., it maximizes the revenue of the service operator. Given a
NE for a given price, we are now ready to compute the price
that maximizes the operator’s revenue for given application
placement.

Theorem 2. Consider an application placement X . Then the
price π∗ computed by Algorithm 2 maximizes the operator’s
revenue, i.e., U(a∗,X , π∗) ≥ U(a,X , π),∀a∗ ∈ α∗(X , π∗),
(π, a) ∈ α∗(X , π).

Proof. Consider a price such that π /∈ Πt
X , and allows a set

of equilibria α∗(X , π). Then, for any consecutive threshold
prices (i.e. π′, π′′ ∈ Πt

X , (π′, π′′) ∩ Πt
X = ∅), let π be such

that π′ > π > π′′. By Lemma 3 the two prices allow the same
set of equilibria, a ∈ α∗(X , π′) = α∗(X , π), and the utilities
satisfy U(a,X , π′) > U(a,X , π). Thus, to be able to find the
profit maximizing price and the corresponding strategy profile,
it is sufficient to compute U(a,X , π′),∀π′ ∈ Πt

X and then find
the price such that π∗ = argmaxπ′∈Πt

X
U(a,X , π′). Hence,

Algorithm 2 computes a price that maximizes the utility of the
operator.

Theorem 2 implies that the optimal price π∗ is a threshold
price for the given caching decision X , i.e., π∗ ∈ Πt

X , and
the operator can find the optimal price by calculating and
comparing the utility at the threshold prices. Thus, an optimal
price can be computed in polynomial time for any given
caching decision X under complete information.

6

This article has been accepted for publication in IEEE Transactions on Mobile Computing. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TMC.2022.3221465

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/



IV. BAYESIAN OPTIMIZATION FOR REGRET MINIMIZATION

We have so far shown how to choose an optimal price
for a caching decision X under complete information and
characterized the reward as a function of the price. In what
follows we consider the incomplete information case, i.e., the
network operator and the service operator are different entities.
We characterize the expected reward of the service operator
under incomplete information and we propose an online policy
for maximizing it, including the computation of a near-optimal
caching decision X ∗ together with a corresponding optimal
price, which together approximate a solution to (14).

A. Characterization of the per stage expected reward

We first start with characterizing the expected reward as a
function of the price π(t) chosen by the service operator for
a single time slot t. For brevity, we omit the time index t in
this subsection.

Proposition 2. r̄(X , π) is a piecewise linear, left-continuous
function of π.

Proof. Recall that r̄(X , π) is by definition the expectation
of the reward R(X , π|N a) = U(a,X , π), where the expec-
tation is taken over the set N a of active WDs. Thus, by
Proposition 1 it is the weighted sum of piecewise linear left-
continuous functions, and is thus itself piecewise linear and
left-continuous.

Thus, for any X ⊆ J there is a price π∗
X ∈ argmaxπ r̄(X , π).

We now continue with the analysis of the maximal expected
reward, starting with the definition of two properties of reward
functions.

Definition 2. The set function r̄ : 2J → R is monotone if for
any X ⊂ J and j ∈ J \ X we have r̄(X ∪ {j}) ≥ r̄(X ).

Definition 3. Given scalar 0 < ν ≤ 1, we say that the set
function r̄ : 2J → R is ν-weakly submodular if∑
j∈X ′

(
r̄(X ∪ {j})− r̄(X )

)
≥ min{ν(r̄(X ∪ X ′)− r̄(X )),

1

ν
(r̄(X ∪ X ′)− r̄(X ))}, (20)

where X ,X ′ ⊆ J , X ∩ X ′ = ∅.

Monotonicity is a common assumption, e.g., in Knapsack
problems with independent item values. As we show next, in
the considered problem the service operator’s expected reward
need not be monotone.

Proposition 3. Let X ⊆ J and j ∈ J \ X , then

r̄(X ∪ {j}, π∗
X∪{j})− r̄(X , π∗

X ) ⪋ 0. (21)

Proof. We prove the result through the following example.

Example 1. The WDs’ parameters are as shown in Table II.
The system-wide and application parameters are |J | = 2,
Lj = (517, 820), cj = (0.025, 0.019), γli = 10−18, βi = 1,
f c = 12 GHz, W = 240 MHz. The resulting expected rewards
are r̄({1, 2}, 0.24×10−9) = 5.49, r̄({1}, 0.34×10−9) = 0.15,

r̄({2}, 0.23 × 10−9) = 5.52, clearly r̄({1}, 0.34 × 10−9) <
r̄({1, 2}, 0.24× 10−9) < r̄({2}, 0.23× 10−9).

Hence, the expected reward is not monotone.

Together with monotonicity, submodularity is often used for
obtaining approximation ratio bounds for NP-hard optimiza-
tion problems. As we show, in our considered problem the
expected reward need not be submodular, as it is not even
weakly submodular.

Proposition 4. Let X ,X ′ ⊆ J , X ∩ X ′ = ∅. Then,∑
j∈X ′

(
r̄(X ∪ {j})− r̄(X )

)
< min{ν(r̄(X ∪ X ′)− r̄(X )),

1

ν
(r̄(X ∪ X ′)− r̄(X ))}, (22)

for any ν ∈ (0, 1].

Proof. We prove the statement by giving a counterexample
for ν-weak submodularity.

Example 2. The WDs’ parameters are as shown in Table III.
The system-wide and application parameters are |J | = 3,
Lj = (530, 630, 1039), cj = (0.0986, 0.09, 0, 0982), γli =
10−18,βi = 1,f c = 12 GHz, W = 280 MHz. Assume that
X ′ = {1, 2}, and X = {3}. The expected reward for this
experiment are r̄({3, 1}, π∗

{3,1}) = 7.3689, r̄({3, 2}, π∗
{3,2}) =

7.3604, r̄({3}, π∗
{3}) = 7.459, r̄({1, 2, 3}, π∗

{1,2,3}) =
7.6142. Using (20), r̄({3, 1}, π∗

{3,1}) + r̄({3, 2}, π∗
{3,2}) −

2r̄({3}, π∗
{3}) = −0.1887, and r̄({1, 2, 3}, π∗

{1,2,3}) −
r̄({3}, π∗

{3}) = 0.1551.

The left hand side of the inequality (20) is negative, whereas
the right hand side is positive. The inequality does not hold,
hence function is not weakly submodular in general.

We have thus shown that the expected reward r̄ is neither
monotone nor weakly submodular in general. Hence, existing
results on monotone submodular function maximization do not
hold for our problem.

Moreover, our analysis of the expected reward highlights
two key challenges in learning an optimal policy κ∗ based
on past observations, challenges not found in the literature
on Combinatorial Multi-Armed Bandit (CMAB) optimiza-
tion [21, 22]. First, the expected reward of caching an appli-
cation depends on what other applications are cached, i.e., in
bandit terminology, the expected reward of a bandit arm is not
independent of the set of arms chosen. Second, the rewards of
the cached apps X depend on the chosen price π, i.e., there
is an additional continuous decision variable that needs to be
optimized.

WD f l
i σ̃2

i Di p̂i hi qi ϕi

WD1 0.23 0.2078 44 0.1 0.93 0.67 2
WD2 0.34 0.184 0.42 0.176 0.84 0.42 1

TABLE II
WDS’ PARAMETERS FOR EXAMPLE 1
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WD f l
i σ̃2

i Di p̂i hi qi ϕi

WD1 0.595 0.161 13.65 0.32 0.96 0.52 3
WD2 0.288 0.127 47.5 0.26 0.95 0.37 2
WD3 0.506 0.106 24.6 0.29 0.96 0.3 3
WD4 0.452 0.129 3.34 0.23 0.87 0.9 1

TABLE III
WDS’ PARAMETERS FOR EXAMPLE 2

As a consequence, existing approaches for solving CMAB
problems, which choose a set of arms (called a super arm)
using a computation oracle that is provided with the empirical
distribution of the rewards of individual arms, can not be
applied directly to our problem. Instead, the choice of what
set of applications to cache has to be combined with learning
the corresponding optimal price.

B. Combinatorial Bayesian Revenue Maximization
Motivated by the above observations, we propose the BRM

algorithm for approximating an optimal policy. BRM com-
bines the exploration of the expected reward of individual
applications with the maximization of the reward of a set of
applications that are expected to provide the highest reward,
computed based on current best estimates. Importantly, the
optimization of the price is specific to the set of cached
applications, so as to address the issue of potential non-
monotonicity. The pseudocode of the algorithm is shown in
Algorithm 3.

The key tenet of BRM is that it simultaneously learns
to approximate the maximum expected reward of individual
applications and sets of applications. With a small, decreasing
probability, at time t it caches a single application chosen at
random, while otherwise, it selects a set of applications to
cache based on their estimated maximum expected rewards,
computed using the posterior mean reward of the applications
obtained using a GP approximation. For the chosen set X of
applications, it then chooses a price π based on samples of
the instantaneous rewards collected in the past, for that set of
applications, using a GP approximation of the expected reward
function (Line 11).

For a given application placement X , the function that
we want to maximize is one dimensional, i.e., r̄(X , π) :
P → R, and we propose to approximate it by a GP us-
ing Bayesian Optimization (BO). Let us denote by Dt =
{(X (l), π(l), R(X (l), π(l))}tl=1 the set of reward samples col-
lected up to time t, and by DX

t = {(X , π(l), R(X , π(l))|l =
1, . . . , t;X (l) = X} the reward samples collected for a set X
of applications up to time t. Let nXt = |DX

t | be the number of
reward samples collected for set X , and let πX (l) be the price
used when the target function of set X was sampled the lth

time, 1 ≤ l ≤ nXt , and denote by PX
t = [πX (1), . . . , πX (nXt )]

the vector of prices used when the target function of set X is
sampled.

For a set of applications X at time t the GP approximation
of the expected reward function r̄(X , π(t)) as a function
of the price models the expected reward as a collection of
random variables {r̄(X , π)}π∈P , such that the finite collection
of random variables {r̄(X , πX (l))}l≤nX

t
are jointly Gaussian

with mean

E[r̄(X , πX (l))] = µX (πX (l)), (23)

and covariance

cov(r̄(X , πX (l)), r̄(X , πX (l′))) = (24)

E
[(
r̄(X , πX (l))− µX (πX (l))

)(
r̄(X , πX (l′))− µX (πX (l′))

)]
= kX (πX (l), πX (l′)) ≤ 1,

for all l, l′ ≤ nXt , where kX is called the kernel func-
tion. An example of commonly used kernel functions is the

squared exponential kernel k(π, π′) = e−
||π−π′||2

2θ2 , where
θ is called the length scale parameter. Let us denote by
yX
t = [R(X , πX (1)), . . . , R(X , πX (nXt ))]T the vector of

revenue samples collected until time t. Then, the posterior
distribution of the GPs approximation of the expected reward
with zero mean prior (i.e., GP (0, kX (., .)) will have mean
µX
t (π), covariance kXt (π, π′) and variance σX

t (π) that can be
computed as [23]

µX
t (π) = kX

t (π)T (KX
t + σ̄2I)

−1
yX
t (25)

kXt (π, π′) = kX (π, π′)− kX
t (π)T (KX

t + σ̄2I)−1kX
t (π′)

(26)

σX
t (π) =

√
kXt (π, π), (27)

where kX
t (π) = [kX (π, πX (1)), . . . , kX (π, πX (nXt ))]T ∈

RnX
t , KX

t =
(
kX (πX (l), πX (l′))

)
l,l′≤nX

t
∈ RnX

t ×nX
t is the

positive semi-definite kernel matrix, I is the nXt ×nXt identity
matrix, and σ̄2 is the prior of the noise variance.

Given the posterior distribution GP (µX
t , k

X
t ), the algorithm

chooses the next price πX (nXt + 1) to be explored so as to
maximize the upper-confidence bound of the expected reward,
which is computed based on µX

t and σX
t (Line 11). Intuitively,

maximization of the upper confidence bound aims at finding a
tradeoff between maximizing the instantaneous reward based
on past samples and between exploring prices for which
the estimated reward has high variance. BRM is inspired by
the recently proposed Enlarged Confidence Gaussian Process
Upper Confidence Bound (EC-GP-UCB) algorithm [24], but
compared to EC-GP-UCB it uses a novel acquisition function
that results in a deterministic regret bound. In addition, it
extends the GP approximation to the selection of cached
objects, performed using the GP-Non-negative Greedy (NNG)
algorithm, which also makes use of the estimated posterior
means.

C. Regret Analysis

In this section we provide a bound on the regret achieved
by the proposed algorithm. We consider a particular set X
of cached apps throughout the subsection, i.e., we provide a
bound on the regret

ρX (T ) =

T∑
t=1

(
max
π∈P

r̄(X , π)− r̄(X , π(t))
)

(28)

and hence we omit X , and we use t instead of nXt for sim-
plicity. We start with introducing Reproducing Kernel Hilbert

8
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Algorithm 3: BRM
Result: r̂

1 t = 1, r = 0,D0 = ∅
2 for t = 1, 2, . . . do
3 θ(t) ∼ Bernoulli(t−ξ)
4 if θ(t) = 1 then
5 X̂ = {Unif(J )} /* Choose j ∈ J

uniform at random */
6 else
7 X̂ =GP-NNG({µ{j}

t−1}j∈J )
8 end

/* GP approximation for X̂ between
Line 10-12 */

9 DX̂
t−1 = {(X , π,R) ∈ Dt−1|X = X̂ }

10 ψX̂
t−1 =

ϵmax
√

nX̂
t−1

σ̄ + V
11 π̂X̂ ∈

argmaxπ∈P µ
X̂
t−1(π)+

(
ψX̂
t−1+

∆
√

nX̂
t−1

σ̄

)
σX̂
t−1(π)

/* Observe R(X̂ , π̂X̂ ) */

12 DX̂
t = DX̂

t−1 ∪ {(X̂ , π̂X̂ , R(X̂ , π̂X̂ ))}
/* Compute µX̂

t , σ
X̂
t using (25)-(27) */

13 r = (r +R(X̂ , π̂X̂ ))
14 r̂ = r/t
15 end

Algorithm 4: GP-NNG Algorithm

Data: {µ{j}}j∈J Result: X
1 X = ∅
2 Mj = maxπ µ

{j}(π), M := {Mj}j∈J
3 while M ̸= ∅ ∧

∑
j∈X sj ≤ S do

4 j∗ = argmaxj Mj /* Ties are broken
arbitrarily */

5 if maxπ
∑

j∈X∪{j∗} µ
{j}(π) ≥

maxπ
∑

j∈X µ
{j}(π) then

6 X = X ∪ {j∗}
7 end
8 M =M \Mj∗

9 end

Spaces (RKHSs), which is a central concept in the study of
BO using GPs.

Definition 4 (Hilbert Space). A Hilbert Space is an inner
product space that is complete with respect to the norm
induced by the inner product (Ex. Rd, d ∈ N+).

Definition 5 (Reproducing Kernel Hilbert Space). Let L ≠
∅ and Hk be a Hilbert function space over L that consists of
functions f : L → R.

• A function k : L × L → R is called a reproducing
kernel of Hk if we have k(., l) ∈ Hk,∀l ∈ L and the
reproducing property

f(l) = ⟨f, k(., l)⟩ (29)

holds ∀f ∈ Hk and ∀l ∈ L
• The space Hk is called a RKHS over L if ∀l ∈ L the

Dirac functional δl : Hk → R defined by

δl(f) := f(l), f ∈ Hk (30)

is continuous.

Many recent works in BO obtained regret bounds for functions
that belong to some RKHS with a continuous kernel [25],
[24], [26], [27]. By using a RKHS with a universal continuous
kernel one can uniformly approximate any continuous bounded
function on a compact domain [28]. There are well known
zero-regret optimization algorithms for objective functions that
are inside of RKHS Hk spanned by a given continuous kernel
k [25, 26]. By Lemma 4.28 in [29], we know that if Hk

is an RKHS generated by kernel k, then k is bounded and
separately continuous if and only if ∀f ∈ Hk is bounded and
continuous. Nonetheless, by Proposition 2 we know that r̄ is
not continuous, and hence r̄ /∈ Hk for any continuous kernel
k. Consequently, achieving zero-regret is infeasible.

Hence, our regret bound is based on first bounding the regret
that we could achieve if the target function was in a suitably
chosen RKHS, and, one that is known to contain functions
that are not too far from our target function r̄. To make this
precise, for a kernel k let us denote by Hk(P) the RKHS of
well-behaved functions over the domain P formed by k. Let
us define the class of functions with bounded RKHS norm

Fk(P, V ) = {r̄h ∈ Hk(P) : ||r̄h||k ≤ V }, (31)

i.e., the RKHS norm ||r̄h||k =
√
⟨r̄h, r̄h⟩k is bounded by V >

0, where ⟨., .⟩ is the inner product forming Hk. Furthermore
let us choose a class of functions Fk(P, V ) so that there exists
a ∆ > 0 such that

min
r̄h∈Fk(P,V )

||r̄h − r̄||∞ ≤ ∆, (32)

and there is a function

r̃ ∈ argmin
r̄h∈Fk(P,V )

||r̄h − r̄||∞, (33)

such that ||r̃ − r̄||∞ ≤ ∆, where the norm is the maximum
pointwise difference over P . We refer to Fk(P, V ) as the
hypothesis class and to r̃ as the hypothesis function, and we
note that by definition |r̃(π)− r̄(π)| ≤ ∆,∀π ∈ P .

We will start with bounding the regret in the hypothetical
scenario that our observations are taken from the hypothesis
function, defined as

ρ̃(T ) =

T∑
t=1

(
max
π∈P

r̃(π)− r̃(π(t))
)
. (34)

To continue the analysis, let us first recall that we can only
take noisy observations of the target function r̄, i.e., yt′ =
R(π(t′)) = r̄(π(t′)) + ϵ(π(t′)), 1 ≤ t′ ≤ t. By (32) and (33)
we know that there is a function v(π) such that

r̄(π) = r̃(π) + v(π), v(π) ∈ [−∆,∆], (35)

9
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and hence we can express the observations as

yt′ = r̃(π(t′)) + v(π(t′)) + ϵ(π(t′)), 1 ≤ t′ ≤ t (36)

yht′ = yt′ − v(π(t′)), (37)

where yht′ is the hypothetical noisy observations at time slot t′

if we had sampled from the hypothesis function, and ϵ(π(t))
is the observation noise.

As a first step we show that the observation noise ϵ(π(t))
is σ-sub-Gaussian, defined as follows.

Definition 6 (Sub-Gaussian Distribution). Let σ > 0. We
say that the random variable X is σ-sub-Gaussian if

E
[
exp

(
µ(X − E[X])

)]
≤ exp

(σ2µ2

2

)
(38)

for any µ ∈ R. σ2 is called the variance proxy.

Lemma 6. The observation noise ϵ(π(t)) is σ-sub-Gaussian
with proxy σ2 = (ϵmin − ϵmax))2/4, where ϵmin =
minπ(t)∈P ϵ(π(t)), ϵmax = maxπ(t)∈P ϵ(π(t)).

Proof. Observe that E[ϵ(π(t))] = E[R(π(t)) − r̄(π(t))] = 0
for any π(t) ∈ P , and ϵmin ≤ ϵ(π(t)) ≤ ϵmax. By using
Hoeffding’s Lemma we obtain

E[eµϵ(π(t))] ≤ exp
(
µ2(ϵmax − ϵmin)2/8

)
, (39)

and hence for σ2 = (ϵmax − ϵmin)2/4 the observation noise
ϵ(π(t)) is σ-sub-Gaussian by Definition 6.

Let us first assume that we have a target function r̄h that is
inside the hypothesis class (we will remove this assumption
later), i.e., r̄h ∈ Fk(P, V ), we can then bound the pointwise
error between the posterior mean µh

t computed using (25) at
time slot t and the target function r̄h as a function of the
variance σt.

Proposition 5. Let r̄h ∈ Fk(P, V ) and let yt be the vector
of noisy observations that corresponds to sampled prices Pt.
Then for t ≥ 1 and π ∈ P we have

|r̄h(π)− µh
t (π)| ≤ ψtσt(π), (40)

where ψt =
ϵmax

√
t

σ̄ + V .

Proof. The proof can be found in the Appendix.

In reality, our target function is not an element of the hypothe-
sis class (i.e. r̄ /∈ Fk(P, V )). Nonetheless, the only difference
between µt and µh

t comes from the observation vectors yt

and yh
t respectively. We next provide a bound on the absolute

difference between the posterior means obtained from query-
ing the true target function and the best-in-class hypothesis
function. Observe that the posterior standard deviation (26)
does not depend on the observations.

Lemma 7. For any π ∈ P , t ≥ 1 and σ̄ > 0, we have

|µh
t (π)− µt(π)| ≤

(∆√
t

σ̄

)
σt(π). (41)

Proof. The proof can be found in the Appendix.

Combining Proposition 5 and Lemma 7 we can bound the
error of the posterior mean with respect to the hypothesis
function.

Corollary 1. For all π ∈ P ,

|r̃(π)− µt(π)| ≤
(
ψt +

∆
√
t

σ̄

)
σt(π), (42)

where ψt =
ϵmax

√
t

σ̄ + V .

Proof. The proof follows from Proposition 5 and Lemma 7
by substitution,

|r̃(π)− µt(π)| ≤ |r̃(π)− µh
t (π)|+ |µh

t (π)− µt(π)|

≤
(ϵmax

√
t

σ̄
+ V

)
σt(π) +

(∆√
t

σ̄

)
σt(π)

≤
( (ϵmax +∆)

√
t

σ̄
+ V

)
σt(π). (43)

This proves the statement.

Based on the above results, we can provide a deterministic
asymptotic regret bound for our algorithm with respect to the
hypothesis function.

Theorem 3. Consider the hypothesis class Fk(P, V ) of func-
tions on the domain P ⊂ R for some V > 0. For any r̄ defined
on P and ∆ ≥ 0 such that minr̄h∈Fk(P,V ) ||r̄h − r̄||∞ ≤ ∆,
the BRM algorithm achieves asymptotic regret

ρ̃(T ) = O
(
T (∆ + ϵmax)

√
ΓT + V

√
ΓTT

)
, (44)

where ΓT is kernel specific sublinear maximum information
gain.

Proof. The proof can be found in the Appendix.

Combining the above with (32), we can bound the regret of
the proposed algorithm with respect to the target function r̄.

Theorem 4. Consider the hypothesis class Fk(P, V ) of func-
tions on the domain P ⊂ R for some V > 0. Let ∆ ≥ 0 such
that minr̄h∈Fk(P,V ) ||r̄h − r̄||∞ ≤ ∆. Then the asymptotic
regret, in the sense of (28), of the BRM algorithm is

ρX (T ) = O
(
T
(
(∆ + ϵmax)

√
ΓT + 2∆

)
+ V

√
ΓTT

)
= O

(
T (∆ + ϵmax)

√
ΓT + V

√
ΓTT

)
.

Proof. Observe that by (32) , (r̄(π(t)) − r̃(π(t))) ∈ [−∆,∆]
for any π(t), and thus |ρX (T ) − ρ̃(T )| ≤ 2∆T . The result
then follows from (44).

The bound given in Theorem 4 shows that the choice of
the kernel function plays a prominent role in minimizing the
regret bound. Observe that ∆, V,ΓT depend on the choice of
the kernel by the service operator. We know by Proposition 2
that the average revenue is a piece-wise linear function, hence
it is rough (the opposite of smooth). Thus, choosing a smooth
(rough) kernel function will result in a high (low) pointwise
error ∆ and low (high) V since the norm ||r̄h||k ≤ V is
a measure of the roughness of the target function, and low
(high) ΓT since the information gain obtained from smooth
(rough) functions is low (high) because of the high (low)

10

This article has been accepted for publication in IEEE Transactions on Mobile Computing. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TMC.2022.3221465

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/



correlation between nearby observations. The service operator
can influence these parameters through the choice of the
kernel, and thus it can influence the worst case accuracy of
the algorithm.

V. NUMERICAL RESULTS

We used extensive simulations to evaluate the performance
of the proposed algorithm in terms of service operator util-
ity, exploration vs. exploitation, and the effect of the WDs’
probability of being active on the average reward.

For the evaluation we consider a system with up to N = 100
WDs, up to |J | = 60 applications and storage capacity up
to S = 8. The computational complexity Lj is drawn from
a uniform distribution on [100, 1100] cycles/B, and the cost
cj of application j is drawn from a uniform distribution on
[0.01, 0.1]$. The computational capability of the edge server is
f c = 12 GHz. The task types of the WDs are chosen uniform
at random from J .

For each WD, the maximum transmission power p̂ is drawn
from a uniform distribution on [150, 350] mW, and f li is
drawn from a uniform distribution on [0.1, 0.8] GHz, and
Di is drawn from a uniform distribution on [1, 50] MB.
The channel noise variance σ̃2

i and the channel gain hi are
uniformly distributed on [0.1, 0.3] and [0.8, 1], respectively.
We set γi = 10−18, βi = 1,∀i ∈ N . The probability qi that
WD i is active is drawn from a uniform distribution on [0, 1].
Lastly, the channel bandwidth W is chosen uniform at random
on [200, 300] MHz for each simulation. These choices of
parameters are similar to those used in previous work [30, 31].
The results shown are the averages of at least 150 simulations,
together with 95% confidence intervals.

We use three baselines for comparison. The first baseline
knows the realizations of Bi(t) and the parameters of the
active WDs in every time slot t ≤ T . It uses Algorithm 3 given
in [32] to compute the cached set X ∗(t) at every time slot t and
the corresponding optimal price. We refer to this as the Oracle.
The second baseline is Static Expected Reward Maximization
(SERM), which knows the parameters of the WDs, and uses
this knowledge for computing the expected reward r̄({j}, π∗)
for all j ∈ J . SERM then uses Algorithm 3 in [32] with
r̄({j}, π∗) as input to estimate the optimal service caching
(instead of the instantaneous reward R({j}, π∗)). This baseline
is expected to serve as an upper bound for the performance
upper of BRM since it has access to more information about
the system. The third baseline is the Combinatorial Upper
Confidence Bound (CUCB) algorithm proposed in [21] for
combinatorial multi-armed bandit problems. CUCB knows the
WDs’ parameters, and at the end of every time slot it can
calculate the price π∗

X̂ that would have been optimal given
the active WDs by using Algorithm 2, and the corresponding
reward of each application. It maintains the average of the
computed optimal prices and rewards for each application j,
which it uses for choosing the set of applications to be cached
using the CUCB algorithm, together with the average of the
prices of the chosen applications.

Fig. 3. Average reward vs. price for caching various applications, GP
approximation vs. actual.
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Fig. 4. Average reward vs. number of WDs (N ).

A. Approximation of Average Reward

Fig. 3 shows the average reward as a function of the price
($/Gcycle) for |J | = 3 and S ≤ 3. Solid lines represent the
actual expected rewards and the dashed lines show the esti-
mates obtained using the BRM algorithm. BRM approximates
well the rewards around their maxima, and as such it manages
to find prices that are close to optimal. It is interesting to note
that r̄({2}, π∗

{2}) is slightly higher than r̄({1, 2, 3}, π∗
{1,2,3}),

i.e., caching more applications is detrimental to the average
reward.

B. Service Operator’s Profit

Fig. 4 shows the average reward of the service operator
as a function of the number of WDs for three scenarios.
The figure shows results for SERM for N ≤ 20, as the
time required for calculating the expected reward in (12)
increases exponentially with the number of WDs. Nonetheless,
for N ≤ 20 we can observe that BRM performs close to
SERM, and as such BRM approximates the expected reward of
the individual applications sufficiently well. In addition, BRM
outperforms CUCB for all scenarios, especially as the number
of WDs increases. This is because the interaction between
WDs become more intricate as the number of WDs increases,
and hence taking the mean of the optimal prices from all
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Fig. 5. Average reward vs. number of applications (|J |).
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realizations of N a(t) for a given application placement in each
time slot fails to perform well. It also is interesting to note that
as the number of WDs increases, the gap between the Oracle
and the rest of the curves increases since the entropy of the
active WDs increases (c.f. Section V-D).

Comparing the results for the three scenarios, we observe
that scenario (|J | = 16, S = 8) has the highest average re-
ward, which is due to that this scenario has the highest average
number of WDs per cached application ( S

|J | ), which allows
more reward per application. Scenarios (|J | = 32, S = 8)
and (|J | = 8, S = 2) have the same ratio, yet the former
allows higher reward because there are more applications that
can offer better options to service operator to choose from.

Fig. 5 shows the average reward as a function of the
number of applications (|J |) for N = 20, up to S = 8. The
figure shows that the algorithms are fairly insensitive to the
increase in the number of applications. The figure also shows
that BRM can explore well and can approximate the optimal
application placement despite high number of applications and
consistently outperforms CUCB.

C. Exploration vs. Exploitation

Fig. 6 shows the number of distinct sets of applications
explored by the algorithms as a function of the number of
applications. The figure shows that the proposed BRM scales
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Fig. 7. Average reward vs. average activation probability of the WDs (q) for
N = 10, |J | = 8, S = 2.

well as it does not explore as many sets as CUCB does,
and yet achieves superior reward, i.e., it performs better in
exploitation. The difference is most significant for higher
values of storage capacity S.

D. Effect of the Activation Probability

Fig. 7 shows the average reward as a function of the
activation probability of the WDs. For simplicity, we used
the same activation probability for all WDs, i.e., qi = q. The
figure shows that the gap between the Oracle and the rest of
the algorithms is highest for q = 0.5, when the randomness of
activations is highest. On the contrary, for qi = 1, Oracle and
SERM achieve the same reward because N a(t) = N . BRM
performs very close to SERM for all values of the activation
probability, despite it not having access to WDs parameters.
Overall, we can conclude that the proposed BRM algorithm
achieves high utility at low computational complexity.

VI. RELATED WORK

A number of recent works deal with energy efficient com-
putation offloading for a single mobile user [33]–[37]. [33]
proposes a system that enables energy-aware offloading to the
infrastructure. Also the proposed algorithm maximizes energy
savings with minimal computational burden. [34] proposed
CPU frequency scaling and transmission power adaptation to
optimize energy consumption of the computation of a task.
[35] investigated the cloud computing in terms of use of
bandwidth and energy consumption, and provided the results
obtained from an experimental platform (Amazon EC2). The
results show that cloud offloading is sustainable considering
the energy consumption. [36] presents a dynamic offloading
algorithm in order to achieve energy savings under time
constraints. In [37], experimental results are used to show
that battery power savings can be achieved using computation
offloading. Inspired by these works that show the potential
energy savings through offloading, we consider a system level
optimization problem with an emphasis on the interaction
between the WDs and the service operator, and provide a game
theoretic analysis combined with online learning.
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Going beyond offloading by a single device, a number of re-
cent works proposed optimization approaches to minimize the
cost of task execution for multiple mobile devices [38]–[41].
Authors in [38] model the cost of the users as a combination
of the energy consumption and the completion time, formulate
the problem as a Markov decision process, and provide a
near-optimal offloading policy. Authors in [39] study task
partitioning to maximize throughput in processing streaming
data. A two-tiered edge/cloud model with user mobility in
a location-time workflow framework was considered in [40],
and a heuristic was proposed to minimize the sum cost of
mobile users. Authors in [41] consider the joint allocation
of wireless and cloud resources and proposed an iterative
algorithm to minimize users’ energy consumption. Unlike
these works that focus on the WDs costs only, our model and
problem formulation account for the financial incentives of the
service operator as well, and provides a joining treatment of
the problem faced by WDs and by the operator.

Another line of works provide a game theoretic and
optimization treatment of the computation offloading prob-
lem [42]–[47]. [42] allows WDs to choose what share of their
task to offload in order to minimize the energy consumption
and at the same time to meet its delay constraint, while the
cloud allocates resources accordingly. [43] considers a model
in which tasks arrive simultaneously to the cloud through
a single wireless link and proposes a non-cooperative game
among users that minimize their own energy use. The users are
subject to execution deadlines, and have user specific channel
bit rates. [45] considers a hierarchical MEC network, where
mobile users can make offloading decisions, and decide the
uplink transmission power, perform cloud selection, and route
the tasks. A distributed offloading approach is developed based
on the game theory, in which UEs collaborate with each other
to minimize the network cost in terms of energy consumption
and latency. [47] models the load-balancing problem as a
stochastic congestion game in which each users aims to
minimize its task execution time. The experiments show that
the proposed algorithm can improve the load balancing of the
cloud system, and enhance the quality of service. Different
from these works, our model considers service caching and
pricing together with the optimization problem faced by WDs,
resulting in a Stackelberg game formulation.

Most related to ours are recent works that consider applica-
tion caching and offloading [8, 9]. [8] formulates a Bayesian
Stackelberg game, where the leader is the operator and fol-
lowers are WDs. The operator’s aim is to maximize the total
revenue by choosing a price and applications to cache, while
WDs aim to minimize their cost in terms of the charged price
and delay. [9] considers the joint optimization of computation,
caching, and communication to an edge cloud and uses sim-
ulations to show that the proposed method achieves shorter
completion times compared to the other schemes. Our work is
different from both of these works in terms of the modelling
assumptions and the problem formulation. In [8], authors do
not consider slotted time, dynamic population and resource
management. In [9], authors do not consider slotted time
and resource management, but they consider dynamic task
requests. Unlike our work, they do not analyze the interaction

between WDs and the operator, and thus they formulate a cost
minimization problem to be solved by the operator.

Contrary to the works that formulate a game theoretic
model, our model considers the interactions between WDs as a
player-specific congestion game, and we model the interaction
between WDs and the operator as a Stackelberg game. We
then analyze the existence of equilibria, and we propose
an algorithm for calculating the optimal pricing for given
application placement under perfect and complete information.
In addition, we consider the incomplete information case
with a dynamic population of WDs, and we propose a novel
Bayesian Gaussian Process Bandit optimization approach for
joint pricing and caching.

Related in terms of methodology are recent recent works
that propose to use BO in edge computing. In [48] authors use
BO for finding a trade-off between performance and energy
consumption in virtual Base Stations (vBS), based on a GP
model combined with contextual bandit optimization. Authors
in [49] propose BO for learning the relationship between the
cost and the run-time of serverless functions and the function
instance configuration, and they aim at minimizing the cost
of using a serverless system from a single WD’s perspective
by choosing the memory allocated to the function. Different
from [49], where authors use the expected improvement as
acquisition function, which may fail to find a good balance
between exploration and exploitation for very rough target
functions, we propose to use an acquisition function based
on an upper confidence bound, so as to provide robustness
despite a discontinuous target function. Different from these
works, our proposed solution BRM employs BO with GP
by introducing a new acquisition function and combines this
with a novel heuristic that approximates the optimal service
caching.

VII. CONCLUSION

In this work we have provided a game theoretic analysis
of pricing, application caching and computation offloading for
edge computing. For the case of complete and perfect infor-
mation, we showed that an equilibrium of offloading decisions
and an optimal price for a particular caching decision can be
computed in polynomial time, but the efficient computation
of a strong Stackelberg equilibrium is infeasible due to the
intricate interactions between caching decisions for different
applications. We then analyzed the incomplete information
case with a dynamic population of users, and proposed a novel
Bayesian Gaussian Process Bandit optimization approach for
joint pricing and caching. Our numerical results show that
the proposed algorithm is computationally efficient, and it
outperforms state-of-the-art combinatorial multi-armed bandit
algorithms. Future directions of research include considering
pricing for the use of wireless resources, heterogeneous pricing
for computing resources, and WDs whose activity may be
correlated over time or may be non-stationary.
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