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High-Speed Tapping Mode AFM Utilizing Recovery
of Tip-Sample Interaction

Jacques Noom , Carlas Smith , Gerard J. Verbiest , Allard J. Katan , Oleg Soloviev , and Michel Verhaegen

Abstract—We propose to use the State Estimation by Sum-of-
Norms Regularisation (STATESON-)algorithm for recovering the
tip-sample interaction in high-speed tapping mode atomic force
microscopy (AFM). This approach enables accurate sample height
estimation for each independent cantilever oscillation period, pro-
vided that the tip-sample interaction dominates the noise. The en-
tire course of the cantilever deflection signal is compared to a mod-
elled counterpart in subsequent convex minimisations, such that
the sparse tip-sample interaction can be recovered. Afterwards,
the sample height is determined using the minimum smoothed
cantilever deflection per cantilever oscillation period. Results from
simulation experiments are in favour of the proposed approach as
it consistently reveals sharp edges in sample height, as opposed
to both the conventional and a closely related existing approach.
However, the non-processed cantilever deflection provided most
accurate sample height estimation. It is recommended to implement
the STATESON-algorithm in the form of a filter to use it in feedback
control of the scanner and cantilever excitation.

Index Terms—Atomic force microscopy, tip-sample interaction,
state estimation.

I. INTRODUCTION

THE Atomic Force Microscope (AFM), invented by Binnig
and Quate in 1986 [1], is a versatile instrument which can

be used for imaging and manipulation of biological samples.
High-Speed tapping mode AFM (HS-AFM) facilitates videos
of living biological samples at molecular scale [2], [3], [4],
[5], enabling biologists to make new discoveries (e.g. [6]). A
tiny cantilever with length of several micrometers oscillates
above the sample, tapping the sample intermittently. Variations
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in cantilever oscillation amplitude enable controlling the scan-
ner height. The sample height is determined directly from the
control input. Both high scan speed and accuracy are required
to produce a proper video with high frame rate. Considering
that (living) biological samples are primarily imaged in liquid
(e.g. [6], [7], [8]), a main limitation of conventional methods is
the dependence on the Lock-In Amplifier (LIA) (or alternatively
the phase-locked loop). Two drawbacks of the LIA are that
(a) determination of the amplitude takes multiple cantilever
oscillation periods, and (b) higher order cantilever dynamics
containing important information of the tip-sample (t/s-) inter-
action are filtered out. This results in a shifted image with low
sharpness at high scan speeds. Therefore, effort should be taken
to process the available data more appropriately.

Sahoo and co-workers [9] used the entire course of the
cantilever deflection signal to determine the presence of t/s-
interaction at specific locations above the sample. The detec-
tion was based on the Willsky-Jones generalised likelihood
ratio method [10], in which the impulsive disturbances are
detected one by one in chronological order. An adaptive filtering
scheme [10] provided estimates of the t/s-interaction. However,
future estimates are corrupted by past (fixed) estimates and the
procedure could only detect the presence of the sample, but not
its height. In [11], the detection was extended for providing
images by calculating the power of the innovation signal, which
was presumably used as scaled sample height estimate.

More approaches for recovering the t/s-interaction in HS-
AFM have been developed in [12], [13], [14], [15]. In contrast to
the former two methods [12], [13], Karvinen et al. [14] employ
the impulsive nature of the interaction, making the recovery less
sensitive to noise. Although the time instances of the pulses
are fixed in [14], the magnitudes of previously estimated pulses
are more flexible than in [9], such that future estimates of
the t/s-interaction are less influenced by previous estimates.
Nevertheless, the assumptions in [14] involving fixed time in-
stances of pulses is too restrictive. In [15], (semi-)periodicity of
t/s-interaction is still assumed, requiring a cumbersome system
augmentation involving a priori modelling of a chosen number
of harmonics above the noise level.

In this manuscript, the complete t/s-interaction is estimated
based on its sparsity by the State Estimation by Sum-of-Norms
Regularisation (STATESON-)algorithm [16]. This pragmatic
algorithm is a convex relaxation of the problem for recovering
abrupt disturbances [16] in any linear dynamical system and
therefore likely to be applicable to postprocess HS-AFM data for
recovering the t/s-interaction. For this, the exclusive assumption

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

https://orcid.org/0000-0002-3385-9706
https://orcid.org/0000-0003-0591-5093
https://orcid.org/0000-0002-1712-1234
https://orcid.org/0000-0002-7185-6274
https://orcid.org/0000-0003-3761-9192
https://orcid.org/0000-0002-7967-6884
mailto:j.noom@tudelft.nl
mailto:c.s.smith@tudelft.nl
mailto:m.verhaegen@tudelft.nl
mailto:g.j.verbiest@tudelft.nl
mailto:a.j.katan@tudelft.nl
mailto:oleg.soloviev@gmail.com


274 IEEE TRANSACTIONS ON NANOTECHNOLOGY, VOL. 22, 2023

Fig. 1. (a) Illustration of AFM-operation with additional processing (the four blocks on the right-hand side). Directly measured output data yc is captured and fed
to SBR (see Section II-B) and KFF (from [14], summarised in Section II-A), which recover the tip-sample interaction and smooth (or filter) the output resulting in
F̂ and ŷ. The LIA extracts the oscillation amplitude Ac from yc, which serves as input for the controller, which in turn determines the control input to the scanner
uz for adjusting the table height z. As the signal z cannot be measured, a model for the z-piezo is used to form an estimate ẑ, which can be used for the two new
methods for estimating the sample height h with ĥ. (b)–(f) Simulation of the algorithms from measured cantilever deflection to estimates of the sample height.
(b) The measured cantilever deflection. (c) The real t/s-interaction (black) with estimates using KFF (grey) and SBR (blue). (d) t/s-interactions and estimates
enlarged. (e) The (smoothed) cantilever deflection corresponding to zoomed t/s-interactions. (f) The actual and estimated topographies in original time frame
including the conventional estimate (red).

is made that the t/s-interaction is pulse-like. As opposed to [14],
[15] where the idea was to use the estimated t/s-interaction as
input for the controller, our final goal is to estimate the sample
height as accurate as possible. After applying an equivalent
extension for reconstructing the sample height to the method
in [14], the results will be compared. In the analysis an additional
approach has emerged which is also taken into account in the
comparison.

The manuscript starts with presenting a state-space descrip-
tion [17] of the cantilever, which will be used in the evaluation
of both the algorithm presented in [14] and the one presented in
this article based on the STATESON-algorithm. After describing
the two algorithms in Section II, the experimental design of
the simulation study and corresponding results are presented in
Sections III and IV, respectively. The results are discussed in
Section V. Lastly, Section VI states the conclusions.

II. METHODOLOGY

The AFM is shown schematically in Fig. 1(a). The cantilever
deflection is measured through a reflected laser beam on a
photodetector. This signal yc is in a conventional manner fed to
a lock-in amplifier (LIA), after which its oscillation amplitude

Ac is used for control uz of the scanner height z. In this
section the conversion from cantilever input uc and output yc to
t/s-interaction F̂ and estimated deflection ŷ will be elaborated.
This will (together with estimated table height ẑ) eventually lead
to estimates of the sample height ĥ.

The cantilever dynamics can be approximated by the linear
time-invariant (LTI-) system [17]

x(k + 1) = Ax(k) +Bū(k) +Hη(k)

yc(k) = Cx(k) + ν(k), (1)

withA,B,H andC the (known) system matrices;yc(k) the mea-
sured cantilever deflection at time step k; ū(k) = uc(k) + F (k)
consists of the known input signal uc(k) (driving force) and the
unknown t/s-interaction F (k); x(k) is the state; and η(k) and
ν(k) are the (approximately white) process and measurement
noise with variances Rη and Rν . With uc(k) and yc(k) mea-
sured for k = {1, 2, . . . , N} the first task is to recover F (k) for
k = {1, 2, . . . , N − 1}.

Due to sinusoidal actuation of the cantilever, the tip makes
intermittently contact with the sample. This implies that F (k)
can be approximated with a sparse signal. The following two
methods reconstruct F (k) based on this assumption.
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A. Kalman Filter Formulation

The method in Karvinen et al. [14] involves two assumptions
in order to cast it in the so-called Kalman Filter Formulation
(KFF). Firstly, the pulses occur regularly at specific time in-
stances:

F (k) =

{
F (k) if k = kFT/Ts
0 otherwise

(2)

with T the cantilever oscillation period in seconds, Ts the
sampling time and kF ∈ N0 is a non-negative integer. Secondly,
the impulse response of system (1) becomes negligible after Td
seconds.

The KFF-approach is based on a new state-space representa-
tion with the state consisting of the magnitudes of the relevant
past pulses:

θ(k) =
[
F (�1(k)) F (�1(k)− �T/Ts�) . . . F (�2(k))

]�
and

�1(k) =

⌊⌊
kTs
T

⌋
T

Ts

⌉
,

�2(k) =

⌊⌈
kTs − Td

T

⌉
T

Ts

⌉
.

with �•�, �•�, �•� representing the floor, ceiling and nearest
integer function. Note that the length of θ(k) can vary over time
as Td is not necessarily an integer multiple of T . The state-space
equation becomes

θ(k + 1) = A(k)θ(k) + μ(k)

y2(k) = C(k)θ(k) + γ(k) (3)

with

C(k) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

{
0 if k − �1 = 0

CA(k−�1−1)B if k − �1 > 0

CA(k−�1−1+T/Ts)B
...

CA(k−�2−1)B

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

�

,

μ(k) =

{
[δ(k) 0 . . . 0]� if k = (kFT +Δ)/Ts
[0 0 . . . 0]� otherwise.

The matrix A(k) is usually identity, except for the case when a
new pulse appears in θ(k) (i.e. �1(k) �= �1(k − 1)) or if an old
pulse disappears beyond the Td-limit (i.e. �2(k) �= �2(k − 1)).
See [14, Appendix A] for more details on updating A(k). The
variable δ(k) is a white noise sequence with variance Rδ. On
the contrary, γ(k) is a result of both η({1, 2, . . . , k}) and ν(k),
from which the former introduces coloured noise according to
(1). Yet, a Kalman Filter (which is designed for systems with
white noise) is applied in [14] to estimate θ(k).

The Kalman Filter equations for system (3) read as:

K(k) = P (k|k − 1)C(k)�

×
(
Rγ + C(k)P (k|k − 1)C(k)�

)−1
(4a)

θ̂(k|k) = θ̂(k|k − 1)

+K(k)
(
y2(k)− C(k)θ̂(k|k − 1)

)
(4b)

P (k|k) = (I −K(k)C(k))P (k|k − 1) (4c)

θ̂(k + 1|k) = A(k)θ̂(k|k) (4d)

P (k + 1|k) = A(k)P (k|k)A(k)� +Q(k) (4e)

with Rγ the variance of sequence γ(k). Furthermore, note that
initial guesses P (1|0) and θ̂(1|0) are required for execution.
Similarly to the matrix A, the matrix Q(k) usually consists of
zeros, except for the case when a new pulse appears in θ(k),
which results in the upper-left element of Q(k) being equal to
Rδ. The last entry of θ̂(k|k) is expected to contain the most
accurate estimate of F (k) and is therefore used as final estimate
F̂ (k).

ChoosingRδ is nontrivial, for the definition of δ(k) in combi-
nation with updating rules ofA(k) result in the nonzero elements
in F (k) being modelled as a Gaussian random walk (with mean
zero), which is disputable. Besides, the choice of Rγ may be
nontrivial due to the nonphysical definition of γ(k), as opposed
to η(k) and ν(k).

The cantilever deflection can be reconstructed using

x̂(k + 1) = Ax̂(k) +Bû(k)

ŷKFF(k) = Cx̂(k) (5)

with û(k) = uc(k) + F̂ (k).

B. The Proposed Approach: Sparsity-Based Reconstruction

The proposed approach entitled Sparsity-Based Recon-
struction (SBR) employs the STATESON-algorithm presented
in [16]. This algorithm is aimed at finding state estimates x̂(k)
under additive pulse-like disturbances to the state equation.
Sparsity of the t/s-interaction F (k) is the only assumption. The
algorithm starts with iterating the following two steps to find the
time instances k at which a pulse occurred:

1) Minimise[
x̂l(1), F̂l(k), η̂l(k)

]
=

argmin
x(1),F (i),η(i)

1≤i≤N−1

N∑
k=1

∥∥∥R−1/2
ν (yc(k)− Cx(k))

∥∥∥2
2

+ λ

N−1∑
k=1

αl(k)
∥∥∥R−1/2

F F (k)
∥∥∥
1

+

N−1∑
k=1

∥∥∥R−1/2
η η(k)

∥∥∥2
2

s.t. x(k + 1) = Ax(k) +Buc(k) +BF (k) +Hη(k).
(6)

2) Set

αl+1(k) =
(
ε+

∥∥∥R−1/2
F F̂l(k)

∥∥∥
1

)−1

(7)
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where ε is a positive tuning parameter. Increase the itera-
tion number l = l + 1 and return to step 1.

After convergence, a final estimate of the magnitude of the
pulses can be found using

[x̂l+1(1), F̂l+1(k), η̂l+1(k)] =

argmin
x(1),F (i),η(i)

1≤i≤N−1

N∑
k=1

∥∥∥R−1/2
ν (yc(k)− Cx(k))

∥∥∥2
2

+

N−1∑
k=1

∥∥∥R−1/2
η η(k)

∥∥∥2
2

s.t. x(k + 1) = Ax(k) +Buc(k) +BF (k) +Hη(k)

F (k) = 0 if k /∈ T (8)

with T = {k|F̂l(k) �= 0}.
The new parameters introduced in (6) have the following

definitions. The quantity λ is a tuning parameter, αl(k) is a
variable weighting vector to enhance convergence and RF is
the estimated variance of F (k|F (k) �= 0). The 1-norm in (6)
and (7) is used to enhance sparsity. Ohlsson et al. described a
non-iterative procedure for finding an appropriate λ [16, eqs.
(25)–(28)], though we found in the simulation experiments that
additional tuning is useful.

Although the minimisation in (6) is convex due to the use
of the 1-norm instead of the 0-norm, the disadvantage is esti-
mates F̂l(k) being biased towards zero. The concluding convex
minimisation (8) corrects this bias using the time instances at
which the estimates of F̂l(k) in (6) of the latest iteration are
nonzero1. Thus, the STATESON-algorithm utilizes only convex
minimisations, which makes it computationally attractive.

Furthermore, optimisation problem (6) can be rewritten to a
general ‘lasso’ form [18] by substituting η(k) in the objective
function and rearranging it to

ψ̂l = argmin
ψ

‖Φ−1(Γψ − ϕ)‖22 + λ‖Ξlψ‖1 (9)

where

Φ−1 =

⎡
⎢⎢⎢⎢⎣
R

−1/2
ν 0 0 . . .

0 R
−1/2
η 0 . . .

0 0 R
−1/2
ν

...
...

. . .

⎤
⎥⎥⎥⎥⎦ ,

Γ =

⎡
⎢⎢⎢⎢⎢⎢⎣

C 0 0 0 0 . . .

−A −B I 0 0 . . .

0 0 C 0 0

0 0 −A −B I
...

...
. . .

⎤
⎥⎥⎥⎥⎥⎥⎦
,

1In practice, the set T = {k|F̂l(k) > ε} will be used, with ε a small number,
so that very small values in F̂l(k) are set to zero.

Ξl =

⎡
⎢⎢⎣
0 R

−1/2
F αl(1) 0 0 . . .

0 0 0 R
−1/2
F αl(2)

...
...

. . .

⎤
⎥⎥⎦ ,

ψ =

⎡
⎢⎢⎢⎢⎢⎢⎣

x(1)

F (1)

x(2)

F (2)
...

⎤
⎥⎥⎥⎥⎥⎥⎦
, and ϕ =

⎡
⎢⎢⎢⎢⎢⎢⎣

yc(1)

Buc(1)

yc(2)

Buc(2)
...

⎤
⎥⎥⎥⎥⎥⎥⎦
.

Optimisation problems in the ‘lasso’ form as in (9) can be solved
efficiently, for instance using FISTA [19].

Likewise, optimisation problem (8) can be rewritten to an
unconstrained least-squares problem

ψ̂LS = argmin
ψLS

‖Φ−1(ΓLSψLS − ϕ)‖22 (10)

where ΓLS and ψLS are constructed similarly to those in (9),
though omitting the columns of Γ and rows of ψ correspond-
ing to the zero estimated t/s-interactions F̂l(k|F̂l(k) = 0). The
solution to this problem can be found analytically [20].

The cantilever deflection can be reconstructed using

ŷSBR(k) = Cx̂(k). (11)

Note that the smoothed states are directly available as outcome
of the optimisation problem (10), as opposed to (5) in which
the states need to be reconstructed using previous states and
estimates of the t/s-interaction.

C. From t/s-Interaction to Sample Height

The idea in [14] was to use the estimated t/s-interaction as
input for the controller. In this article, the goal is to estimate the
sample height as accurate as possible at high scan speeds, rather
than only the t/s-interaction. Moreover, the sample height is in
our perspective the most appropriate input signal to the controller
and the ultimate information to be obtained. Various models exist
for converting the t/s-interaction to distance between tip and
sample, such as the Hertzian, the Derjaguin-Müller-Toporov and
the Johnson-Kendall-Roberts model [21]. Unfortunately, each
model requires knowledge of several parameters of both tip and
sample [21], [22], which are in addition likely to vary spatially
for biological samples. Hence, those models will not be used.

To make the height reconstruction generally applicable, it is
estimated for each oscillation period(

i− 1

2

)
T ≤ kTs <

(
i+

1

2

)
T

using the minimum of the estimated cantilever deflection:

ĥ(i) = min
k

(ŷ(k))− ẑ(i). (12)

Naturally, the estimated table height ẑ(i) is subtracted from the
minimum cantilever deflection in order to arrive at the sample
height. Accordingly, the estimated table height captures the
coarse height profile and the minimum cantilever deflection term
captures the finer variations in height.
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III. EXPERIMENTAL DESIGN

The discussed methods will be tested in two simulation stud-
ies. A first simulation tests the methods for a one-dimensional
scan with two steps of height 1 nm. The second simulation
experiment comprises a scan of a 24-nm × 24-nm-sized grating
consisting of discrete steps of height 1 nm. The sample is scanned
with a cantilever tip radius of 1 nm, from left to right in 20 scan
lines with scan speeds varying from 2 to 200 μm/s.

Signals Ac, uz , z, ẑ and ĥ in Fig. 1(a) are sampled for each
cantilever oscillation period 1/T = 400 kHz, whereas the other
signals are sampled with rate 1/Ts = 10 MHz.

A piece-wise linear force-distance curve is used to simulate
the tip-sample interaction. If the distance between tip and sample
is smaller than 0 (i.e. the tip is intruding the sample), then
the interaction is proportional to the depth of the tip in the sample
with factor 1.6 nm−1, otherwise there is no interaction.

For the cantilever immersed in liquid, a second-order model
is used, identified from experimental data obtained from an SS-
NEX Ando model AFM. The cantilever dynamics are identified
by processing its thermal motion (yc(k) with input uc(k) = 0)
in a subspace identification algorithm [20], [23]. This yielded a
resonance frequency of 552 kHz, quality factor 1.59 and steady-
state gain 6.59 dB. The input of the cantilever uc(k) is a sinusoid
with frequency 1/T = 400 kHz such that the cantilever’s free
oscillation amplitude is ca. 2.15 nm. The thermal noise and
measurement noise are inspected from measurement data and
valued as Rη = 0.0033 and Rν = 0.0151.

The LIA is simulated using [24, eq. (2), (3), (8)]. The in-
put yc(k) is mixed with reference signals cos(2πkTs/T ) and
sin(2πkTs/T ). The resulting signals are fed to a fourth-order
Butterworth low-pass filter. As the output of the LIA is sampled
each oscillation period of the cantilever T , the Butterworth
filter should filter out all frequencies higher than the Nyquist
frequency 1/(2 T ) Hz and therefore, the cutoff frequency of the
filter is chosen as 2/(5 T ) Hz.

The z-piezo is modelled as an all-pole second-order trans-
fer function with resonance frequency ωz = 40000× 2π and
damping coefficient ζz = 0.5. For simplicity, the steady-state
gain of this model is unity, such that scaling of uz in Fig. 1(a) is
unnecessary before combining it withAref. A PI-controller regu-
lating the table height is empirically designed with proportional
and integral gains kp = 0.1 and ki = 7.5× 104. The setpoint
oscillation amplitude of the cantilever is Aref = 1.6 nm.

The parameters of the KFF-approach are chosen as follows.
The variance Rδ = 30: lower values result in a slower transient
of the nonzero elements in F (k) whereas higher values do not
affect the solution significantly. The variance of γ(k) is chosen
to be Rγ = 0.0012 and the length of vector θ(k) is chosen as
constant 5 (implying Td = 5T − Ts). A smaller length of θ(k)
results in a nonconverged estimate, whereas the choice of a larger
vector does not affect the solution significantly. The initial condi-
tions are chosen asP (1|0) = I5 and θ̂(1|0) = [0 0 0 0 0]�.
Since T is in our case not necessarily an integer multiple of Ts,
the pulse occurrences are chosen to be a fixed number of time
steps before the input crosses 0 with positive derivative.

The SBR-approach is implemented with the following param-
eters. The variance of the t/s-interaction is RF = 10−2, tuning

TABLE I
RESIDUALS OF ESTIMATED CANTILEVER DEFLECTION AT SCAN SPEED

200 μm/s

parameter λ = 1, the weighing factor α1(k) = 1 ∀k and the
threshold value is ε = 0.01. In the simulation we restricted
the algorithm to the first step (6) followed by (8) only. The
overall problem is split into parts of 300 data points to prevent
computational overload, and solved using FISTA [19], [25].

IV. RESULTS

Fig. 1(b)–(f) presents the results of the first simulation ex-
periment. From the noisy measured cantilever deflection in
Fig. 1(b), the tip-sample interaction is reconstructed in Fig. 1(b)
and (c). Fig. 1(c) reveals the difference between KFF and SBR.
The KFF-approach is restricted to F̂ (k) to be nonzero for one
single value of k within one cantilever oscillation period. On
the contrary, F̂ (k) determined in SBR may be nonzero at more
time instances. This results in Fig. 1(e) in better reconstruction
of the cantilever deflection using SBR than using KFF, which is
confirmed by the residuals in Table I.

Note that the residual of measured cantilever deflection
Var(yreal − yc) (approximated by Rν) has a magnitude in be-
tween that of SBR and KFF. This gives rise to the idea to
apply (12) with ŷ(k) replaced by the raw measurement data
yc(k), meaning that in Fig. 1(a) the blocks “SBR” and “KFF”
are bypassed to directly advance to the height estimation block
representing (12). This additional approach will be evaluated in
the second simulation experiment under the name Minimum of
Raw Measurements (MRM).

Fig. 2 presents images resulting from the second simulation
experiment. In a slow scan, all methods are able to recover the
sample height accurately up to the effect of nonzero tip radius,
with SBR and MRM slightly more noisy than the conventional
method and KFF. For higher scan speeds, the proposed methods
seem to increase only in noise, whereas the existing two methods
show image artifacts due to slow response of LIA and controller.
The computational time of the SBR method to evaluate all t/s-
interactions in Fig. 2 with scan speed 200 μm/s (consisting of
48 000 data points), was 7.50 seconds using Matlab R2021a on
an Intel i7-9750H CPU. This is slightly larger than that of KFF,
but improves the performance significantly. Fig. 3 shows the
sample height reconstruction performances for increasing scan
speeds quantitatively.

V. DISCUSSION

The results in Fig. 3 confirm the observation from Fig. 2 that
the conventional method and KFF perform better for lower scan
speeds. As expected, for higher scan speeds the SBR-method
and MRM produce a lower mean-squared error (MSE). The
KFF-approach has a performance curve similar to that of the con-
ventional approach for the reason that it has large dependency on
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Fig. 2. Simulations of a 24 nm × 24 nm sample scan with steps in height of 1 nm, using a drive frequency of the cantilever of 400 kHz and 20 scan lines. The
columns from left to right: the ground truth, the conventional approach (−uz), KFF, SBR, and MRM. A slow scan of 2 μ m/s (top) and a fast scan of 200 μ m/s
(bottom).

Fig. 3. Mean-Squared Errors (MSEs) of sample height reconstruction against
scan speed. The conventional method (blue circle), KFF (red, down-pointing
triangle), SBR (yellow, up-pointing triangle) and the MRM (purple, square).

TABLE II
SIGNIFICANCE BETWEEN SBR AND MRM BY MANN-WHITNEY-WILCOXON

APPROXIMATED p-VALUES

the scanner height, as can be seen in Fig. 1(e) and (f). It performs
slightly better than the conventional approach for being able to
reconstruct sharper edges in the sample, as seen in the fast scan
in Fig. 2. The SBR-method and MRM also have a similar curve.
Moreover, the Mann-Whitney-Wilcoxon approximated p-values
between these methods in Table II (calculated over the squared

errors in sample height estimation) show weak significance
with p > 0.05, whereas other approaches differ with stronger
significance with p-value < 0.05. Remarkably, MRM and SBR
produce similar MSE for sample height reconstruction, whereas
SBR has lower residual in cantilever deflection reconstruction as
was shown in Table I. The reason for this contradiction could be
that the minimum cantilever deflection typically occurs at time
instances at which F̂ (k) is nonzero. As subsequent elements in
F̂ (k) can be nonzero, it can fully compensate the measurement
noise ν(k) at time instances around the minimum deflection, or
even worse: it compensates the noise with errors. It is expected
that the last-mentioned scenario occurred in this simulation.
As the minimum estimated cantilever deflection determines the
sample height, the image degrades in this scenario. This effect
will be smaller for sparser t/s-interactions, which can be realised
using a larger reference amplitude Aref for gentler tapping or a
higher quality factor of the cantilever.

VI. CONCLUSION

The proposed novel approach for sample height reconstruc-
tion for high-speed AFM demonstrates accurate recovery of
tip-sample interaction and practically eliminates unwanted arte-
facts. Using the STATESON-algorithm, the SBR approach
outperforms the most promising algorithm previously used in
high-speed tapping mode AFM. Moreover, the STATESON-
algorithm is a convex relaxation for recovering abrupt distur-
bances and not restricted to fixed time instances for identifying
impulses. After recovering the tip-sample interaction, the sam-
ple height is determined using minimum smoothed cantilever
deflection per cantilever oscillation period. Simulations show
the ability to recover sharp edges in the sample, unlike the
conventional approach.

In current simulation settings, the minimum of the raw can-
tilever deflection measurements provided unexpectedly a sample
height reconstruction performance similar to that of SBR. There-
fore we advise to use non-processed cantilever deflection for
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estimating the sample height. Additionally, the SBR is pragmatic
for providing insight in interactions during operation.

Future research should focus on implementing SBR as a filter,
such that real-time sample height and interaction estimates form
a reference for the scanner or can be used to control the cantilever
excitation signal. Besides, it is recommended to find a procedure
to tune the parameters involved in SBR automatically. This
may for instance be done by optimising the image resolution
using Fourier ring correlation [26]. The computational time
may be further decreased depending on the computing platform
and code optimisation, for instance by exploiting the sparsity
and redundancy of the matrices involved in the optimisation
problems.
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