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Analysis and Simulation of AC-Biased TES Circuits
Tian-Shun Wang, Jun-Kang Chen, and Xingxiang Zhou

Abstract—We systematically study the analysis and simulation
of ac-biased superconductor transition-edge sensor (TES) cir-
cuits. In these ac-biased circuits, the current and voltage of the
TES experience large swings in both directions, and small-signal
analysis around a dc steady state does not apply. To understand
their electrical and thermal behavior, we rely on concepts and
techniques from radio-frequency circuit simulation and introduce
the periodic steady state and perform periodic ac analysis. We also
construct TES device models based on a comprehensive two-fluid
physical model and investigate the behavior of ac-biased TES
circuits using advanced circuit simulators. By relating our findings
to results for the analysis of dc-biased TES circuits, we give appro-
priate definitions for the current and temperature sensitivity of
the TES in ac-biased circuits. Our work not only builds a rigorous
foundation for theoretical analysis of ac-biased TES circuits but
also introduces powerful simulation techniques valuable for their
design and research.

Index Terms—Circuit analysis, computer simulation, supercon-
ducting devices.

I. INTRODUCTION

SUPERCONDUCTOR transition-edge sensors (TESs) have
played a critical role in many scientific projects and in-

strumental applications. As one noteworthy example, detec-
tion of B-mode polarization was performed [1] recently using
bolometer arrays with hundreds of TESs. In future applications,
it is expected that even larger-scale TES detectors will come
into use.

Key to the realization of large-scale TES detectors is the
development of multiplexing technology that allows for read-
ing out the signals of multiple TESs with the same readout
circuitry. Among the possible multiplexing techniques,
frequency-domain multiplexing (FDM) is an attractive option
being considered for important scientific missions such as
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Fig. 1. AC-biased TES circuit. The frequency of the bias voltage ω0 =

1/
√
LC, where L and C are the inductance and capacitance in the circuit. Like

in our earlier work [10], [11], TES device parameters for circuit simulation are
either taken directly from [18] or inferred from experimental data in it. Specifi-
cally, the critical temperature, 0-temperature critical current, heat capacity, and
normal resistance of the TES are Tc = 105 mK, Ic0 = 35 μA, γ = 3.3 fJ/K,
and Rn = 1.6 Ω. The resistance RL = 17.5 mΩ is the sum of the parasitic
resistance and the internal resistance of the bias voltage. The heat conduction
exponent and the coefficient are n = 5 and K = 16.54 nW/K5. The parameter
CR = 1 in (16). The substrate temperature is set at Tb = 55 mK. L and C are
chosen to be 50 nH and 100 μF, unless otherwise stated.

Fig. 2. DC-biased TES circuit. Rp is the parasitic resistance in the circuit.
Since the shunt resistance Rs is much smaller than the TES resistance Rtes,
the TES is effectively biased by a voltage source of IbRs in series with an
effective resistance RL = Rp +Rs.

SAFARI [2] and ATHENA [3]. At the core of FDM is the ac-
biased TES circuit shown in Fig. 1. Considering the importance
of ac-biased TES circuits to FDM, a rigorous framework for
their analysis is needed. Unfortunately, the operational prin-
ciples of ac-biased TES circuits are not well understood even
in theory despite previous work [4], [5], and it remains an
open question how their performance limit compares with that
of dc-biased circuits. The main difficulty lies in the fact that,
unlike in a dc-biased circuit as shown in Fig. 2, the TES
current and voltage experience large swings in both directions
in an ac-biased circuit (see Fig. 4). Consequently, all electrical
and thermal quantities are changing at all times even in the
absence of an input signal. In particular, the effective resistance
of the TES can vary by a large amount in each cycle of the
oscillation of the bias voltage (see Fig. 5). In such a situation, it

1051-8223 © 2015 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/redistribution
requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



2101916 IEEE TRANSACTIONS ON APPLIED SUPERCONDUCTIVITY, VOL. 25, NO. 5, OCTOBER 2015

is no longer mathematically feasible to define time-independent
temperature and current sensitivity, i.e.,

α =
Tss

Rss

∂R

∂T

∣∣∣
Iss

(1)

β =
Iss
Rss

∂R

∂I
z
∣∣∣
Tss

(2)

at dc steady-state values of current (Iss), temperature (Tss),
and resistance (Rss) and characterize the electrical property
of the TES with an effective resistance obtained by Taylor
expansion around Rss as in small-signal analysis of dc-biased
circuits.

To gain better understanding of ac-biased TES circuits and
put their analysis on a mathematically rigorous ground, we
use concepts and techniques from radio frequency (RF) circuit
simulation to study their behavior. Not only is such work
necessary for the development of FDM technology, but it is also
important for the completeness of the theoretical framework
of TES circuit analysis. From the results, we will be able to
visualize how the electrical and thermal quantities impact each
other in ac-biased circuits and understand how the temperature
and current sensitivity should be defined. We also introduce
simulation techniques unavailable in TES research before to
predict the behavior of ac-biased TES circuits accurately. Such
techniques can elevate the design of ac-biased TES circuits
to a much more quantitative and reliable level and are thus a
powerful tool for TES research.

II. PRELIMINARY WORK

The basics of the concepts and techniques we use for circuit
analysis in this work were developed in the 1990s to meet the
challenge of rapidly advancing wireless communication tech-
nology [6]. Since they are unfamiliar to the majority of the TES
research community, a progressive approach is needed to make
the treatment easier to understand. Here, we prepare for further
in-depth study by introducing previously developed knowledge
and tools that are useful in our analysis and presentation.

A. Review on Small-Signal Analysis of DC-Biased
TES Circuits

As we emphasized in the introduction, small-signal analysis
around a dc bias point is NOT applicable to ac-biased TES cir-
cuits. Nevertheless, when we discuss methods and techniques
for the analysis and simulation of ac-biased TES circuits, it is
very helpful to relate them to their conceptual counterparts in
dc circuit analysis, which most researchers are familiar with.
For this consideration, we give a brief review on small-signal
analysis in the following.

Small-signal analysis of the dc-biased TES circuit in
Fig. 2 starts with a steady state that can exist when the circuit
parameters and bias conditions are appropriate. The electrical
and thermal behavior of the dc-biased TES circuit is described
by the following pair of equations [7]–[9]:

L
dI

dt
= IbRs −Rtes(I, T )I −RLI (3)

γ
dT

dt
= I2Rtes −K (T n − T n

b ) + δP (4)

where I and T are the current and temperature of the TES
device, Rtes and γ are its resistance and heat capacity, L is
the inductance in the circuit, RL = Rs +Rp with Rs and Rp

as the bias and parasitic resistance, K and n characterize the
heat conduction to the substrate at temperature Tb, and Ib and
δP are the bias current and signal power.

In the steady state, the relevant electrical and thermal quan-
tities of the circuit are time-invariant constants. They are ob-
tained by setting the signal power δP and the time derivatives
(dI/dt) and (dT/dt) to 0 in (3) and (4). This yields

IbRs −RssIss −RLIss = 0 (5)

I2ssRss −K (T n
ss − T n

b ) = 0 (6)

where Iss, Tss, and Rss = Rtes(Iss, Tss) are the current, tem-
perature, and resistance of the TES in the steady state. For
sophisticated devices with complicated behavior such as the
TES, (3) and (4) cannot be analytically solved, and numerical
solvers or circuit simulators must be used to determine the
dc operating point of the circuit. In circuit simulation, this is
called the dc analysis. We have developed device models and
simulation techniques to obtain steady states of TES circuits in
earlier work [10], [11].

Upon absorption of power δP due to an incident signal, the
current and temperature of the TES start to change from their
steady-state values. Under the small-signal assumption, they
can be written as

I(t) = Iss + δI(t) (7)

T (t) = Tss + δT (t) (8)

where δI and δT are the small response signals that we are
interested in. Since the TES resistance is dependent on both
the temperature and current of the TES, under small-signal
analysis, we can expand it around the steady-state value Rss

to first order in δT and δI , i.e.,

Rtes(T, I) = Rss + α
Rss

Tss
δT + β

Rss

Iss
δI (9)

with the temperature and current sensitivity defined in (1) and
(2). From (3) and (4) and the steady-state condition (5) and (6),
we can derive the equations of motion for the small response
signals as follows:

L
dδI

dt
= − (RL +Rss(1 + β)) δI − α

IssRss

Tss
δT (10)

γ
dδT

dt
=IssRss(2 + β)δI+

(
α
I2ssRss

Tss
−G

)
δT+δP. (11)

where G = nKT n−1
ss is the thermal conductance. These equa-

tions can be solved in the time domain to obtain the time
dependence of δI and δT . Alternatively, we can also study the
problem in the frequency domain by Laplacian transforming
(10) and (11) into

sLδI(s)=− (RL+Rss(1+β)) δI(s)−α
IssRss

Tss
δT (s) (12)

sγδT (s)=IssRss(2+β)δI(s)

+

(
α
I2ssRss

Tss
−G

)
δT (s) + δP (s). (13)
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Fig. 3. Block diagram for small-signal analysis of dc-biased TES circuits.

From (12) and (13), we can solve for the transfer function of
the system, i.e.,

H(s) =
δI(s)

δP (s)
. (14)

The stability of the circuit is determined by the poles of H(s).
In addition to the analytical method presented above, we can

also use the block diagram [12], [13] in Fig. 3 to describe the
operation of the circuit and understand the coupling between
each part of the system in a visual and intuitive manner. We can
clearly see how the electrothermal feedback functions in this
diagram and easily derive the system transfer function H(s).

B. IV Relation for TES Devices

The concepts and methods we will introduce for the analy-
sis and simulation of ac-biased TES circuits are generally
applicable and do not depend on any specific device model
for the TES. Nevertheless, to demonstrate their application in
concrete examples, we need to use a particular device model
for simulation. In spite of the widespread application of TES,
its exact underlying physics is still unresolved, and multiple
physical models are used in the literature such as the two-fluid
model [14]–[16] and the weak-link model [17]. In this paper,
we will use TES device models developed earlier [10], [11]
based on the two-fluid theory. All our simulation results are
thus within the framework of the two-fluid device model. How
well they match the actual behavior of TES circuits depends
on how accurately the two-fluid model describes the physics
of TES devices, which is an open question subject to further
investigation and debate.

In a dc-biased circuit, the TES is limited to the transitional
state between the superconducting and normal states. In this
case, it can be described as an effective resistance, i.e.,

Rtes =
Vtes

Ic0

(
1− T

Tc

) 3
2

+ Vtes/(CRRn)

(15)

where Vtes is the voltage across the TES, T and Tc are the
temperature and critical temperature of the TES, Ic0 is the
0-temperature critical current,Rn is the normal-state resistance,
and CR is the ratio of the TES normal current resistance in
the transitional state to Rn. In an ac-biased circuit, however,
it is inadequate to characterize the electrical behavior of the
TES using the effective resistance in (15) because the TES can
enter the superconducting state when its current falls below Ic

Fig. 4. TES current, voltage, and temperature in the ac-biased circuit in
Fig. 1 in the absence of signal power. The amplitude of the bias voltage is
500 nV. (a) Electrical and thermal quantities in the time domain. (b) Spectra of
the signals obtained by Fourier transforming the waveforms in (a).

and also the normal state when its temperature rises above Tc

(see Fig. 4). As discussed in [11], in this case, we need a
more comprehensive IV relation for the TES that takes into
account all possible states of the device. Specifically, the
comprehensive IV relation of the TES can be expressed as [11]

Vtes=θ(T − Tc)IRn+θ(Tc − T )θ(I − Ic)(I − Ic)CRRn

+ θ(Tc − T )θ(−I − Ic)(I + Ic)CRRn (16)

where θ is the step function, and the temperature-dependent
critical current Ic(T ) is given by the BCS relation, i.e.,

Ic = Ic0(1 − T/Tc)
3
2 . (17)
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We can rewrite (16) in the following slightly more concise
form:

Vtes = θ(Tc − T )θ (abs(I)− Ic) (I − sgn(I)Ic)CRRn

+ θ(T − Tc)IRn (18)

where abs and sgn are the absolute-value function and the sign
function, respectively. In (16) and (18), the TES current I can
be positive or negative depending on its direction. The critical
current Ic is taken to be a positive value.

We can use the analog behavioral modeling functionality
provided by advanced circuit simulators to build device models
for the TES based on the IV relation in (16) or (18). The
resulting device models can be further integrated in advanced
electronic design automation (EDA) software and tools to
modernize the design and simulation workflow of TES circuits.
Detailed explanation of how the models are constructed and
how they are used in circuit simulation can be found in [11]. In
this paper, we use the SpectreRF circuit simulator for our circuit
simulation. The analog behavioral TES model for Spectre is
shown in Listing 1 in Appendix B.

III. PERIODIC STEADY STATE

A. Behavior of AC-Biased Circuits Without an Input Signal

From the circuit diagram in Fig. 1, we can write the equations
for the electrical and thermal quantities in an ac-biased TES
circuit as follows:

Vb cos(ω0t) = Vtes + L
dI

dt
+

1

C

∫
Idt+ IRL (19)

γ
dT

dt
= IVtes −K (T n − T n

b ) + δP (20)

where C is the capacitance in the circuit, Vb and ω0 are the
amplitude and frequency of the bias voltage, and all other
quantities have been defined earlier. The frequency of the bias
voltage ω0 is usually chosen to be the same with the LC
resonance frequency 1/

√
LC to increase the TES current. The

TES voltage is given by (16) or (18).
The major difficulty in the analysis of ac-biased TES circuits

is that all electrical and thermal quantities continuously change
even in the absence of an input signal. Consequently, the
technique of Taylor expansion around dc steady-state values in
small-signal analysis of dc-biased circuits is no longer applica-
ble. It is further complicated by the fact that, due to the highly
nonlinear nature of the TES, the current, voltage, and temper-
ature of the TES under the bias of a sinusoidal voltage source
of a single frequencyω0 can have higher-order harmonic terms,
which are referred to as harmonic distortion (HD). This can be
confirmed by a transient simulation of the ac-biased circuit in
the absence of an input signal, which we can perform due to
our earlier work [11]. The result [11] is shown in Fig. 4(a). It is
clearly seen that the waveforms of the TES current and voltage
can deviate from sinusoidal, which implies the existence of
higher harmonics. Such deviation can occur because the TES
enters the superconducting and 0-voltage state in each cycle of
the oscillation when the current drops below its critical current,
as shown in the voltage plot in Fig. 4(a). In the superconducting
state, the current is solely determined by the load resistance

(RL in Fig. 1), and its waveform follows that of the bias voltage.
When the current reverses direction and rises above the critical
current again, the TES goes back to the transitional state, where
its waveform deviates from that in the superconducting state
because of the current-dependent TES resistance, hence the two
segments with distinctive characteristics and shapes in each
half cycle of the current plot in Fig. 4(a). In Fig. 4(b), the
spectra of the electrical and thermal quantities are shown. It is
observed that the current and voltage contain odd harmonics of
the bias frequency ω0, whereas the temperature contains even
harmonics of ω0.

B. Concept of Periodic Steady State

In spite of the aforementioned complexity, the current, volt-
age, and temperature of an ac-biased TES circuit in the absence
of an input signal are periodic functions with the same period as
the bias voltage. Although the electrical and thermal quantities
are continuously changing, such a state of the TES can be con-
ceptually considered a generalized steady state in the sense that
it does not change from one period to another. Because of its
periodic nature, it is called the “periodic steady state” (PSS) [6].
As will be seen in Section IV, the PSS plays a similar role in the
analysis of ac-biased TES circuits as does the dc steady state in
small-signal analysis of dc-biased circuits. Technically, the PSS
is obtained by setting the input signal power δP to 0 in (19)
and (20) and solve for the current, voltage, and temperature
of the TES. This is reminiscent of our setting δP to 0 in (3)
and (4) and solving for the dc steady state, except that we do
not also require (dI/dt) and (dT/dt) to be 0 since the PSS
is time dependent within each period. The waveform of the
PSS can actually be obtained analytically when the TES is in
certain states. For instance, in each cycle of the oscillation, the
TES current will drop below the critical current Ic, as shown in
Fig. 4(a). When this occurs, the TES enters the superconducting
state since |I| < Ic. The IV relation in (16) and (18) reduces to
Vtes = 0, and (19) and (20) lead to the following equations for
the PSS when the TES is in the superconducting state:

Vb cos(ω0t) = L
dIpss
dt

+
1

C

∫
Ipssdt+ IpssRL (21)

γ
dTpss

dt
= −K

(
T n
pss − T n

b

)
(22)

where Ipss(t) and Tpss(t) are the current and temperature of the
PSS. These equations are trivial to solve because the electrical
and thermal equations are decoupled, and the impedance of the
inductance and capacitance cancel each other at the resonant
frequency ω0.

The simplicity of the PSS waveform in certain parts within a
period, however, is not an indication that it is good practice to
solve for the PSS in the time domain. Not only is it difficult to
solve for the PSS analytically in the transitional state of the TES
due to electrothermal coupling, but it is also unfeasible to obtain
analytical expressions for the times when the TES enters and
leaves each of its possible states. Consequently, it is impractical
to gain either detailed information or intuitive understanding
about the spectrum of the PSS in a time-domain treatment. A
conceptually much more revealing approach is to express the
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PSS current, voltage, and temperature of the TES as a series of
all possible harmonic terms as in the following:

Ipss =

∞∑
m=0

I2m+1 cos
(
(2m+ 1)ω0t+ φI2m+1

)
(23)

Vpss =

∞∑
m=0

V2m+1 cos
(
(2m+ 1)ω0t+ φV2m+1

)
(24)

Tpss =

∞∑
m=0

T2m cos (2mω0t+ φT2m
) . (25)

In these expressions, we have kept only odd harmonics in the
current and voltage and even harmonics in the temperature.
The fact that these are the only nonzero terms can be proved
by a parity analysis and is confirmed in the simulation re-
sult in Fig. 4(b). We can also introduce their complex repre-
sentation, i.e.,

Ĩpss =

∞∑
m=0

Ĩ2m+1e
j(2m+1)ω0t (26)

Ṽpss =

∞∑
m=0

Ṽ2m+1e
j(2m+1)ω0t (27)

T̃pss =

∞∑
m=0

T̃2mej2mω0t (28)

where Ĩ2m+1 = I2m+1e
jφI2m+1 , Ṽ2m+1 = V2m+1e

jφV2m+1 ,
and T̃2m = T2mejφT2m . In (26)–(28) and the rest of this paper,
we use the tilde to indicate a complex quantity that has both an
amplitude and a phase.

Equations (23)–(28) can then be substituted into (19), (20),
and (16) or (18) to derive the following equations:∑

m

{
Ĩ2m+1Z̃RLC ((2m+ 1)ω0) + Ṽ2m+1 − Vbδm,0

}
× ej(2m+1)ω0t = 0 (29)∑

m

2mω0γT2m sin (2mω0t+ φT2m
)

+
∑
m

I2m+1 cos
(
(2m+ 1)ω0t+ φI2m+1

)
·
∑
l

V2l+1 cos
(
(2l+ 1)ω0t+ φV2l+1

)

= K

[(∑
m

T2m cos (2mω0t+ φT2m
)

)n

− T n
b

]
(30)

Vtes

(∑
m

I2m+1 cos
(
(2m+ 1)ω0t+ φI2m+1

)
,

∑
m

T2m cos (2mω0t+ φT2m
)

)

=
∑
m

V2m+1 cos
(
(2m+ 1)ω0t+ φV2m+1

)
(31)

where the impedance, i.e.,

Z̃RLC(ω) = RL + jωL+
1

jωC
(32)

and Vtes(I, T ) is the expression on the right-hand side of (16)
or (18). Since ejmω0t is a set of linearly independent functions
over a period T = 2π/ω0, we can conclude from (29) that

Ĩ2m+1Z̃RLC ((2m+ 1)ω0) + Ṽ2m+1 − Vbδm,0 = 0 (33)

Fig. 5. DC resistance of the TES (defined as Vtes/Ites) in the ac-biased TES
circuit in Fig. 1. (a) Resistance is plotted in the time domain. (b) Its spectrum is
shown.

for each m. This method of solving for the PSS is referred to as
harmonic balance [6]. Obviously, in principle, (30) and (31) can
be written in a series of even and odd harmonic terms similar to
(29), although explicit expressions are not easy to obtain due to
the complexity of the IV relation and the dependence of the heat
conduction on the TES temperature. By the same argument of
harmonic balance, we can derive two more sets of equations
involving I2m+1, V2m+1, and T2m similar to (33) for each
harmonic m. These equations can then be solved to determine
the coefficients I2m+1, V2m+1, and T2m and, thus, the PSS.

In Fig. 4, we have calculated the PSS of the ac-biased
TES circuit using a transient circuit simulation. Although such
a familiar time-domain simulation technique seems natural
for the purpose of determining the PSS, it is actually very
inefficient from a computational point of view [6]. This is
because much of the computer time is spent on the calculation
of the expected and uninteresting oscillation driven by the
ac bias voltage. When the frequency of the bias voltage is
high or when there is significant HD, the time step of the
transient simulation must be very small to ensure the accuracy
of the simulation. In contrast, the harmonic balance equations
resulting from (29)–(31) can be solved much more efficiently
using standard numerical algorithms such as Newton’s method
[6] without time-domain transient simulation. (To make the
problem tractable, only coefficients up to a certain harmonic are
kept.) Therefore, the introduction of the PSS not only clarifies
our understanding of the steady-state behavior of ac-biased
circuits but also improves the efficiency of circuit simulation
dramatically. It is a key concept for the analysis of ac-biased
circuits for these reasons.

C. Application of PSS Simulation

A few advanced circuit simulators that support RF circuit
design provide built-in functionality for PSS simulation that
can be used to determine the PSS of ac-biased circuits. (Not all
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Fig. 6. Fundamental-frequency current [I1 in (23)] and dc temperature [T0 in
(25)] of the PSS for the ac-biased TES circuit in Fig. 1 as a function of the ac
bias voltage. The simulation file is shown in Listing 3 in Appendix B. Moreover,
plotted for comparison are the results of dc analysis [11] of a dc-biased circuit
in Fig. 2 with the same TES device and load resistance (Vb = IbRs for the
dc-biased circuit).

simulators support PSS simulation, though. The popular Pspice
for use on desktop computers, for example, does not support
PSS simulation.) In our work, we use the SpectreRF simulator
for PSS simulation. The device model and simulation files are
included in the Appendix.

By using PSS simulation, we can study the behavior of ac-
biased TES circuits in great detail and gain valuable insights
directly relevant to experiments. For instance, in dc-biased
circuits, IV curve measurement is often used to characterize the
TES device and establish the dc operating point. In ac-biased
circuits, one can use a similar approach to measure how the
effective TES current changes with the amplitude of the ac bias
voltage Vb. Although, it is much harder to conceptually deduce
every detail of the IV curve, because the TES can alternate
between the superconducting and transitional states, and HD
exists in the circuit. PSS simulation is a perfect tool to study
this problem. In Fig. 6, the fundamental-frequency current and
dc temperature of the TES in the ac-biased circuit in Fig. 1 are
obtained in a PSS simulation and plotted against the amplitude
of the ac bias voltage. Interestingly, the curves exhibit a hys-
teresis much like the (dc) TES current and temperature in a dc-
biased circuit [10], [11], which are also plotted for comparison.
It indicates that the transition from and to the superconducting
state occurs at different bias points when the bias voltage
is increased and decreased as observed in experiments [19].
In Fig. 6, the superconducting branches of the ac- and dc-
biased circuits overlap, since the slope is solely determined
by the load resistance. The resistive branches, however, are
somewhat different, suggesting that the effective resistance of
the fundamental-frequency current is different from the TES
resistance in a dc-biased circuit.

Previously, when rigorous understanding of ac-biased TES
circuits was lacking and simulation tools to accurately predict

Fig. 7. HD of the ac-biased TES circuit in Fig. 1. (a) HD under different
carrier frequencies. The bias voltage Vb is swept from high to low (which
is different than from low to high because of the hysteresis in Fig. 6). The
frequency is adjusted by fixing the capacitance at C = 10 μF and changing
the value of the inductance. (b) Dependence of the HD on the Q-factor of
the circuit. The carrier frequency is fixed at 503.3 kHz. The Q-factor is tuned
by changing the values of the capacitance and inductance while keeping their
product fixed (such that the resonant frequency ω0 = 1/

√
LC is fixed).

their behavior were unavailable, people often relied on con-
cepts and formulas from the study of dc-biased circuits for
approximate analysis of ac-biased circuits. A common problem
of such crude manual analysis is that there is no way to
reliably evaluate the effect of nonlinearity of the TES, which is
important at high carrier frequencies targeted by the large-scale
application of TES arrays. With the help of PSS simulation, we
can accurately gauge how much HD is in the circuit and observe
how it depends on the circuit parameters and bias conditions.
It is even possible to optimize the circuit design based on
the simulation results. In Fig. 7(a), we plot the HD, which
is defined as the power ratio between higher harmonics and
the fundamental-frequency component,

∑
m>0 |I2m+1|2/|I1|2,

under different frequencies of the bias voltage. We see that the
HD is 0 when the TES is in the superconducting (when Vb

is small) and normal states (when Vb is large) and nonzero in
the transitional state. Moreover, the HD becomes more severe
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when the bias frequency increases. Because of this, it may
pose a challenge to operating ac-biased TES circuits at high
carrier frequencies, depending on the technical specification of
the design requirement. In Fig. 7(b), we plot the HD under the
same carrier frequency but with different values of L and C. In
effect, by keeping the product of L and C fixed, the Q-factor
of the circuit is tuned. It is observed that circuits with a higher
Q-factor have lower HD, which is valuable information for
circuit design. Although, it does not necessarily mean that the
circuit’s Q-factor should be maximized, because there are other
design considerations at work such as desired signal levels and
practical parameter ranges.

As indicated in Fig. 7, the HD of ac-biased TES circuits is
sensitive to factors such as device parameters and bias condi-
tions, which is a common feature of nonlinear RF circuits. It can
potentially cause contamination in frequency regions above the
first harmonic, which is harmful for FDM if the relevant work-
ing conditions of the circuit are not set properly. Nevertheless,
it is possible to choose appropriate parameter values and bias
conditions to obtain an ac-biased TES circuit with minimized
HD and, thus, approximately linear response. PSS analysis is a
powerful tool for this purpose. Careful circuit simulation based
on it can greatly help understand the complexity involved in the
circuit design and be used to engineer proper solutions and meet
the challenges in suppressing the HD.

IV. PERIODIC AC ANALYSIS

A. Response to Small Input Signal

Once the PSS of an ac-biased TES circuit is determined, we
next study how it responds to external input signals. If the input
signal power δP is sufficiently small, it is reasonable to assume
that the current and temperature of the TES, i.e., I(t) and T (t),
only deviate from the steady-state values Ipss(t) and Tpss(t) by
a small amount. This consideration leads to

I(t) = Ipss(t) + δI(t) (34)

T (t) = Tpss(t) + δT (t) (35)

where δI(t) and δT (t) are the small deviation from the PSS
values due to the signal power δP . They are the response signals
that we are interested in. Conceptually, (34) and (35) should
be related to (7) and (8) in small-signal analysis of dc-biased
circuits, except that the PSS is time dependent.

Because of the small changes in current and temperature, i.e.,
δI and δT , there will also be a small change δV in the TES
voltage, leading to

Vtes(t) = Vpss(t) + δV (t). (36)

By parallelism to analysis of dc-biased TES circuits, one might
be tempted to define the dc resistance, i.e.,

Rpss(t) =
Vpss(t)

Ipss(t)
(37)

and its temperature and current sensitivity, i.e.,

α =
Tpss

Rpss

∂R

∂T

∣∣∣∣
Ipss

, β =
Ipss
Rpss

∂R

∂I

∣∣∣∣
Tpss

. (38)

However, it is easily seen that such an approach is problematic,
both conceptually and in practice. As shown in Fig. 5, the dc
resistance of the TES in an ac-biased circuit is time dependent.
This time dependence cannot be neglected because the swing
of the TES resistance is always comparable to its dc component
since the TES will enter the superconducting state in each cycle
of the oscillation. Consequently, the temperature and current
sensitivities defined in (38) are necessarily time dependent.
Worse, when the TES is in the superconducting state, its resis-
tance is 0, and the definition in (38) becomes meaningless (as a
matter of fact, the TES is not sensitive to changes in temperature
and current in the superconducting state). Considering these
difficulties, we directly make a variational expansion of the TES
voltage with respect to the TES current and temperature around
the PSS value Vpss, i.e.,

Vtes = Vpss +ΩδI + ΛδT (39)

where

Ω(t) =
∂Vtes

∂I

∣∣∣∣
Tpss

(40)

Λ(t) =
∂Vtes

∂T

∣∣∣∣
Ipss

. (41)

Notice that, because of the periodic nature of the PSS, Rpss, Ω,
and Λ defined in (37), (40), and (41) are also periodic. It can be
further deduced that they contain only even and odd harmonics
of ω0. Their complex representations are

R̃pss =

∞∑
m=0

R̃2mej2mω0t (42)

Ω̃ =
∞∑

m=0

Ω̃2mej2mω0t (43)

Λ̃ =
∞∑

m=0

Λ̃2m+1e
j(2m+1)ω0t. (44)

Ω and Λ can be calculated according to the TES IV relation
(16) or (18). As can be seen in Fig. 4, Tpss has a large dc value
T0 close to Tc and much smaller even-order harmonic terms. If
the input signal power is not too high, the temperature of the
TES, which is close to Tpss, will always remain below Tc. This
is the desired working region to obtain strong electrothermal
feedback. Under these conditions, we have [11]

Ω = [θ(Ipss − Is) + θ(−Ipss − Is)]CRRn (45)

Λ =
1.5Is

Tc − Tpss
[θ(Ipss − Is)− θ(−Ipss − Is)]CRRn. (46)

Physically, these equations simply state that the TES voltage is
dependent on the TES current and temperature only when the
TES current is above the critical current. The waveforms and
spectra of Ω and Λ are shown in Fig. 8. In comparison to the dc
resistance defined in (37) and plotted in Fig. 5, we see that the
waveform of Ω is much simpler. Its physical meaning is also
very clear in that it characterizes the resistance of the normal
current when the TES is in the transitional state and becomes
0 when the TES enters the superconducting state. For these
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Fig. 8. (a) Waveforms in one period and (b) spectra of Ω and Λ for the ac-
biased TES circuit in Fig. 1.

reasons, it is a much more convenient and revealing quantity for
studying the small-signal response of ac-biased TES circuits.

Substituting (34)–(36) into (19) and (20) and making use of
the equations that Ipss(t) and Tpss(t) satisfy, we can derive the
following equations for the response signals δI(t) and δT (t):

L
dδI

dt
+

1

C

∫
δIdt+ (RL +Ω)δI + ΛδT = 0 (47)

γ
dδT

dt
= Ipss(ΛδI +ΩδT ) + VpssδI −GδT + δP (48)

where we have kept only terms to first order in δI and δT ,
and G = nKT n−1

pss is the heat conductance evaluated at Tpss.
In these equations, Ipss and Tpss should be considered known
functions of time (obtained from the PSS analysis). Equations
(47) and (48) are the equivalent of (10) and (11) in the analysis
of ac-biased TES circuits. Unlike in dc-biased circuits, G, Ω,
and Λ are all time dependent.

Considering the step functions in (45) and (46), we can
discuss the behavior of δI and δT in the superconducting and
transitional states of the TES separately. In the superconducting
state −Ic < Ipss < Ic, (47) and (48) simplify to

L
d2δI

dt2
+RL

dδI

dt
+

1

C
δI = 0 (49)

γ
dδT

dt
= −GδT + δP. (50)

Fig. 9. Sidebands in the spectra of the TES small-signal response. The fre-
quency of the input signal is 3 KHz. (a) Spectrum of δI . Upper and lower
sidebands at odd harmonics of ω0 are present. The carrier frequency ω0 is about
71 KHz. (b) Spectrum of δT . Upper and lower sidebands at even harmonics of
ω0 are present.

These equations are decoupled and very easy to solve. δI has
a damped oscillation at frequency ω0 = 1/

√
LC that decays at

a rate determined by RL. δT has an exponential decay at the
intrinsic thermal rate G/γ, which is slow since electrothermal
feedback is not at work.

When the TES is in the transitional state Ipss > Ic, (47) and
(48) become

L
d2δI

dt2
+ (RL + CRRn)

dδI

dt
+

1

C
δI +

1.5IcCRRn

Tc − Tpss

dδT

dt
= 0

(51)

γ
dδT

dt
= (Vpss + IpssCRRn)δI +

(
1.5IcCRRn

Tc − Tpss
Ipss −G

)

× δT + δP. (52)

Similar equations result when the current is in the other direc-
tion, i.e., Ipss < −Ic. These equations are coupled, and they
cannot be analytically solved because of the complicated time
dependence of Vpss, Ipss, Tpss, Ic, and G. Nevertheless, it can
be seen how the thermal and electrical quantities are coupled
because of the electrothermal feedback. The electrical and
thermal behavior of the TES in the transitional state in ac-biased
circuits is complicated because the electrothermal feedback is
time dependent.

B. Periodic AC Analysis

A better approach to solving (47) and (48) is in the frequency
domain. Since these small-signal equations are linear (but
not time invariant as the small-signal equations for dc-biased
circuits), we can study how the circuit responds to a small
sinusoidal input signal, i.e.,

δP = A cos(ωt) (53)
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and use the principle of superposition to determine its response
to a signal of finite bandwidth. By analogy to ac analysis in
dc-biased circuits, this is called a “periodic ac analysis” (PAC).

Under an ac stimulus in (53), since Ipss and Tpss have odd
and even harmonics of ω0, the response δI and δT will have
upper and lower sidebands at each of these harmonics, as shown
in Fig. 9. We can then write the solution in the following form
(neglecting smaller higher-order sidebands at mω0 ± lω with
|l| > 1):

δI=

∞∑
m=0

δI(2m+1)L cos
[
((2m+1)ω0−ω) t+φδI(2m+1)L

]

+

∞∑
m=0

δI(2m+1)U cos
[
((2m+1)ω0+ω) t+φδI(2m+1)U

]
(54)

δT =

∞∑
m=1

δT2mL cos ((2mω0−ω)t+φδT2mL
)

+
∞∑

m=0

δT2mU cos ((2mω0+ω)t+φδT2mU
) (55)

where δI(2m+1)L, δI(2m+1)U , δT2mL, δT2mU , φδI(2m+1)L
,

φδI(2m+1)U
, φδT2mL

, and φδT2mU
are the upper and lower side-

band amplitude and phase at corresponding harmonics of ω0.
The complex representation is

δĨ =

∞∑
m=0

δĨ(2m+1)Le
j((2m+1)ω0−ω)t

+

∞∑
m=0

δĨ(2m+1)U e
j((2m+1)ω0+ω)t (56)

δT̃ =

∞∑
m=1

δT̃2mLe
j(2mω0−ω)t+

∞∑
m=0

δT̃2mUe
j(2mω0+ω)t (57)

where δĨ(2m+1)L = δI(2m+1)Le
jφδI(2m+1)L , δĨ(2m+1)U =

δI(2m+1)U e
jφδI(2m+1)U , δT̃2mL = δT2mLe

jφδT2mL , and
δT̃2mU = δT2mUe

jφδT2mU .
Substituting (23)–(28), (43), (44), and (54)–(57) into (47)

and (48), we then obtain a set of equations containing harmonic
terms at all harmonic sidebands mω0 ± ω. By the principle
of harmonic balance, the coefficients of each ej(mω0±ω)t term
must be 0, resulting in a set of equations that can be used
to solve for δĨ(2m+1)L, δĨ(2m+1)U , δT̃2mL, and δT̃2mU and,
thus, determine the PAC response δI and δT . Because of the
complexity of these equations, we list them in Appendix A.
Here, we only give the equations for δT̃0U , δĨ1L, and δĨ1U ,
which are the quantities of the most interest. They are derived
from the thermal equation at the base upper sideband (of
frequency ω) and the electrical equations at the fundamental

upper and lower sidebands (of frequencies ω0 ± ω) by keeping
only leading order terms. They are in the following form:[

(G0 + jωγ)− 1

4

(
Λ̃∗
1Ĩ1 + Λ̃1Ĩ

∗
1

)]
δT̃0U

− 1

2

[
(Ṽ1 +Ω0Ĩ1)δĨ

∗
1L +

(
Ṽ ∗
1 +Ω0Ĩ

∗
1

)
δĨ1U

]
= A (58)[

Z̃RLC(ω0 + ω) + Ω0

]
δĨ1U +

1

2
Λ̃1δT̃0U = 0 (59)[

Z̃RLC(ω0 − ω)∗ +Ω0

]
δĨ∗1L +

1

2
Λ̃∗
1δT̃0U = 0 (60)

where Ĩ1 and Ṽ1 are the (complex) fundamental-frequency
component of the PSS, Ω0 and Λ̃1 are the dc and fundamental-
frequency component in (43) and (44), Z̃RLC is defined in (32),
and G0 = nKT n−1

0 with T0 as the dc component of Tpss.

C. TES Sensitivity and Transfer Functions

Although we have performed a rigorous analysis of ac-biased
TES circuits, the complicated math makes the treatment less
intuitive. It would be very helpful if we could understand and
visualize the interaction and feedback between the electrical
and thermal quantities using concepts and techniques from the
study of dc-biased circuits. This is possible to a certain extent.

Conceptually, the frequency domain (58)–(60) should be
compared with (12) and (13) for dc-biased circuits, with the
important distinction that (12) and (13) are universal in the
analysis of dc-biased circuits, whereas (58)–(60) only apply to
the lowest order (m = 0) harmonic sidebands in the analysis
of ac-biased circuits. A more visual approach is to compare the
block diagram in Fig. 10 for the base frequency upper sideband
(ejωt terms) power in an ac-biased circuit to the block diagram
for a dc-biased circuit in Fig. 3. Such a comparison suggests
that we can relate Λ̃ in Fig. 10 to (αIssRss)/Tss in Fig. 3. If
we further relate T0, the dc component of the PSS temperature
in (28), R0, the dc component of the PSS resistance in (42), and
Ĩ1, the fundamental-frequency component of the PSS current
in (26), to steady-state values Tss, Rss, and Iss in dc-biased
circuits, we then arrive at the following effective definition for
temperature sensitivity:

αac =
T0

R0

Λ̃1

Ĩ1
. (61)

In Fig. 10, it is seen that it characterizes the sensitivity of the
TES voltage response at the fundamental-frequency sidebands
with respect to the variation of the base upper sideband of the
temperature, i.e., δT̃0U . Using the definition of Λ(t) in (41), we
can express αac in terms of the dc resistance Rpss(t) defined
in (37), i.e.,

αac =
T0

R0

〈
∂Rpss

∂T

〉
(62)

which has the same form with the definition in [5] except that
〈∂Rpss/∂T 〉 is the dc component or cycle-averaged value of
∂Rpss(t)/∂T in the PSS, which may contain higher harmonics
when the HD of the circuit is nonnegligible. Although, in [5],
αac was defined only for the first-order response of the circuit,
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Fig. 10. Block diagram for the base frequency upper sideband (ejωt) power
in the ac-biased TES circuit in Fig. 1.

as shown in Appendix A, it, in fact, characterizes the tempera-
ture sensitivity also in higher-order responses. Specifically, for
the mth harmonic, αac describes how sensitive the sideband
TES voltage response is to the variation of the mth harmonic
sidebands of the temperature, i.e., δT̃2mU and δT̃2mL. This fact
has its root in the frequency translation behavior of ac-biased
nonlinear circuits.

Likewise, we can formally define the effective current sensi-
tivity as

βac =
Ω0

R0
− 1. (63)

In terms of the TES resistance Rpss(t), it can be shown that

βac =
T0

R0

〈
∂Rpss

∂I

〉
(64)

where 〈∂Rpss/∂I〉 is the dc component or the cycle-averaged
value of ∂Rpss(t)/∂I in the PSS.

We can calculate the transfer functions, i.e.,

H1L(ω) =
δĨ1L
A

(65)

H1U (ω) =
δĨ1U
A

(66)

from (58)–(60) or by using Fig. 10. Conceptually, (65) and
(66) should be considered the counterpart of (14) in dc-
biased circuits. The difference is, in ac-biased circuits, there
are many more transfer functions because of the frequency
translation. These transfer functions need to be labeled by both
the harmonic and the sideband. Generally speaking, the transfer
functions H(2m+1)U (ω) and H(2m+1)L(ω) are evaluated at the
frequency (2m+ 1)ω0 ± ω. They can be calculated using the
harmonic balance equations listed in Appendix A.

With the definition of effective temperature and current sen-
sitivities in (61) and (63), one is tempted to evaluate the relative
performance of ac- and dc-biased TES circuits by simply com-
paring their temperature sensitivities. This is a somewhat naive
idea, which likely will not lead to sensible conclusions, because
ac- and dc-biased circuits are subject to different technical
requirements, and they are optimized under different device

parameters and working conditions. It is further complicated
by other practical issues such as the acceptable level of HD.
Considering the complexity involved, a successful design of an
ac-biased TES circuit is most likely a tradeoff weighing several
relevant factors. The methods and tools introduced can tremen-
dously help in such work. Unfortunately, our current device
model does not include noise. Investigation of the performance
limit of ac-biased TES circuits will need to be performed in
the future.

D. PAC Simulation

Although we have derived the PAC equations for δĨ and δT̃
to arbitrary harmonic, they are tedious to solve in practice.
Fortunately, advanced circuit simulators with RF simulation
capabilities support PAC simulations directly. In Fig. 11, the
result of a PAC simulation is plotted. In this simulation, the
frequency of the input signal, i.e., ω, is swept at different
harmonic m values, and a curve is obtained for each m value.
Obviously, its magnitude and phase specify the transfer func-
tions H(2m+1)U (ω) and H(2m+1)L(ω). By checking the result
of PAC simulation, we can see what the fundamental-frequency
sideband components are and how much higher harmonic
sideband components are present. As in the application of
PSS simulation, we can quantitatively and accurately evaluate
important design issues and optimize the circuit by observing
how the simulation results change with circuit parameters and
bias conditions. Such powerful capability not available before
will not only give a huge boost to the design efficiency and
reliability but also have a profound impact on experiments.

V. CONCLUSION

We have presented a rigorous analysis of ac-biased TES
circuits that have important applications in FDM of TES
detector arrays. We specified the characteristics of the PSS
and explained how it is determined from the principle of
harmonic balance. We introduced PAC and demonstrated how
it is performed to calculate the small-signal response of ac-
biased TES circuits. We further used SpectreRF to simulate
ac-biased TES circuits and discussed important design issues
not addressable before such as the HD. To make our treatment
easy to understand, we made connections to the analysis of dc-
biased circuits and elucidated how the TES sensitivity in ac-
biased circuits should be defined. To our best knowledge, it is
the first time that these concepts and techniques are introduced
to the study of ac-biased TES circuits. Our work lays a rigorous
ground for correct understanding of ac-biased TES circuits and
provides a powerful tool to accurately predict their behavior.

APPENDIX A
HARMONIC BALANCE EQUATIONS FOR PAC ANALYSIS

In Section IV-B, we explained how to solve for the small-
signal response δI(t) and δT (t) to a small single-frequency
input signal A cos(ωt) in a PAC analysis using the principle
of harmonic balance. We list the resulting harmonic balance
equations here and demonstrate how to obtain approximate
solutions.
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Fig. 11. PAC simulation of the ac-biased TES circuit in Fig. 1. The power of
the input sinusoidal signal is 3fW. The simulation file is shown in Listing 4 in
Appendix B. (a) Upper-sideband current response. (b) Lower-sideband current
response. (c) Temperature response at upper sideband to dc. (d) Upper and
lower sideband temperature response at higher harmonics.

The harmonic balance equation for the power at the upper
sideband of the mth (m ≥ 0) harmonic, which has the fre-
quency 2mω0 + ω, is

j(2mω0 + ω)γδT̃2mU

+
1

2

(
m∑
l=0

G̃2m−2lδT̃2lU +

∞∑
l=1

G̃2m+2lδT̃
∗
2lL

+

∞∑
l=m

G̃∗
−2m+2lδT̃2lU

)

− 1

2

(
m−1∑
l=0

Ṽ2m−2l−1δĨ(2l+1)U +

∞∑
l=0

Ṽ2m+2l+1δĨ
∗
(2l+1)L

+

∞∑
l=m

Ṽ ∗
−2m+2l+1δĨ(2l+1)U

)

− 1

4

(
m−1∑
k=0

k∑
l=0

Ĩ2m−2k−1Ω̃2k−2lδĨ(2l+1)U

+
m∑

k=−l

∞∑
l=0

Ĩ2m−2k+1Ω̃2k+2lδĨ
∗
(2l+1)L

+

−m∑
k=−l

∞∑
l=0

Ĩ∗−2m−2k+1Ω̃
∗
2k+2lδĨ(2l+1)U

+

∞∑
k=max(−l,1−m)

∞∑
l=0

Ĩ2m+2k−1Ω̃
∗
2k+2lδĨ(2l+1)U

+

∞∑
k=m+1

∞∑
l=0

Ĩ∗−2m+2k−1Ω̃2k+2lδĨ
∗
(2l+1)L

+

∞∑
k=m

∞∑
l=0

Ĩ∗−2m+2k+1Ω̃2k−2lδĨ(2l+1)U

+

∞∑
k=0

k∑
l=1

Ĩ2m+2k+1Ω̃
∗
2k−2lδĨ

∗
(2l+1)L

)

− 1

4

(
m−1∑
k=0

k∑
l=0

Ĩ2m−2k−1Λ̃2k−2l+1δT̃2lU

+

m−1∑
k=−l

∞∑
l=1

Ĩ2m−2k−1Λ̃2k+2l+1δT̃
∗
2lL

+

∞∑
k=max(−l,−m)

∞∑
l=0

Ĩ2m+2k+1Λ̃
∗
2k+2l+1δT̃2lU

+
∞∑

k=m

∞∑
l=1

Ĩ∗−2m+2k+1Λ̃2k+2l+1δT̃
∗
2lL

+
∞∑

k=m

k∑
l=0

Ĩ∗−2m+2k+1Λ̃2k−2l+1δT̃2lU

+

∞∑
k=0

k∑
l=1

Ĩ2m+2k+1Λ̃
∗
2k−2l+1δT̃

∗
2lL

)
=

A

2
δm0.

(67)

The harmonic balance equation for the power at the lower
sideband of the mth (m ≥ 1) harmonic, which has the fre-
quency 2mω0 − ω, is

j(2mω0 − ω)γ
(
δT̃2mL + δm0δT̃

∗
0U

)

+
1

2

(
m∑
l=1

G̃2m−2lδT̃2lL+ δm0G0δT̃
∗
0U+

∞∑
l=0

G̃2m+2lδT̃
∗
2lU

+

∞∑
l=m

G̃∗
−2m+2lδT̃2lL

)
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− 1

2

(
m−1∑
l=1

Ṽ2m−2l−1δĨ(2l+1)L +
∞∑
l=0

Ṽ2m+2l+1δĨ
∗
(2l+1)U

+

∞∑
l=m

Ṽ ∗
−2m+2l+1δĨ(2l+1)L

)

− 1

4

(
m−1∑
k=0

k∑
l=1

Ĩ2m−2k−1Ω̃2k−2lδĨ(2l+1)L

+

m∑
k=0

∞∑
l=1

Ĩ2m−2k+1Ω̃2k+2lδĨ
∗
(2l+1)U

+

−m∑
k=−l

∞∑
l=1

Ĩ∗−2m−2k+1Ω̃
∗
2k+2lδĨ(2l+1)L

+
∞∑

k=max(−l,1−m)

∞∑
l=1

Ĩ2m+2k−1Ω̃
∗
2k+2lδĨ(2l+1)L

+

∞∑
k=m+1

∞∑
l=0

Ĩ∗−2m+2k−1Ω̃2k+2lδĨ
∗
(2l+1)U

+

∞∑
k=m

∞∑
l=1

Ĩ∗−2m+2k+1Ω̃2k−2lδĨ(2l+1)L

+

∞∑
k=0

k∑
l=0

Ĩ2m+2k+1Ω̃
∗
2k−2lδĨ

∗
(2l+1)U

)

− 1

4

(
m−1∑
k=1

k∑
l=1

Ĩ2m−2k−1Λ̃2k−2l+1δT̃2lL

+

m−1∑
k=−l

∞∑
l=0

Ĩ2m−2k−1Λ̃2k+2l+1δT̃
∗
2lU

+
∞∑

k=max(−l,−m)

∞∑
l=1

Ĩ2m+2k+1Λ̃
∗
2k+2l+1δT̃2lL

+

∞∑
k=m

∞∑
l=0

Ĩ∗−2m+2k+1Λ̃2k+2l+1δT̃
∗
2lU

+
∞∑

k=m

k∑
l=1

Ĩ∗−2m+2k+1Λ̃2k−2l+1δT̃2lL

+

∞∑
k=0

k∑
l=0

Ĩ2m+2k+1Λ̃
∗
2k−2l+1δT̃

∗
2lU

)
=

A

2
δm0.

(68)

In (67) and (68), the complex amplitudes of the PSS current
and voltage were defined in (26) and (27), and Ω̃ and Λ̃ were
defined in (43) and (44). They should be considered known pa-
rameters in (67) and (68) that were obtained from PSS analysis.

The PSS heat conductance G and its complex representation G̃,
which have only even harmonic terms, are defined according to

G̃ =

∞∑
m=0

G̃2mej2ω0t (69)

G = ReG̃ = nKT n−1
pss (70)

where the dc term G0 = nKT n−1
0 . As seen in Fig. 4(b), the

dc component of Tpss is much larger than higher harmonic
components. Consequently,G0 is also much greater than higher
harmonic terms.

The harmonic balance equation for the voltage at the upper
and lower sidebands of the mth (m ≥ 0) harmonic, which has
the frequency (2m+ 1)ω0 ± ω, is

Z̃RLC ((2m+1)ω0+ω) δĨ(2m+1)U

+
1

2

(
m∑
l=0

Ω̃2m−2lδĨ(2l+1)U

+
∞∑
l=0

Ω̃2m+2l+2δĨ
∗
(2l+1)L +

∞∑
l=m

Ω̃∗
−2m+2lδĨ(2l+1)U

)

+
1

2

(
m∑
l=0

Λ̃2m−2l+1δT̃2lU +

∞∑
l=1

Λ̃2m+2l+1δT̃
∗
2lL

+

∞∑
l=m+1

Λ̃∗
−2m+2l−1δT̃2lU

)
= 0 (71)

Z̃RLC ((2m+ 1)ω0 − ω)δĨ(2m+1)L

+
1

2

(
m∑
l=0

Ω̃2m−2lδĨ(2l+1)L

+

∞∑
l=0

Ω̃2m+2l+2δĨ
∗
(2l+1)U +

∞∑
l=m

Ω̃∗
−2m+2lδĨ(2l+1)L

)

+
1

2

(
m∑
l=1

Λ̃2m−2l+1δT̃2lL +

∞∑
l=0

Λ̃2m+2l+1δT̃
∗
2lU

+
∞∑

l=m+1

Λ̃∗
−2m+2l−1δT̃2lL

)
= 0 (72)

where ZRLC was defined in (32).
Assuming terms in the PSS and PAC response, current,

voltage, and temperature quickly decrease with harmonic m,
i.e., I2m+1 � I2(m+1)+1, V2m+1 � V2(m+1)+1, T2m �
T2(m+1), δI(2m+1)U � δI(2(m+1)+1)U , δI(2m+1)L �
δI(2(m+1)+1)L, δT2mU�δT(2(m+1))U , and δT2mL�δT(2(m+1))L,
(67), (68), (71), and (72) can be approximately solved by
working from lower to higher harmonics. Specifically, when
m = 0, by keeping only the largest terms and dropping terms
at higher harmonics than δT̃0U , δĨ1U , and δĨ1L, we obtain
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(58)–(60) that can be used to solve for δT̃0U , δĨ1U , and δĨ1L.
Likewise, for m = 1, we have the following equations:

[
G0+j(2ω0+ω)γ− 1

4

(
Ĩ∗1Λ̃1+ Ĩ1Λ̃

∗
1

)]
δT̃2U

− 1

2

(
Ṽ ∗
1 +Ω0Ĩ

∗
1

)
δĨ3U =

1

2
(Ṽ1+Ω0Ĩ1)δĨ1U+

1

4
Ĩ1Λ̃1δT̃0U

(73)[
G0 + j(2ω0 − ω)γ − 1

4

(
Ĩ∗1Λ̃1 + Ĩ1Λ̃

∗
1

)]
δT̃2L

− 1

2

(
Ṽ ∗
1 +Ω0Ĩ

∗
1

)
δĨ3L=

1

2
(Ṽ1+Ω0Ĩ1)δĨ1L+

1

4
Ĩ1Λ̃1δT̃

∗
0U

(74)[
Z̃RLC(3ω0 + ω) + Ω0

]
δĨ3U +

1

2
Λ̃1δT̃2U

= −1

2
Λ̃3δT̃0U − 1

2
Ω̃2δĨ1U (75)

[
Z̃RLC(3ω0 − ω) + Ω0

]
δĨ3L +

1

2
Λ̃1δT̃2L

= −1

2
Λ̃3δT̃

∗
0U − 1

2
Ω̃2δĨ1L. (76)

In (73)–(76), δT̃0U , δĨ1U , and δĨ1L should be considered
known parameters. Because we have obtained their values in
the previous step, it is now possible to solve for δT̃2U , δT̃2L,
δĨ3U , and δĨ3L using (73)–(76). Comparing (73) and (74)
to (58), we see that the higher harmonic thermal equations
have effective input power due to lower harmonic signals.
This, again, is the frequency translation behavior of ac-biased
nonlinear circuits at work, since power is transferred from the
fundamental frequency to higher harmonics [20]. Likewise,
(75) and (76) suggest that higher harmonic electrical equations
have effective bias voltages due to signals at lower harmonics.

This method of solving for higher harmonic terms based on
lower harmonic terms that have already been obtained can be
generalized to arbitrary harmonic m. The equations for the mth
(m > 1) harmonic are

[
G0 + j(2mω0 + ω)γ − 1

4

(
Ĩ∗1Λ̃1 + Ĩ1Λ̃

∗
1

)]
δT̃2mU

− 1

2

(
Ṽ ∗
1 +Ω0Ĩ

∗
1

)
δĨ(2m+1)U

=
1

2

m−1∑
l=0

(Ṽ2m−2l−1 +Ω0Ĩ2m−2l−1)δĨ(2l+1)U

+
1

4

m−1∑
k=l+1

m−1∑
l=0

Ω̃2k−2lĨ2m−2k−1δĨ(2l+1)U

+
1

4

m−1∑
k=0

k∑
l=0

Ĩ2m−2k−1Λ̃2k−2l+1δT̃2lU (77)

[
G0 + j(2mω0 − ω)γ − 1

4

(
Ĩ∗1Λ̃1 + Ĩ1Λ̃

∗
1

)]
δT̃2mL

− 1

2

(
Ṽ ∗
1 +Ω0Ĩ

∗
1

)
δĨ(2m+1)L

=
1

2

m−1∑
l=1

(Ṽ2m−2l−1 +Ω0Ĩ2m−2l−1)δĨ(2l+1)L

+
1

4

m−1∑
k=l+1

m−1∑
l=1

Ω̃2k−2lĨ2m−2k−1δĨ(2l+1)L

+
1

4

m−1∑
k=1

k∑
l=1

Ĩ2m−2k−1Λ̃2k−2l+1δT̃2lL (78)

[
Z̃RLC ((2m+ 1)ω0 + ω) + Ω0

]
δĨ(2m+1)U +

1

2
Λ̃1δT̃2mU

= −1

2

m−1∑
l=0

Λ̃2m−2l+1δT̃2lU − 1

2

m−1∑
l=0

Ω̃2m−2lδĨ(21+1)U

(79)

[
Z̃RLC ((2m+ 1)ω0 − ω) + Ω0

]
δĨ(2m+1)L +

1

2
Λ̃1δT̃2mL

= −1

2

m−1∑
l=1

Λ̃2m−2l+1δT̃2lL − 1

2

m−1∑
l=1

Ω̃2m−2lδĨ(21+1)L.

(80)

APPENDIX B
DEVICE MODEL AND SIMULATION FILES

All circuit simulation in this work is performed using
SpectreRF, which is a proprietary circuit simulator developed
by Cadence Design Systems, Inc. For detailed information
about Spectre and the company, visit http://www.cadence.com.
For the readers’ benefit, we include the device model file and
circuit simulation files. They can be freely used as long as
this work and earlier work on this topic [10], [11] are properly
acknowledged and cited.

A. TES Device Model for Spectre: We built a behavioral
device model [11] for TES using the IV relation (16) and
Verilog-A, which is an analog hardware description language
(AHDL) supported by Spectre. An AHDL can model the
electrical behavior of a device using mathematical and logic
expressions, rather than modeling based on more elementary
circuit elements (such as a resistor, an inductor, and a capacitor)
and, thus, is a convenient and powerful tool to model devices
with complicated and nonlinear behavior. The resulting device
model can be understood by supporting circuit simulators and
used in circuit simulation. For a detailed description of the TES
behavioral modeling and circuit simulation, see [11].

The Verilog-A model for TES is shown in Listing 1. Lines
starting with // are comments.
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Listing 1. Verilog-A model for TES.

Fig. 12. Circuit diagram for the transient, PSS, and PAC simulation.

B. Simulation Files: The following are Spectre files for
simulation results presented in this paper. They can be run
by Spectre directly, provided that the device model file in
Listing 1 is placed in the appropriate directory and can be found
and loaded by Spectre. Although in our work, we do not write
the simulation file and run Spectre manually. Instead, we take
advantage of the integrated Cadence IC design environment to
draw the circuit, generate the netlist, and run the simulation
through a graphical user interface. How this is done is described
in [10] and [11] as well as in the Cadence documentation
in much greater detail. Such a workflow is recommended if
the design suite is available, since it greatly improves design
efficiency and reduces human error.

1) Transient Simulation: The diagram of the ac-biased
TES circuit is shown in Fig. 12. The simulation file is in
Listing 2. The TES device model, which is shown in Listing 1,
is saved in a file named “tes.va” in the same directory with
the simulation file. The result of the simulation is plotted in
Figs. 4 and 5.

2) PSS Simulation: The diagram of the ac-biased TES
circuit is shown in Fig. 12. The amplitude of the ac bias
voltage, i.e., Vb, is the sweeping parameter for the simulation.
The simulation file is in Listing 3. The TES device model,
which is shown in Listing 1, is saved in a file named “tes.va”
in the same directory with the simulation file. The simulation
result is plotted in Fig. 6. Notice that, for the hysteresis plot
in Fig. 6, two PSS simulations are run, in which Vb values
are swept from low to high and from high to low, respectively.
Moreover, to obtain the hysteresis, it is critical to set the initial
condition Ti for the TES temperature T appropriately. When Vb

is swept from low to high, Ti should be set to a value below the
environment temperature Tb. When Vb is swept from high to
low, Ti should be set to a value close to the critical temperature
Tc. This is necessary because in the area with hysteresis, there
are two possible PSS with the TES temperature close to Tb and
Tc, respectively. Generally speaking, the simulator will settle in
the state closer to the initial condition.

3) PAC Simulation: The diagram of the simulated circuit
is shown in Fig. 12. A single-frequency input signal A cos(ωt)
is assumed, and its frequency is swept at different harmonic
m values of carrier frequency ω0. The simulation file is in
Listing 4. The TES device model, which is shown in Listing 1,
is saved in a file named “tes.va” in the same directory with the
simulation file. The simulation result is plotted in Fig. 11.
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Listing 2. Spectre file for transient analysis of the ac-biased TES circuit in
Fig. 12 without an input signal (Ip = 0 in Fig. 12).

Listing 3. Spectre file for PSS analysis of the ac-biased TES circuit in Fig. 12.
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Listing 4. Spectre file for PAC analysis of the ac-biased TES circuit in Fig. 12.
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