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Abstract—From June 2019 to July 2021, the MIT Plasma Sci-
ence and Fusion Center, in collaboration with Commonwealth
Fusions Systems, designed, built, and commissioned a test facility
at the Massachusetts Institute of Technology to evaluate the perfor-
mance of a rare-earth-yttrium-barium-copper-oxide-based, 2.9-m
tall, 1.9-m wide Toroidal Field Model Coil (TFMC) for the SPARC
tokamak. This article presents the facility’s supercritical helium
(SHe) circulation system design and measured performance. The
facility employed a forced-flow SHe circulation loop cooled by
cryocoolers to provide a nominal cooling power of 600 W at 20 K
and up to 70 g/s SHe flow to the TFMC at an absolute pressure
of 20 bar. The reliance on cryocoolers as the facility’s cooling
source was an ideal arrangement. Procurement costs were modest,
acquisition time was reasonable, and seating requirements were
minimal. A steady improvement in cryocooler design provided a
simple-to-use system with sufficient cooling capacity for our needs.
Extensive, closed-loop analyses were performed both to support
this procurement and to finalize the overall design of the SHe
cooling circuit. The SHe system worked reliably, permitting flexible
operation of the TFMC test facility under all working conditions.

Index Terms—Cryocooler, high-temperature superconductor
magnets, magnet test facility, supercritical helium (SHe) cooling.

I. INTRODUCTION

THE SPARC Toroidal Field Model Coil (TFMC) Program
was an approximately three-year effort between 2018 and

2021 that developed novel rare-earth yttrium barium copper
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oxide (REBCO) superconductor technologies [1], [2], [3], [4],
and then, utilized those technologies to successfully design,
build, and test a first-in-class, high-field (∼20 T) representa-
tive scale (∼3 m in linear size) superconducting toroidal field
(TF) coil. With the principal objective of retiring the design,
fabrication, and operational risks inherent in large-scale, no-
insulation (NI) REBCO superconducting magnets for fusion
energy devices, the program was executed jointly by the MIT
Plasma Science and Fusion Center (PSFC) and Commonwealth
Fusion Systems (CFS) as a critical technology enabler of the
high-field pathway to fusion energy [5], and in particular, as
a risk retirement program for the toroidal field magnet in the
SPARC net-energy fusion tokamak [6]. This article is a part of
a collection of papers intended to cover various aspects of the
SPARC TFMC program [7], including the design and fabrication
of the magnet [8], the design and assembly of the test facility
[9], [10], and an overview of the results from the experimental
test campaigns carried out in the fall of 2021 [11].

From the outset, high-temperature-superconductor-based
(HTS) fusion magnets were designed to operate at temperatures
in the range from 10 to 30 K as a means to enhance conductor
stability [12]. Metal enthalpy at those temperatures increases
by nearly two orders of magnitude, while conductor current
density, Je, generally decreases by less than a factor of two when
compared to operation near 4 K. More recent design studies
highlighted the marked improvement in refrigerator Carnot effi-
ciency near 20 K as a means to optimize the overall system cost
[13]. The SPARC toroidal field magnet, which is intentionally
lightly shielded to achieve compact size, is likewise expected to
operate at temperatures near 20 K. Its increased operating tem-
perature, relative to existing superconducting tokamaks, enables
SPARC to pursue a large, nuclear-heat-load design [6].

This manuscript describes the design, implementation, and
operation of the supercritical helium (SHe) circulation sys-
tem used to test the SPARC TFMC. Based on prior system
optimization studies, the TMFC was to be cooled with SHe
at nominal 20 K operating temperature. The cooling circuit’s
nominal operating pressure was capped at 20 bar to permit
high-density, high-mass-flow-rate operation, to minimize the
temperature rise through the cooling circuit and yet stay within
the engineering limits of readily available cryogenic compo-
nents. Unless otherwise specified the unit bar in this article refers
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TABLE I
DESIGN PARAMETERS FOR THE SPARC-TFMC

to an absolute pressure measurement, while bar-g refers to gauge
pressure.

The rest of this article is organized as follows. Section II of this
manuscript discusses the selection of the SHe cooling scheme
developed for the TFMC, while Section III presents its chosen
implementation. Section IV discusses the interplay between the
designs of the TFMC and the TFMC test facility as they impact
specific features of the cooling scheme. The performance of the
SHe cooling system during the TFMC test program is presented
in Section V. Finally, Section VI concludes this article.

II. COOLING SYSTEM ARCHITECTURE

A. TFMC Cooling Requirements

The design of the TFMC test facility began in earnest dur-
ing July 2019. By that time the basic design of the TFMC
had been determined. In brief, the TFMC employed a novel
no-insulation, no-twist (NINT) cable-in-plate architecture [4].
The initial TFMC design contained 14 (later increased to 16)
D-shaped NINT pancakes, each consisting of 16 conductor turns
per plate. The pancakes were alternately joined at their inner and
outer diameters, respectively, with joints to terminal end plates
at the outer diameters of the outermost pancakes in the stack.
Table I summarizes the design parameters for the TFMC.

Cooling for adjacent TFMC pancakes was provided by ma-
chining grooves into each pancake on the opposite sides of the
plate from the conductor turns. The cooling grooves machined
into one pancake were used to cool the conductor turns in its
neighbor. Each cooling groove was split into two halves, one
following the straight leg of the D and the other following the
curved leg, resulting in a total of 528 cooling paths in all once
dedicated joint cooling paths were added. The cooling scheme
was selected to emulate that anticipated for the SPARC TF mag-
nets, which are only lightly shielded and subject to strong nuclear
heating, especially along the TF magnets’ innermost turns [6].
A complete description of the TFMC design is presented in [8].

The anticipated charging behavior for an NINT-based TFMC
is the same as that previously presented for single-tape-wound
NI magnets [14], [15]. The charging characteristics are governed

by the total magnet inductance, Lm, and turn–turn resistance,
Rm, which for the as-built TFMC were nominally 136 mH
and 11 μΩ, respectively, yielding an Lm/Rm time constant of
roughly 12 400 s. To limit the inlet to outlet temperature rise
due to turn–turn (radial-current-flow) heating of the TFMC
to nominally less than 1 K during charging, the facility was
designed to charge the magnet linearly from zero to a terminal
current, Iop, of 40.5 kA within 24 h (86 400 s) duration. The
ratio of the TFMC’s relatively long charging duration, td, to
its Lm/Rm time constant places it in a slow charging regime, for
which the asymptotic, turn–turn power dissipation, Ptt, can be
approximated as

Ptt = (Lm Iop)
2/
(
Rm t2d

)
[15] . (1)

In addition to turn–turn heating during charging, the magnet
is also subject to resistive heating at the pancake-to-pancake
and terminal joints. Assuming a total of 19 joints, nj, inside
the TMFC (15 between pancakes, two to the terminal plates,
and two from the terminal plates to the magnet terminals), each
having a nominal joint resistance, Rj, of 3 nΩ, adds an additional
nj I2op Rj of joint resistance heating to the magnet’s cooling
circuit toward the end of the current upramp.

The TFMC’s anticipated electrical characteristics and pro-
posed charging sequence yielded a nominal, peak heat load of
roughly 465 W (370 W of turn–turn dissipation and 95 W of joint
resistance heating), to be removed using 20 bar, 20-K helium,
requiring a mass flow rate of about 70 g/s to maintain roughly
1-K inlet-to-outlet temperature difference. Combining the
TFMC heat loads with the estimated 62-W heat load from
the facility current leads (CLs) and cold bus (discussed in
Section IV-D) and 10–20 W from gravity supports, thermal
radiation, and residual gas heat loads, indicated a need for
between 500 and 600 W cooling capacity at 20 K to support
the test plan objectives.

B. Cooling System Down Selection

At the time the TFMC test facility design began, the PSFC
retained a large liquid nitrogen (LN2) infrastructure that was
developed to support operation of the Alcator C-Mod tokamak
[16]. This infrastructure included an 18 000-gal (68000 L) LN2
storage tank and vacuum jacketed piping extending into the
TFMC test hall. The cryogenic helium infrastructure required
for the TFMC test facility needed to be developed from scratch.

Preliminary assessment of the test facility’s cryogenic in-
frastructure followed established historic precedent—to employ
LN2 to cool cryostat radiation shields, and a large capacity
helium refrigerator/liquefier to cool the facility CLs and magnet
circuit [17], [18], [19], [20], [21], [22]. Fig. 1 shows the general
arrangement for this scheme. The arrangement assumed the
use of conventional, liquid helium (LHe)-cooled CLs optimized
for 50-kA operation and an internal SHe loop operating at
moderate pressure for cooling the TFMC, coupled through a
heat exchanger to a high-capacity cryogenic cooling source.
This arrangement effectively decouples both the cooling loop
pressure and instantaneous heat load from the cooling source,
permitting relatively independent optimization of both.
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Fig. 1. Conventional facility cooling arrangement employing a closed circu-
lation loop for the magnet under test, with LHe or helium gas cooling of the
current leads.

CLs of 50 kA were selected to permit potential overcurrent
operation of the TFMC, which was under consideration at the
time. From [23], a pair of 50-kA LHe-cooled leads nominally
consume 90 L/h of LHe at idle, and 150 L/h during full cur-
rent operation. The initial scoping study also assumed: use of
atmospheric-boiling LHe as the primary cooling source for the
TFMC cooling loop, complete transfer of the total enthalpy
available from boiling to 20-K gas in the heat exchanger, and
zero heat load from the circulator pump. This idealized heat
exchanger requires an additional 120 L/h of LHe to produce the
target TFMC cooling power toward the end of the current up-
ramp. The combined total of roughly 240-L/h LHe consumption
for both TFMC and CL cooling far exceeds the total capacity of
the nearby MIT cryoplant.

Three LHe-based cooling options were briefly considered.
One was the construction of an LHe plant dedicated solely to the
TFMC facility. Another required the acquisition of one or more
10 000–30000-L LHe storage dewars, which would be used to
accumulate the total production from the MIT LHe plant over
a number of weeks leading up to the test. The last, would be
to procure and work from an LHe tanker truck placed in close
proximity to the test facility. All three options would also require
the acquisition of a significant LHe-distribution and helium gas
recovery and storage infrastructure. Hence, LHe-based cooling
was deemed not feasible given the limited physical size of the
test facility, the significant increase in program scope, and the
risk of a significant schedule delay. In addition, due to on-going
supply shortages, our helium supplier indicated that it was highly
unlikely that they could deliver the quantities of helium required
for any of these options within our requested time frame.

After exhausting a variety of alternative schemes, we decided
to add the design of a pair of LN2-cooled, 50-kA-capacity hybrid
CLs with REBCO-based low-end sections to the program scope
and to limit the use of helium in the TFMC cooling loop only
where its use is unavoidable.

The design, construction, and operation of the LN2-cooled
CLs is presented in [10]. The incorporation of LN2-cooled CL
in the facility adds roughly 62-W heat load to the SHe circuit
to support both the cold bus joints, which had to be extended to
locate the CLs’ REBCO sections in a low-fringe-magnetic-field
area and for cooling the low-temperature ends of the leads. By

placing the cold bus and REBCO lead sections in parallel with
return flow from the TFMC and allowing them to operate a few
degrees warmer, there was no need to increase the total mass
flow rate through the SHe cooling loop.

III. TFMC TEST FACILITY’S HELIUM CRYOPLANT

A. Cryocooler-Based Cryocirculator Modules

The cooling capacities of cryocooler-based 20-K helium cir-
culation loops have increased steadily during the past several
years [24], [25], [26], [27], [28], [29], [30], [31]. Because of their
ease of operation, these systems are ideal for intermittent oper-
ation by relatively small, moderately trained cryogenic groups
like ours.

In October 2019, we contracted Absolut System of Seyssinet,
France, for the design and construction, within one year, of a
cryocooler-based helium circulation system capable of provid-
ing at least 500 W of cooling power when operated with 20-bar,
20-K helium at a nominal mass flow rate in the range between
50 and 100 g/s.

To support the design process, Absolut System performed
several full-circuit thermohydraulic analyses of the proposed
TFMC cooling loop. These analyses examined the design and
arrangement of their cold head heat exchangers; the cold head
cooling capacities; performance characteristics for their cryocir-
culator fans; preliminary designs for the transfer lines from their
system to and from the TFMC; the size and mass of the TFMC;
the sizes and numbers of TFMC pancake cooling channels;
and the heat loads summarized previously. Both cooldown and
routine operation simulations were performed, both showing
acceptable performance.

Fig. 2 shows the arrangement of the delivered system. For ease
of assembly, transportation, and operation, the system consists
of two, near-identical cryomodules. Because both cryocirculator
fans spin in the same direction, the cryomodules are mirrored to
permit proper orientation of their supply and return ports when
they are connected together in parallel.

Each cryomodule contains four Cryomech AL630 single-
stage cold heads. Each cold head was modified to incorporate
a gas heat exchanger directly into the cold head stage, rather
than mounting a separate heat exchanger to the cold head after
manufacturing. This eliminates any uncertainty regarding the
thermal contact between the heat exchanger and the cooling
stage. The cold heads are arranged in a 2 × 2 series–parallel
configuration, which yielded best combination of cooling power
and mass flow rate during the 20-bar, 20-K thermohydraulic
simulations.

In Fig. 2, the cryomodule 1 cold heads are denoted as CH1
through CH4, while those in cryomodule 2 are denoted as CH5
through CH8. The Cernox sensors measuring the temperatures
of the supply, or outlet, helium are denoted as TT1 and TT8,
respectively, while those measuring the temperatures of the
return flows are denoted as TT2 and TT9. The Cernox sensors
measuring the temperatures at the tips of cold heads CH1 through
CH4 are denoted as TT3 through TT6, while those measuring
cold heads CH5 through CH8 are denoted as TT10 through
TT13. Platinum RTDs TT7 and TT14 (not shown), respectively,
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Fig. 2. Arrangement of the cryocirculator modules.

monitor the temperatures at the top plates of the cryomodules’
radiation shields.

The cold head compressors can be remotely activated and
monitored from the test facility control room to permit large-
scale changes in the cryomodules’ cooling power, such as during
the initial stage of facility cooldown. Each cryomodule is also
equipped with an Absolut System cryocirculator fan, capable
of operating at rotation speeds ranging from 15 to 60 kr/min,
with maximum speed in the cold condition limited by motor
torque of not more than 24 mN·m. Based on the thermohydraulic
modeling, the fans are placed between the return helium port and
the first pair of cold heads in each cryomodule. The compressed,
ambient temperature helium gas needed to build and maintain
circuit pressure during cooldown is similarly injected between
the return helium ports and the fans. Our fans were equipped with
titanium housing to minimize conduction to the cold environ-
ment. The cryocirculator fans can also be activated, controlled,
and monitored from the control room.

The fan performance is well characterized and was used to
estimate helium mass flow through the fans in the absence of
dedicated flow meters. The differential pressure sensors used
to measure the pressure rise through the fans are denoted as
DP1 and DP2, respectively, in Fig. 2, while the sensors used to
measure the absolute pressures at the fan outlets are denoted as
AP1 and AP2. Both the helium circuit and the vacuum space for
each cryomodule are equipped with overpressure relief valves
to limit pressure build-up during off-normal events. The helium
circuit relief valves are designed to open at 26 bar-g, while the
vacuum space valves nominally open at 0.2 bar-g.

To permit stand-alone performance testing, such as during
factory and acceptance test upon receipt, each cryomodule is
equipped with a bypass valve between its supply and return ports.
The final pair of cold heads in each cryomodule are equipped
with feedback-temperature-controlled heaters, which were used

Fig. 3. Digital image of SHe cryomodules installed in the TFMC test facility.

to verify system performance during acceptance testing and
to trim the supply temperature during test of the TMFC. The
cryostat for each cryomodule has a diameter of 1.2 m and a height
of 0.8 m. Fig. 3 shows a digital image of the SHe circulation
system installed within the TFMC test facility.

B. Acceptance Testing of the Cryomodules

Although the first Absolut System cryomodule was received
at MIT in September 2020, we did not complete its incoming
acceptance test until December 2020 due to both component
installation and assembly and on-going and continuing site
preparations needed to support the test. The second cryomodule
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Fig. 4. Cold head heater power (cooling capacity) versus helium supply
temperature during acceptance testing of the second cryocirculator module at
various fan speeds, showing small reduction in cooling capacity with increasing
fan speed.

Fig. 5. SHe mass flow rate versus density at various cryocirculator fan speeds.
The vertical dashed line shows the helium density at the system’s nominal 20-K,
20-bar operating point.

was received at MIT in November 2020 and passed its accep-
tance test during January 2021.

To perform a cryomodule acceptance test, the supply and
return ports were plugged and the corresponding vacuum ports
were covered. The cryostat was then evacuated to below 10-5

torr or better, using a small turbopump station, which remained
active through the test. The bypass valve between the supply
and return ports was opened to permit helium circulation within
the cryomodule and the cryocirculator fan was energized. Com-
pressed, Grade-5 helium gas was supplied to the cryomodule’s
gas inlet port, without precooling. The cold heads were switched
ON in sequence starting with a single cold head at time zero,
adding a second cold head as the circuit temperature passed
below 120 K, and the remaining two as the circuit stabilized to
its base temperature roughly 4 h after the start of cooling. As the
circuit cooled, the vacuum pressure in the cryostat dropped by
nearly two orders of magnitude.

Figs. 4 and 5 show performance data from the acceptance
test of the second cryomodule. The first cryomodule showed
near identical performance over the range of operating condi-
tions examined. Although the helium density during the second

cryomodule’s acceptance test was generally 50 kg/m3, a few
tests were performed at both 37 and 47 kg/m3 for comparison.
The circuit pressure during the tests ranged from 15 to 22 bar as
the feedback-controlled helium supply temperature was actively
varied between 15.0 and 20.5 K to determine the total cold head
heating power needed to achieve each supply temperature. It
generally took about 15 min for the heater power to stabilize each
time the setpoint temperature was changed. A few different fan
speeds were investigated from the minimal achievable speed of
14.7 kr/min to the maximum (which varies with density) allowed
by the fan motor’s continuous torque rating of 24 mN·m.

The cold head heater power versus helium supply tempera-
ture data presented in Fig. 4 were taken as a measure of the
cooling capacity the cryomodule can provide when the module
is connected to the test facility. The dashed line in Fig. 4 shows
a quadratic fit of the heating power versus supply temperature at
the minimum fan speed of 14.7 kr/min. The decrease in heating
power with increasing fan speed is attributed to the increased
shaft work, which due to inevitable fan inefficiency also adds
heating to the helium circuit. The acceptance results indicate that
each cryomodule can provide at least 300 W of cooling power at
20 K (600 W combined) significantly above the minimum target
specified in their procurement, which is indicated by the black
X in Fig. 4.

The circulator fan in each cryomodules exhibits a monotonic
relation between its volumetric flow rate, Qi, and the differential
pressure across the fan, DPi. In parameterized form, this relation
holds across a wide range of fluid density, ρi, and rotational
speed, ωi. The parameterized flow coefficient Qcequals Qi/ωi,
while the pressure coefficient Pc equals DPi/(ρiω

2
i ).

Fig. 5 shows the variation in computed mass flow rate versus
the helium density at the cryocirculator fan. The mass flow rate
for each module, ṁi, was computed as the product of the helium
density at the fan inlet,ρi(APi, Ti), times the volumetric flow rate
through the fan, Qi, where APi is the absolute pressure at the fan
and Ti is the helium temperature at the fan inlet. The volumetric
flow rate, in turn, was computed from the manufacturer-provided
fan curve (Qc = f(Pc)), the differential pressure across the fan,
DPi, and its rotational speed ωi, as

ṁi = ρi (APi, Ti) Qi (ωi,DPi, ρi) . (2)

Fig. 5 shows the expected trend that for a system with fixed
hydraulic impedance, the mass flow rate at a fixed temperature
and pressure is set chiefly by the cryofan’s rotational speed.
Because the hydraulic impedances of TFMC and its associated
interconnect piping were significantly smaller than the inter-
nal impedance of the cryomodules, we reasonably expected to
achieve nominal mass flow rates from each module during the
TFMC test campaign in the range from 30 to 35 g/s (60 to 70 g/s
combined) at the proposed 20-bar, 20-K operating point, where
the helium density is 47 kg/m3. This density is indicated by the
black dashed vertical line in Fig. 5.

C. Use of LN2 Trace Lines for Cryomodule Radiation Shields

During the incoming acceptance tests of each cryomodule,
we experienced significant difficulty to precisely regulate LN2
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Fig. 6. Cold head heater power versus supply temperature at 15 kr/min fan
speed with, and without the use of LN2 cooling for the module’s thermal
radiation shield, showing a loss in cooling capacity of roughly 10 W at a supply
temperature of 20 K.

flow passing through the rather short trace line embedded in
each module’s upper radiation shield plate. Either the trace line
would run mostly dry over time, resulting in gradual warming
of the shield, or we had liquid venting through the trace lines’
exhaust ports, which risked freezing and breaking the o-rings
that secured the LN2-ports to the cryostat cover plate. This
behavior was exacerbated by intermittent use of the test hall’s
LN2 distribution circuit for other uses.

Fig. 6 presents results from a follow-on test of the second
cryomodule, which sought to assess the impact on the module’s
cooling capacity if we were to forego active cooling of the shield.
As before, Fig. 6 plots the temperature-controlled cold head
heater power versus the module’s helium supply temperature.
The helium densities during these tests ranged from 25 to 47
kg/m3 as the nominal circuit pressures in the helium circuit
ranged from 12 to 20 bar. The results show a loss of roughly 10 W
of cooling power at 20 K when the shields are not actively cooled,
which is a small price to pay for significantly simpler operation.
Our decision was to not use LN2 cooling for the shields. If we
had to design the system again, we would opt instead for the use
of a small, 80-K cryocooler for this purpose.

IV. SYSTEM INTEGRATION

The concurrent design, construction, and commissioning of
the TFMC [8], 50-kA CL [10], helium circulation system, and
overall TFMC test facility [9] by relatively small teams with
significantly overlapping membership permitted design chal-
lenges for one program element to be alleviated by relatively
minor modification to the remaining program elements. A wide
range of thermohydraulic analyses were used to support these
decisions. The simplest models were implemented in MATLAB
[32], with subroutine calls to REFPROP [33]. Subscale mod-
els were typically implemented in Ansys-Fluent [34], while
full, closed-circuit models were implemented in MathWorks
Simscape [35]. This section briefly summarizes a few of those
interactions as they relate to the as-built implementation of the
test facility’s SHe cooling loop. The effect of the tradeoffs on

the other program elements is summarized in the respective
companion articles.

A. TFMC Case as Pressure Boundary

The decision to cool the TFMC winding pack using grooves
machined into the backs of the NINT pancakes required that
the magnet case act as a helium pressure boundary. Mechan-
ical analyses were needed to examine not only the transfer
of electromagnetic loads to the case but also the case’s leak
tight performance subject to anticipated pressure peaking during
quench. The use of the magnet case as a pressure boundary
also required 1000 lead wires for the winding pack’s embedded
instrumentation to be extracted through the helium pressure
boundary [8].

Rather than extracting the instrumentation lead wires di-
rectly through the sidewall of the case, where the feedthrough
pins would need to reliably seal against 20-bar, 20-K SHe,
we chose instead to route the lead wires through a pair of
conduits passing through and thermally anchored to the cryo-
stat’s LN2-cooled radiation shield, before exiting the cryostat
via ambient-temperature feedthroughs mounted to one of the
cryostat’s sidewall vacuum ports. This scheme is similar to that
reported for the supercritical helium cooled LHC accelerator
ring [36]. Because the lead-wire conduit was oriented in a hor-
izontal direction between the magnet case and the feedthrough
ports, we developed baffles using spray foam insulation [37] to
effectively reduce, to very low level, the convective heat transfer
that would have otherwise occurred for the stagnant helium
captured in the conduit between the magnet case and shield.

The relatively large inlet and outlet plena mounted at either
end of the magnet case served several functions. These are
described more fully in [8]. Although the primary function of the
inlet plenum was to facilitate the assembly of the 600-mm-long
joints between the magnet terminals and the winding pack
terminal plates, placement of these joints in the inlet plenum
also ensure that they were well cooled by the incoming helium
stream. Ansys-FLUENT modeling showed that the large plena
volume and resulting very-low-helium-flow velocity inside the
plena provide near uniform pressure fronts at the inlet and outlet
of the TFMC winding pack, and that uniform flow in the pancake
cooling channels could be achieved by simply injecting and
extracting helium flow toward the far ends of the plena with
the helium ports oriented perpendicular to the plena axes. The
flow is uniform to the extent that the mass flow rate through
each channel is determined by its cross-sectional area rather than
its location in the winding pack. Select channels, such as those
dedicated to the pancake–pancake joints were slightly larger than
average to ensure adequate cooling during steady-state operation
of the TFMC.

B. Elimination of Independent Case Cooling Circuit

Historically, most SHe-cooled toroidal field magnets have
used separate cooling circuits for the magnet winding pack and
for the magnet case [18], [38], [39]. The case cooling circuit
typically consists of parallel tube sections welded to the case
in parallel, or grooves machined in to the magnet case, and
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Fig. 7. Relief line routing overlaid on cryostat section drawing.

subsequently, finished with welded cover plates. To accelerate
schedule, simplify case manufacture and SHe circuit topology,
and reduce control system complexity, we pursued a different
route by eliminating a separate case-cooling loop from our SHe
circuit.

The TFMC contains relatively thick G-11CR plates placed
between the broad faces of the winding pack and case. These
plates accommodate winding tolerances during pancake stack-
ing and electrically insulate the surfaces from one another. Our
closed-loop Simscape model of the cooling circuit showed that
by diverting roughly 10% of the total helium mass flow through
cooling grooves machined into the outward facing surfaces of
the G-11CR plates, the TFMC winding pack and case could
be cooled together from room temperature to 20 K within
five days, while maintaining maximum temperature difference
between any two points in the TFMC below 50 K throughout
the cool-down. Despite the slight loss in winding pack cooling
capacity during current ramping, this scheme was adopted to
compress the overall program (TFMC plus test facility) com-
pletion schedule.

C. Overpressure Relief

Although NI magnets are generally considered fault tolerant
[14], [40], [41], there are several off-normal events, such as
loss of cryostat vacuum or a fault in the magnet current supply
that could potentially cause the TFMC to quench. In fact, a
key component of the test program was to intentionally quench
the TFMC, albeit at slightly reduced current, to characterize its
quench response [11]. If a significant fault were to occur during
the 40.5-kA operation of the TFMC, the TFMC’s entire 110 MJ
of stored magnetic energy would be dissipated within the helium
circuit boundary, leading to significant risk of over-pressure
damage if the pressure build-up was not mitigated by the use
of a properly sized relief system.

Fig. 7 shows a section view of the TFMC in its test cryostat.
The proposed routing of the overpressure relief lines, one from
the inlet plenum and one from the outlet plenum, is shown in
red overlay. The sizing and routing of the relief lines and relief
valves were determined by coupled thermohydraulic analyses.

To limit convective heat loss in the stagnant helium in the relief
lines during normal operation, the lines were oriented inclined
and vertically upward, requiring them to pass through thermal
anchors at the cryostat’s radiation shield before exiting through
the cryostat lid. Unlike the instrumentation conduit, the relief

Fig. 8. TFMC winding pack temperature versus elapsed time for a 40.5-kA
TFMC quench simulation starting from 20 K.

lines need to remain completely clear to function efficiently.
Each relief line has a 47-mm ID and is nominally around 2-
m-long, including an approximately 0.5-m long flex section to
accommodate minor discrepancies in the relative positions of
the TFMC and cryostat components, and thermal contraction
shrinkage during cooldown.

Thermal modeling was performed first. Fig. 8 shows the
results of a preliminary TFMC quench simulation, starting
from steady operation at 40.5 kA current and 20 K magnet
temperature. The simulation assumes a current supply fault
at time zero that abruptly drives the terminal current to zero,
resulting in uniform heating of the winding pack. The average
temperature rise versus elapsed time follows a pattern typically
observed for NI magnets [40]. The initial temperature rise occurs
gradually as the magnet’s azimuthal current returns through the
turn–turn resistances, gradually warming the magnet toward
its superconducting transition temperature. This “incubation”
period is followed by a much more abrupt temperature rise as
the conductor turns go normal in rapid succession. Because the
helium mass constitutes less than 0.05% of the total winding
pack, it has negligible impact on the computed temperature rise.

The thermohydraulic portion of the simulation considered a
variety of relief line configurations and valves. Transient, 1-D
modeling was performed using ANSYS CFX [42], and a real
gas properties (.rgp) file generated using the helium.fld fluid file
from the NIST REFPROP program. The .rpg file contained a
table of all relevant SHe fluid properties over a specified range
of input pressures and temperatures.

The CFX model included heat load equations, specifically, the
Dittus–Boelter correlation for the heat load on the helium in the
winding pack and between the relieving helium and the initially
warm outlet piping. The heat load due to an assumed, simulta-
neous loss of cryostat vacuum was applied directly to the helium
as a volumetric source term. Momentum loss source equations
were used to simulate the pressure drop for helium flowing
through the system. The relief valve capacity was computed and
applied directly using local instantaneous fluid properties and
the pressure at the inlet to the valve. The governing equations
for compressible fluid flow through an orifice were used, along
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Fig. 9. Simulated relief pressure versus elapsed time for the condensed quench
temperature evolution model, shown by the dashed red line. The simulated
pressure starts just below the relief valves’ 25.5-bar opening pressure. The
simulated peak pressures in the winding pack and plena are just slightly over
28 bar.

with the proposed relief value’s Code stamped orifice area and
discharge capacity. The CFX model transiently solved the re-
sulting pressure, temperature, and flow of the helium, including
pressure drop effects from flow through the winding pack and
the relief outlet lines.

The simulations showed a strong preference for the use of
two relief lines, symmetrically placed with one to each side of
the winding pack. This limits the passage of cold helium back
through the warm winding pack, which would add additional
heat to the helium from the winding pack cooling channels,
which, as previously shown, can reach a temperature of around
170 K during a full-current quench event. The use of redundant
valves also provides two parallel paths from the plena to the
relief valves, reducing the pressure drop from them to the relief
valves, and overall pressure build-up in the system. Due to the
symmetric design of the relief system only half of the system
and one of the two identical relief valves had to be simulated.

Due to an accounting oversight, the simulation included only
the 0.34-m3 helium volume contained within the TFMC winding
pack and plena. The ∼0.12-m3 circuit volume contained in the
cryomodules and transfer lines was inadvertently overlooked;
this additional volume would have slightly slowed pressure
build-up.

The simulated heat loads included: loss of vacuum to uninsu-
lated surfaces in the plena and vent lines (38 kW/m2), quench
heat load from the winding pack, and heat from the vent lines,
which initially begin with a temperature gradient along their
lengths, from 20 K up to ambient temperature. Fig. 9 shows the
simulated helium pressure versus elapsed time behavior during
a simultaneous loss of vacuum and magnet quench event. For
sake of computational efficiency, the winding pack temperature,
T_WP, (dashed red line) during initial 17.8 s of the simulated
quench in Fig. 8 were condensed to 0.5 s in Fig. 9. This explains
the difference in elapsed time scales between the two plots.

In Fig. 9, the peak pressures in the winding pack cooling
channels P_CC,pk (green line) and plena P_Plenum (thick or-
ange line) were nearly identical due to the very low pressure

drop through the winding pack. The pressure at the relief valve
inlet P_SV (dotted blue line) is of course lower due to pressure
drop through the relief lines. The simulation used an initial
helium circuit pressure of 25.4 bar, just below the 25.5-bar valve
opening pressure and an initial temperature of 20 K. These initial
conditions simulate a worst-case scenario where all quench heat
is dumped into the helium during the relief event, and none is
used to bring pressure from operational up to the relief pressure.

The simulation indicates that the two identical Rockwell–
Swendeman RSXO relief valves selected for this application,
with 0.628 in2 orifice size (Cd = 0.602) and 25.5 bar opening
pressure, would effectively limit the peak pressure anywhere
in the helium circuit to 28 bar in event of worst-case relief
condition. The relief system is fully compliant with ASME
pressure vessel code for overpressure protection, which, given
the 28 bar MAWP and 16% overpressure allowance for multiple
relief valves, would allow up to 32.5 bar of pressure during
a relief event. Given the design margins built into the helium
circuit and TFMC components, this arrangement was deemed
suitable for safe operation of the TFMC.

D. Fringe Magnetic Field Accommodation

Several components on the Absolut System cryostats—
pressure transducers, vacuum gauges, cold head valve mo-
tors, vacuum pumping station, and especially the high-speed
cryofans—are sensitive to fringe the magnetic field. To limit
the magnetic field exposure on these components, the cryostats
(as well as all facility control and monitoring PLCs and data
collection components) were placed just beyond the TFMC’s
full-field, 30-G field line, 9 m from the center of the magnet
cryostat. To minimize the pressure drop through the 10.5-m-
long, vacuum-jacketed helium transfer lines that connect the cry-
ocirculator system to the magnet cryostat, we contracted PHPK
Technologies to fabricate 43.5-mm ID, 30-bar pressure-rated
transfer lines for our application. For 20-bar, 20-K helium at 65
g/s, the computed pressure drop through each transfer line is
roughly 70 Pa. The extra transfer line length is needed to route
the lines up and over one of the main access corridors in the test
hall. Because we are operating so far down to the lower right of
the system’s fan curves, doubling the pressure drop in the entire
cooling loop (TFMC, transfer lines and cryomodules) relative
to that within the cryomodules only, would only decrease the
available mass flow by slightly over 10%.

The transfer lines contain the only other pair of valves in the
SHe cooling loop. The transfer line shutoff valves permit the
magnet portion of the cooling loop to be opened to atmosphere
for TFMC installation and removal, while preserving high purity
gas environment in the cold head heat exchanger portion of the
loop. The helium distribution lines within the magnet cryostat
were designed with a 38-mm ID for a similar reason. Maintain-
ing a low pressure drop through the helium circuit maximizes
flow through the cryofans, which limits the temperature rise
through the TFMC at a given heat load.

During the design of the TFMC CLs, we determined that
the number of REBCO tapes needed for the HTS lead sec-
tions decreased rapidly as the CLs were moved to the lower
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Fig. 10. Results from a parametric survey, showing temperature rise versus
mass flow rate on the left-hand axis, and cold bus pressure drop versus mass
flow rate on the right, with reasonable tradeoff between the two from 5 to 10 g/s
mass flow rate.

fringe magnetic field, further from the magnet cryostat [10].
The required tape quantity quickly plateaued as the distance
from the center of the lead pair reached 4 m from the center of
the TFMC. Placement of the leads at this location required the
use of approximately 3.5-m-long cold buses to reach from the
TFMC terminals to the CLs. Each cold bus was formed using
a modified version of MIT’s VIPER REBCO cable [1] with the
center cooling channel enlarged to 10 mm to reduce the SHe-flow
pressure drop.

Heat loads from the TFMC terminal joints at one end of the
cold bus, CL terminal joints at the other, and thermal conduc-
tion down the REBCO CL lead sections all need to be cooled
by helium flowing through the cold bus cooling channels. At
40.5 kA, the nominal 3-nΩ joints at both ends of the cold
bus produce a roughly 10-W heat load on the cold bus. The
estimated joint resistance values were scaled from VIPER cable
test results obtained at the SULTAN facility [1]. The estimated
resistive heating within each CL terminal is 15 W, while the
thermal conduction down the REBCO sections adds another
6 W, yielding a total estimated heat load on each cold bus of
roughly 31 W.

Fig. 10 shows results from a parametric survey, showing
temperature rise versus 20-K, 20-bar helium mass flow rate
through each cold bus on the left-hand axis and pressure drop
versus mass flow rate through the cold bus on the right-hand
axis. The results show a reasonable tradeoff between pressure
drop (below 1 kPa) and temperature rise (below 1 K) for cold
bus mass flow rates in the range from to 10 g/s.

Because the cold bus was designed to a critical current about
60% above that anticipated for the TFMC, it can safely operate
over a much broader temperature range. Thus, it is perfectly
adequate to cool the bus using the TFMC’s return helium flow. To
satisfy the cold bus cooling loads without requiring rather long-
lead-time flow control valves, or unduly restricting the total mass
flow to the TFMC, we decided to split the return flow three ways,
using one path for each cold bus, and a bypass line containing
the bulk of the flow. To ensure sufficient cooling of the cold bus
(in the 5∼10 g/s range), we installed a flow control orifice in

the bypass line, with orifice size designed using our Simscape
model for the helium circuit. Based on the modeling, the orifice
diameter was set to 14.0 mm diameter, yielding roughly 60 g/s
total mass flow through the TFMC, 10 g/s mass flow through
each cold bus, and less than 1 kPa pressure drop across the
orifice. This was the final element needed to complete the TFMC
helium circuit. The orifice plate was machined during May 2021,
welded into the helium return manifold, and installed in the
magnet cryostat during July 2021.

E. TFMC Helium Circuit

Fig. 11 shows a schematic arrangement of the helium circuit
used during the test of the SPARC TFMC. The cryocirculator
modules, connected in parallel, are shown on the lower right-
hand side of the figure. During testing, the bypass valve in
each module was fully closed, to ensure maximal flow to the
TFMC. The cryomodules are connected by vacuum-jacketed
transfer lines (described in Section IV-D) to feed-through ports
on the magnet cryostat close to the TFMC’s inlet plenum. The
evacuated and sealed transfer lines also isolate the cryomodule
vacuum from that in the magnet and CL cryostats.

The supply transfer line is connected, within the magnet
cryostat, to the TFMC inlet plenum by a 1-m-long, 38-mm ID,
reinforced flexible bellows, using an NW40 CeFix flange at each
end. Helium enters normal to the plenum axis, providing a uni-
form pressure front to equalize flow at the entrance to the radial
plate and ground plate cooling grooves. Helium from the TFMC
outlet plenum passes through an approximately 5-m-long return
manifold mounted parallel to the straight leg of the magnet.
The end of the manifold that attaches to the outlet plenum is
a 1-m-long, 38-mm ID, reinforced flexible bellows, while the
reinforced, flexible bellows that attaches the manifold to the
return transfer line is 0.9 m long.

The central section of the return manifold consists of a rigid,
47.5-mm ID tube. This section contains two “tee” sections; the
first, roughly 1.3 m long, extends across the TFMC, where it
splits again into two 1/2 in VCR fittings that connect through
short flex lines and ceramic electrical isolators to the magnet
ends of the VIPER cold bus. As helium exits, the cold bus near
the base of the CLs (toward the upper right-hand side of Fig. 11,
it passes through a second set of electrical isolators before being
recombined in a 3-m-long, part rigid, part flexible line that brings
that portion of the SHe flow to the second tee on the return
manifold. The cold bus supply and return tees are separated by
a straight, 0.5-m-long tube section containing the flow control
orifice described in Section IV-D.

V. SYSTEM PERFORMANCE

The SHe circulation system has been run four times since the
completion of the test facility. The first, was a combined com-
missioning, along with the facility vacuum, LN2 distribution,
and CL systems, performed during July 2021. The second, was
the 20-T demonstration test of the SPARC TFMC, performed in
September 2021. The third, was a stepped-inlet-temperature test
of the TFMC to probe its superconducting limits, performed dur-
ing October 2021, which culminated in a planned, open-circuit
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Fig. 11. Schematic layout of the helium circuit used during test of the SPARC TFMC.

quench of the magnet. The fourth, was a test of the LN2-cooled
CLs to verify their design performance, performed in September
2022. Additional magnet tests requiring the use of the SHe
circulation system, including that of a SPARC Central Solenoid
Model Coil, will occur during 2023.

A. Magnet Cooldown

The data in this section come from the second cooldown
of the TFMC (the third cooldown overall), by which time the
challenges associated with start-up of the new facility had been
resolved. To minimize differential thermal strains within the
winding pack and between the winding pack and case during
cooldown, we imposed a maximum temperature difference of
50 K between the inlet and outlet helium temperatures as well as
between average case temperature and inlet helium temperature.
Although this 50 K limit was adopted based on historic prece-
dence [43], by limiting differential thermal strains to the elastic
range, we especially sought to ensure the integrity of the bolted
electrical joints between pancakes, which needed to remain
intact and operate reliably when the TFMC was energized.

Fig. 12 shows data from the second cooldown of the TFMC,
with elapsed time in hours on the horizontal axis. The innermost
y-axis shows temperature versus time variation. The thick solid
line shows the helium temperature supplied to the TFMC, the
widely dashed thick line shows the average case temperature,
and the narrow-dashed thick line shows the helium temperature
returned from the TFMC to the cryomodules. The thin dotted
line shows that the difference between the supply and return tem-
perature never exceeded 50 K at any point during the cooldown.

The temperature difference from the start of cooldown was
controlled by the numbers of actively running cold heads,
shown by the second y-axis in Fig. 12. The cooldown began
with one cold head active in each cryomodule (two total),
with additional numbers of cold heads being switched ON as

Fig. 12. TFMC cooldown data versus time, showing helium and TFMC case
temperature on innermost y-axis, numbers of active cold heads on the second
y-axis, and cold head heating power on the outermost y-axis.

the supply-to-return temperature gap narrowed. The feedback
temperature-controlled heaters, whose combined output power
is plotted according to the third y-axis, became active only as the
supply helium temperature settled at its initial, 24-K operating
value. The jitter in the temperature-controlled heater power upon
attainment of the 24-K target in Fig. 12 resulted from an effort
to determine an appropriate combination of active cold heads
and heating power to use for steady-state operation, especially
during the planned current upramp to 31.5 kA.

The helium circuit pressure was maintained constant at
13.3 bar throughout the cooldown by supplying Grade-5 helium
as needed through the LN2-cooled cryoabsorber to the inlet port
on the cryocirculator Module 1. The 13.3-bar starting pressure
was chosen to limit the peak pressure excursion during a planned,
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Fig. 13. Estimated heat load versus elapsed time during the second TFMC
cooldown from room temperature to 24 K.

helium temperature increase during a later stage of the test
program.

Fig. 13 shows performance data for the cryomodules for the
same cooldown. The innermost y-axis repeats the same tempera-
ture versus time traces for the TFMC’s supply and return helium
temperatures. The second y-axis shows the rotational speed, ωi¸
for each module’s cryocirculator fan. When the first pair of cold
heads was activated at roughly 10-h elapsed time, both fans
were set to their maximum rotational speed of 60 kr/min. They
remained at this value through much of the cooldown, until the
increasing helium density beyond the roughly 80-h elapsed time
caused the fans’ maximum continuous torque limit to gradually
reduce their speeds to 24 kr/min for Module 1 and 23 kr/min for
Module 2 by the end of cooldown.

The third y-axis shows the variation in the combined mass
flow rate, ṁ, from both cryocirculator modules. The mass flow
rate through the TFMC at completion of cooldown was roughly
52 g/s, based on an average helium density of 26.5 kg/m3

through the cryocirculator fans. The fourth y-axis in Fig. 13
shows the calorimetrically determined heat load on the circuit,
Pcal, calculated as the product of the total mass flow through the
TFMC, ṁ, times the difference in enthalpy between the supply,
Hsup, and return, Hret, helium as follows:

Pcal = ṁ (Hret (AP3, Tret)− Hsup (AP3, Tsup)) (3)

where the mass flow for each cryomodules is computed using
(2), AP3 is the absolute pressure measured at the TFMC inlet
plenum, Tsup is the temperature of SHe supplied to the TFMC,
and Tret is the temperature of the SHe returned from the magnet
cryostat to the cryomodules. The locations of these sensors are
shown in Fig. 11.

Although (3) is not strictly accurate due to the gradual ac-
cumulation of helium inside the TFMC during cooldown, the
accumulation rate is sufficiently small (typically less than 0.2%
of the nominal mass flow rate through the magnet) that it should
have minimal effect on the computed result. The use of the same
absolute pressure, AP3, measured at the TFMC’s inlet plenum,

Fig. 14. Helium circuit signals versus elapsed time during TFMC current
upramp and inlet temperature scan.

for both the supply and return enthalpy is similarly not strictly
accurate. But given the less than 0.1-bar pressure drop through
the cooling circuit (with most of that occurring in the cold head
heat exchangers), the approximation is reasonable.

Near ambient temperature, the cryocirculator modules can
provide far more cooling power than is needed for controlled
cooldown of the TFMC. With just two cold heads running, the
system provided just over 1 kW of cooling power at a helium
supply temperature near 250 K. The cooling power increased
steadily as each subsequent pair of cold heads was switched ON,
reaching a peak of just over 3.5 kW near 63-h elapsed time, with
seven cold heads running and a helium supply temperature to the
TFMC of roughly 150 K. As a cross-check of the calorimetry, we
compared the integrated heat load versus time value of 863 MJ
during cooling from 293 to 24 K to the TFMC’s estimated
enthalpy change, based on magnet composition, of 895 MJ. Both
the shapes of the enthalpy change versus temperature curves
as well as the comparison of final values suggest that the flow
calorimetry was accurate to within roughly 5%, which is a very
good result given that the mass flow rate was determined from the
cryocirculator fan curve rather than dedicated mass flow meters.

B. TFMC Energization and Critical Property Temperature
Scan

Fig. 14 shows the helium circuit performance during the test
campaign. The innermost y-axis shows the power supply current
supplied to the TFMC versus elapsed time, while the second
y-axis shows the variation in the supply helium temperature.
At the start of the test, the power supply current was ramped
steadily from zero to 31.5 kA over 24-h duration, at a ramp
rate of 0.36 A/s. The current upramp was followed by a 24-h
settling time, during which the induced, turn-to-turn currents
in the NI winding settled from radial flow across the conductor
turns to azimuthal flow along the turns [14]. At this point, the test
transitioned to a controlled-supply-temperature scan to examine
the critical properties of the most highly loaded conductor turns.
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TABLE II
SUMMARY OF THE FLOW CALORIMETRY RESULTS

At 48.5-h elapsed time, the helium supply temperature to the
TFMC was increased to 28.5 K and held constant for 11 h,
before being increased to 30.5 K, for another 9.5 h. The final
temperature step, to 32.0 K began at roughly 67-h elapsed time
in Fig. 14 and lasted for 9.5 h, before restoring the supply
temperature back toward its initial 24-K value. The third y-axis
shows that the absolute pressure measured at the TFMC inlet
plenum varies in proportion to the helium supply temperature,
from roughly 13.3 bar at 23.7 K supply temperature to roughly
18.4 bar at 32 K. The pressure scaling is not exact because the
bulk average helium circuit temperature deviates increasingly as
the supply temperature increases.

The fourth y-axis in Fig. 14 shows the time histories of the
calorimetrically determined heat load on the TFMC and the
feedback-controlled heater power needed to maintain each pro-
grammed helium supply temperature. The large drop in heater
power at roughly 60-h elapsed time results from reducing the
numbers of actively running cold heads from six to four. The
small blip in both the calorimetrically determined heat load
and in the electrically measured heater power near 16-h elapsed
time resulted from a reduction in the helium supply temperature
from 24.0 to 23.7 K to keep the helium return temperature from
exceeding 25.0 K. The change in supply temperature during the
middle of the current upramp made it impossible to perform a
precise assessment of the TFMC’s evolving head load during
the ramp. The calorimetric results at various stages of the test
program are summarized in Table II.

The calorimetrically determined TFMC heat load of 62 W
at zero current is attributed principally to thermal conduction
along the REBCO sections of the facility’s 50-kA CL, along
the TFMC gravity supports, instrumentation conduit and over-
pressure relief lines, with small additional contributions from
residual gas heat transfer, and thermal radiation from the magnet
cryostat’s LN2-cooled thermal shields.

The increase in the calorimetrically determined heat load to
between 103 and 111 W, near 48-h elapsed time, toward the
end of the current settling time, is attributed to resistive heating
in the joints between: the TFMC pancakes; the TFMC winding
pack and its current terminals; the current terminals and cold
bus; the cold bus and CLs; and in the soldered connections
to the REBCO tapes at the cold ends of the CLs—a total of
27 joints of various types in all. The 41–49 W of additional
heating at 31.5 kA yields an average joint resistance of between
1.5 and 1.8 nΩ and is consistent with electrical measurement of
the same values. The small step up in calorimetrically measured

power between 46- and 48-h elapsed time cannot be attributed
to any specific change elsewhere in the circuit.

The peak, calorimetrically determined heating power of
374 W at 24-h elapsed time (the end of the current upramp) can
be attributed to: the 62-W static heat load measured at zero cur-
rent, between 41 and 49 W of joint resistance heating at 31.5 kA
current, and between 206 and 214 W of turn-to-turn (radial)
current flow in the no-insulation TFMC pancakes. This is slightly
below the 224-W value computed using (1), but consistent with
the measurement uncertainty observed for the cooldown results.
The gradual increase in the calorimetrically determined heat
load following each supply temperature increase is attributed to
the gradual onset of the superconducting transition at the most
heavily loaded conductor turns in the TFMC.

VI. CONCLUSION

This article presents a novel approach for cooling moderate-
scale, high-current, HTS-based magnets at temperatures ranging
from roughly 18 to 30 K, using the REBCO-based, 3-m tall by
2-m wide, 40.5-kA SPARC TFMC as an example. In the interest
of simplicity and rapid deployment, we intentionally adopted
a cryocooler-based system, developed by Absolut System, as
the primary cooling source for the SHe circulation system
at the PSFC’s magnet test facility. Although not a conscious
choice, this arrangement greatly shielded us from volatility in the
commercial helium market during 2021. We need only procure
sufficient helium to fill the magnet circuit, which, in the case of
the TFMC, amounted to not more than 20 kg (less than 200-L
LHe equivalent). Upcoming coil tests will require far less helium
than this. The coupled pair of cryomodules provide a combined
cooling power of about 600 W at 20 K and up to 70-g/s mass flow
rate when connected to a low-hydraulic-impedance magnet cool-
ing circuit. We believe that our cryocooler-based cooling scheme
is an ideal arrangement for testing moderate-scale, HTS-based
magnets operating at temperatures ranging from roughly 18 to
30 K and above.

Paramount concerns during the SHe-circuit design were ease
of manufacture and operational simplicity. These concerns were
deemed necessary to fit within the two-year schedule permitted
for the design, manufacture, and test of both the TFMC and
its test facility. Section IV summarized several examples of the
design tradeoffs implemented to fulfill those objectives.

The SHe-circulation system performed very well during the
TFMC test campaign. It provided more than enough cooling
power to bring the 10-ton TFMC cold mass to its intended use
temperature in just under 4 days. The feedback temperature
controllers in the cryomodules provided tight regulation of the
SHe supply temperature (to within +/−0.1 K) over several hour
duration, while the remaining instrumentation was sufficiently
accurate to track the SHe circuit’s heat loads to within roughly
5% throughout all stages of operation.
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