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Maximum Rate Scheduling With Adaptive
Modulation in Mixed Impulsive Noise and

Additive White Gaussian Noise Environments
Hyungkook Oh, Member, IEEE, and Haewoon Nam , Senior Member, IEEE

Abstract— This article proposes an opportunistic scheduling
scheme based on adaptive modulation for users in a mixed
noise environment, where some users are under additive white
Gaussian noise (AWGN) and other users are exposed to impulsive
noise. Unlike the scenario, where all the users are in an AWGN
environment, the maximum signal-to-noise ratio (SNR) scheduler
does not provide the maximum capacity if users are in a mixed
noise environment. In the proposed scheduling scheme, called
maximum rate scheduler, the user with the highest rate (or
highest modulation order), instead of highest SNR, is selected.
To evaluate the performance of the proposed scheduling scheme,
the analyses of average spectral efficiency, outage probability and
system capacity are provided along with a simple calculation of
SNR thresholds for adaptive modulation in an impulsive noise
environment satisfying target symbol error rate (SER). Simu-
lation results illustrate that system capacity with the proposed
scheduling given target SER = 10−2 and the average spectral
efficiency are improved by 156% and 124%, respectively, at
SNR = 5 dB when a strong impulsive noise is present.

Index Terms— Impulsive noise, mixed noise, maximum rate
scheduling, multiuser scheduling.

I. INTRODUCTION

AN OPPORTUNISTIC scheduling scheme is often applied
in multi-user communication systems to maximize sys-

tem capacity [1] and is also being considered for future
wireless networks [2], [3]. In practical systems, scheduling
schemes are commonly used with adaptive modulation to
improve average spectral efficiency (ASE) and utilize multi-
user diversity among a set of users with different channel
qualities.

System capacity and spectral efficiency of a greedy schedul-
ing scheme with adaptive modulation over non-identically
independent distributed Nakagami fading channels are ana-
lyzed [4]. Also, [5] provides general expressions for the
scheduling gains of the opportunistic scheduling with adaptive
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modulation and its approximations. In [6], [7], performance of
multicast system with opportunistic scheduling in the presence
of independent and identically distributed (i.i.d.) and non-
identically distributed fading channels are analyzed.

Most scheduling schemes are designed to perform opti-
mally in additive white Gaussian noise (AWGN) environment.
In some cases, however, communication systems observe
Gaussian noise as well as non-Gaussian noise with impulsive
characteristics [8]–[12]. Some examples of such an impulsive
noise environment are multiple access interference of mobile
communication systems with short and burst packets (low
duty cycle), radar clutter, and acoustic noise in underwater
signal detection [13]. In power line communication (PLC)
systems, electromagnetic (EM) noise is caused by switch-
ing transients in the power network, where the noise has
a short duration with random occurrence and a high-power
spectral density [14]. In addition, man-made devices such
as microwave ovens and electric motors are impulsive noise
sources that often corrupt indoor and outdoor wireless com-
munication systems [15]–[17].

For the optimal systems design, it is important to know
the statistics of the instantaneous amplitude of impulsive
noise which is an important property for system performance
and simulation. The most commonly used impulsive noise
is Middle Class A noise model, which is composed of a
Rayleigh distribution for the impulsive amplitude and a Pois-
son distribution for the occurrence of impulses [18]. Middle-
ton noise model fits well to the statistics of the simulated
noise by filtering the interference through a PLC channel
in a Monte Carlo simulation [19]. In those applications,
the impulsive noise severely degrades the performance of
communication systems, but a little research outcomes are
reported for a scheduling scheme when impulsive noise is
present [20], [21].

In wireless mobile communication networks, statistics of
impulsive noise are affected by the spatial region of the
impulsive noise sources. The spatial region of the impul-
sive noise sources is commonly assumed to be an infinite
plane [22]. However, receivers in many wireless networks may
be corrupted by impulsive noise from finite-area regions (e.g.,
impulsive noise sources localized in space around a cafe) [23],
[24]. In case of finite-area regions, impulsive noise affects a
very small area in the transmission range of a base station due
to propagation characteristics such as pathloss and fading [25].
This is the reason why we assume such an environment, where
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some users are under AWGN and other users are exposed to
impulsive noise.

In such an environment, where mixed Gaussian noise and
impulsive noise are present and some users are under impul-
sive noise, unlike the scenario with all users in AWGN,
the conventional opportunistic scheduling scheme that selects
the user with the highest signal-to-noise ratio (SNR) does
not always maximize system capacity, since a higher SNR in
AWGN does not necessarily guarantee a higher rate than the
rate obtained by an even lower SNR in impulsive noise. Thus,
when some users are under AWGN and other users are in
an impulsive noise environment, an opportunistic scheduling
scheme has to find the best user based on the maximum
rate, instead of maximum SNR, in both noise environments.
To the best of authors’ knowledge, an opportunistic scheduling
scheme with adaptive modulation for some users in AWGN
and others in impulsive noise environments has not been
investigated.

Adaptive modulation is commonly used in practical commu-
nication systems to improve the spectral efficiency by adapting
the transmission rate based on varying channel conditions.
For adaptive modulation to work, the whole SNR range is
divided into several SNR regions, each of which corresponds
to a modulation order, separated by SNR thresholds. The sys-
tem selects the modulation order that the instantaneous SNR
belongs to by switching one modulation to another adaptively
when channel condition varies. In an AWGN environment,
in general, the SNR thresholds for adaptive modulation can
be calculated off-line if the target SER is fixed. In impulsive
noise environment, however, the SNR thresholds for adaptive
modulation can not be calculated off-line, because the parame-
ters of the impulsive noise model, such as the impulsiveness of
the noise environment, need to be estimated first and then the
SNR thresholds can be calculated based on those parameters.
In addition, the target SER needs to be determined in advance
for SNR threshold calculation. Therefore, it is necessary to
calculate the SNR thresholds in real-time and on-demand
basis in practical systems. Unfortunately, the theoretical SER
in impulsive noise environment has infinite exponent terms
and multipliers, thus the SNR thresholds are difficult to
compute. To resolve the aforementioned problem, a simple
calculation method which is very suitable and crucial for
practical systems with adaptive modulation in impulsive noise
environment.

Motivated by the aforementioned observations, this article
proposes an opportunistic scheduling scheme based on the
maximum rate for users in mixed noise environment. For
the computation of transmission rates in two different noise
environments, it is necessary to determine the SNR thresholds
for adaptive modulation in both environments. In an impulsive
noise environment, however, the exact SNR thresholds are
very difficult to obtain, if possible. For applying the proposed
scheduling scheme to practical systems, it is worth noting
that a simple calculation method of the SNR thresholds is
crucial. The main contributions of this article are summarized
as follows:

• A maximum rate scheduling scheme is proposed to be
used with adaptive modulation in a complex multi-user

Fig. 1. System model with users in a mixed impulsive noise and AWGN
noise. NI is the number of users in impulsive noise, NW is the number of
users in AWGN, I is an impulsive noise source and W represents AWGN.

environment like some users in AWGN and others in an
impulsive noise environment.

• A simple and practical calculation method is introduced
for SNR thresholds, in adaptive modulation, which sat-
isfy a given target SER for BPSK and M -QAM in an
impulsive noise environment.

• Closed form expressions are derived for performance
evaluation of average spectral efficiency, outage probabil-
ity (OP) and system capacity of the proposed scheduling
scheme.

• System capacity achieved by the proposed scheduling
scheme given the target SER = 10−2 and its average
spectral efficiency is shown to be improved by 156% and
124% at SNR = 5 dB, respectively.

This article is organized as follows: Section II introduces
noise and system models, while Section III discusses the
conventional and proposed scheduling policies. Section IV
describes the exact and an approximate symbol error rate
of various modulations in impulsive noise. In Section V,
simple calculation of SNR thresholds for adaptive modulation
in impulsive noise are provided. For performance evaluation,
Section VI analyzes average spectral efficiency, outage prob-
ability and system capacity of the opportunistic scheduling.
Simulation results for performance evaluation of the proposed
scheduling are illustrated in Section VII. Finally, this article
concludes with a brief summary.

II. SYSTEM AND NOISE MODELS

Consider a base station with a scheduler and a number of
users who are under either Gaussian noise or impulsive (non-
Gaussian) noise environment, where UW denotes the set of
users in Gaussian noise and UI is the set of users in impulsive
noise, as shown in Fig. 1. Let us assume that there are total
NW + NI users within the range of the base station, where
NW is the number of users in AWGN environment (NW is
the size of the set UW ) and NI users are exposed to impulsive
noise (NI is the size of UI ).

For user selection, the base station generally relies on users’
channel state information (CSI). Since imperfect CSI may
lead to performance degradation, providing the base station an
accurate CSI is important for the scheduling scheme although
it is difficult in practice [26], [27]. In order to evaluate the
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maximum performance of the proposed scheme and compare
it with that of the conventional scheme, perfect CSI is firstly
assumed. The the accuracy of the performance analysis is
verified by simulations. In addition, to show the effect of
imperfect CSI on the performance of the proposed scheduling,
numerous simulations are performed and the results are shown
in Section VII.

When the base station transmits data to a user, the received
signal of the jth user is given as

xj = hj · s + nj , (1)

where hj is a Rayleigh block fading channel with average
power of σ2

h, s is a transmitted signal with average signal
power of σ2

s , and nj is a Gaussian noise with average power of
σ2

W for those users in an AWGN environment or an impulsive
noise with average power of σ2

I for other users who are
under impulsive noise. AWGN and impulsive noise sources are
represented by W and I , respectively, in Fig. 1. Note that an
impulsive noise and a Gaussian noise are additive white noises
having power spectral density of σ2

I

2 and σ2
W

2 , respectively.
For impulsive noise, this article considers Middleton class

A noise model, since the Middleton class A model is a good
statistical model for electromagnetic interference signals and
also agrees well with physical phenomena [28]. The probabil-
ity density function (PDF) of the instantaneous amplitude of
Middleton class A noise is given as

fI(x) =
∞∑

m=0

e−AAm

m!
1√

2πσ2
Iσ2

m

e
− x2

2σ2
I

σ2
m , (2)

where σ2
I is average noise power, σ2

m =
m
A +Γ

1+Γ , Γ is defined
as the power ratio of Gaussian noise components relative to
impulsive noise components, and A is the mean impulsive
order. This PDF is a weighted sum of Gaussian distribu-
tions with increasing variances, where the weights are deter-
mined by Poisson distribution that indicates the probability
of appearances of impulsive noise samples. In (2), the term
for m = 0 is Gaussian noise component and the terms
for m ≥ 1 correspond to non-Gaussian or impulsive noise
components, where m = 1 is dominant and the contribution
of other components with a higher m exponentially decreases
as m grows [29]. Unlike the PDF in AWGN, in-phase and
quadrature components in Middleton class A noise model are
uncorrelated and dependent each other [30].

III. OPPORTUNISTIC SCHEDULING SCHEME

A. Maximum SNR Scheduling

The opportunistic scheduling scheme, which is also often
called as the maximum SNR scheduling scheme, selects the
user with the highest SNR at the time of scheduling. In other
words, the maximum SNR scheduling scheme assigns the
resources to the user with the highest SNR, which guarantees
highest data rate under the assumption that all the users are
in the same noise, like AWGN, environment. It is known
as the scheduling scheme that maximizes overall system
capacity or sum rate at the expense of user fairness.

Even though users are in mixed impulsive noise and AWGN
environments, the maximum SNR scheduling scheme can still

Fig. 2. SERs of BPSK and 4-QAM in an impulsive noise environment with
(A, Γ) = (10−3, 0.1) and AWGN environment.

be applied to choose the user with the highest SNR regard-
less of noise characteristics. The maximum SNR scheduling
scheme in such an environment is expressed as

u = arg max
w or i

(
max

w∈{UW}
(
|hw|2σ2

s

σ2
W

), max
i∈{UI}

(
|hi|2σ2

s

σ2
I

)
)

, (3)

where w is the user index for the highest SNR in AWGN, i
is the user index for the highest SNR in impulsive noise, and
the scheduling algorithm selects the user with the higher SNR
between the two.

Unlike the conventional scenarios of identical noise statis-
tics for all the users, the maximum SNR scheduling scheme
does not necessarily maximizes the overall system capac-
ity or sum rate in case of mixed noise environment. This can
be understood by the SER performance shown in Fig. 2, which
shows the SERs of BPSK and M -QAM in impulsive noise and
those in AWGN in [30]–[32]. As shown in the figure, for the
SNR of -5 dB, the SER of BPSK in impulsive noise (the line
with square markers) is much lower than that in AWGN (circle
marker). On the contrary, for the SNR of 10 dB, the SER of
BPSK in AWGN is far lower than that in impulsive noise.
This fact clearly hints that the maximum SNR scheduling
can not provide the maximum performance in mixed noise
environments.

B. Maximum Rate Scheduling

As shown in Fig. 2 and mentioned above, the user with
the highest SNR does not necessarily provide the mini-
mum SER or the maximum performance when the users are
in mixed impulsive noise and AWGN noise environments,
because SER performance in impulsive noise is very different
from that in AWGN. In order to maximize overall system
capacity in mixed noise environments, the proposed scheduling
scheme selects the user with the highest transmission rate,
instead of highest SNR, where transmission rate is determined
for each noise environment separately based on the adaptive
modulation (the mapping of transmission rate and SNR) for
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each environment. Thus, the scheduling scheme called as the
maximum rate scheduling scheme is given by

u=arg max
w or i

(
max

w∈{UW}
RW (

|hw|2σ2
s

σ2
W

), max
i∈{UI}

RI(
|hi|2σ2

s

σ2
I

)
)

,

(4)

where RW (·) and RI(·) are transmission rates for a user
in AWGN environment and an impulsive noise environment,
respectively, and are given in (15).

Note that transmission rate in impulsive noise is totally
different from that in AWGN environment because the map-
ping of an SNR with the corresponding modulation order in
impulsive noise is distinctive from that in AWGN environment
due to the fact that the SER performance in impulsive noise
environment is much different from that in AWGN as already
shown in Fig. 2. The details of adaptive modulation in impul-
sive noise environment including the SNR thresholds used for
switching modulations are discussed in Section V.

IV. SYMBOL ERROR RATE OF BPSK AND M -QAM IN

IMPULSIVE NOISE

A. Exact SER Equations

The SER of BPSK in an impulsive noise environment is
given as [31]

SER = Ps(T ) = e−A
∞∑

m=0

Am

m!
Q(

√
2T

σ2
m

), (5)

and the SER of M -QAM in an impulsive noise environment
is given as [30]

SER

=
(
√

M − 2)2

M

∞∑
m=0

e−AAm

m!

(
4Q(

√
T

d2σ2
m

)

− 4Q(

√
T

d2σ2
m

)2
)

+
4
M
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m=0

e−AAm

m!

(
2Q(

√
T

d2σ2
m

) − Q(

√
T

d2σ2
m

)2
)

+
4(
√

M−2)
M

∞∑
m=0

e−AAm

m!

(
3Q(

√
T

d2σ2
m

)

− 2Q(

√
T

d2σ2
m

)2
)

, (6)

where T = σ2
s

σ2
I

is a received SNR, M is the modulation order,

and d2 equals to 2, 10 and 42 for 4-QAM, 16-QAM and 64-
QAM, respectively.

Fig. 2 shows SERs of BPSK and 4-QAM in an impulsive
noise environment with (A, Γ) = (10−3, 0.1). The SERs of
BPSK and 4-QAM in AWGN environment are also plotted for
comparison purposes. As can be seen in the figure, the SNR
threshold to satisfy the target SER of 10−2 in an impulsive
noise environment is much smaller than that in AWGN envi-
ronment. Conversely, the SNR threshold to satisfy the target
SER of 10−4 in an impulsive noise environment is far larger

than that in AWGN environment. This is an interesting fact
since a higher modulation order can be adopted for a low SNR
condition in impulsive noise environment than what could
have been used in AWGN environment while satisfying the
given target SER. Thus, user scheduling scheme becomes an
intriguing problem when the users are in a mixed AWGN and
impulsive noise environment.

B. SER Approximation

In order to achieve higher data rate, current and emerging
practical communication systems utilize adaptive modulation,
where a modulation order is selected among various modula-
tion orders depending on the received SNR. For adaptive mod-
ulation, it is necessary to have the SNR thresholds, by which
the user adaptively switches a modulation order to another
when the channel condition changes while satisfying the given
target SER. Since the SER equations of BPSK and M -QAM
in impulsive noise shown in (5) and (6) are too complex,
it is very difficult to calculate the exact SNR thresholds of
adaptive modulation for impulsive noise. The complexity of
the exact SER equations in (5) and (6) comes from the infinite
summations. Careful evaluations of the terms in the infinite
summation indicate that only a couple of terms are dominant
in producing the SER, which is apparently a motivation for an
approximation of SER equations [33].

For the SER equation of BPSK in an impulsive noise
environment, among the whole m terms in (5), m = 0 term
is dominant in low SNR regime, whereas m = 1 term is
dominant in high SNR regime [34]. Thus, using m ≤ 1 terms,
(5) is reduced to

SER ≈ P̃s(T )=e−AQ(

√
T

σ2
0

)+e−AA · Q(
1√
α

√
T

σ2
1

). (7)

In order to compensate the gap between the true SER given
by (5) and the approximate SER by (7) especially in high
SNR regime, the SNR ratio α defined as SNR of (5) over
SNR of (7) is introduced to reduce the gap. Note that α is
close to one when A < 0.2, because the infinite m terms are
well approximated by two terms (m ≤ 1) due to sporadic
appearances of the noise [35].

Similarly, SER of M -QAM in an impulsive noise environ-
ment can be approximated by the dominant terms. Owing
to Q(x)2 � Q(x) when x is sufficiently large, (6) can be
approximated as

SER≈e−AP ·Q(

√
T

d2σ2
0

)+Ae−A ·P ·Q(
1√
α

√
T

d2σ2
1

), (8)

where P = 2 4
M + 3 4(

√
M−2)
M + 4 (

√
M−2)2

M . For BPSK,
by putting d2 and P to 1 (d2 = P = 1), (8) is reduced to
(7). Note tht P equals to 1, 2, 3 and 7/2 for BPSK, 4-QAM,
16-QAM and 64-QAM, respectively, and d2 is 1, 2, 10 and
42 for BPSK, 4-QAM, 16-QAM and 64-QAM, respectively.

C. SNR Ratio for SER Approximation

As mentioned earlier, SNR ratio is introduced to compensate
the difference between the exact SER and the approximate
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TABLE I

SNR RATIO (α) FOR THE TARGET SERS = 10−2 AND 10−9 IN AN

IMPULSIVE NOISE ENVIRONMENT WITH VARIOUS A VALUES

Fig. 3. The exact SNR ratio by (9) and the approximate SNR ratio by (10)
and (11) as a function of A in case of impulsive noise with Γ = 10−3.

SER. For the given target SER SERT , the SNR ratio is
obtained as

α =
P−1

s (SERT )
P̃−1

s (SERT )
, (9)

where Ps(T ) is the exact SER equation, which is defined in
(5) for BPSK, P̃s(T ) is the approximate SER in (7) for BPSK,
and P−1

s (SERT ) and P̃−1
s (SERT ) are the inverse functions

of those SER equations, respectively. The inverse functions
P−1

s (SERT ) and P̃−1
s (SERT ) are used to compute SNR

ratio α. Since P−1
s (SERT ) and P̃−1

s (SERT ) are the function
of A and Γ, they are computed off-line. Then, the results
are saved in a memory and they are used when they need
to compute α.

In the above paragraph, the evaluation for the inverse
functions is described. It is correct to compute α by using
the generalized equation (9), but its computational complexity
is very high. So, for practical systems, we have to propose
approximation for α and the approximation will be discussed
as follows.

Table I shows the SNR ratio computed by (9) for the target
SER = 10−2 and 10−9, which are respectively called as α10−2

and α10−9 , in an impulsive noise environment with various A
values. In the table, it is noticeable that α is almost linearly
proportional to A. Fig. 3 plots the SNR ratio computed by (9)
as a function of A when the target SER is 10−2 and 10−9 to

Fig. 4. The exact SNR ratio and the proposed SNR ratio as a function of
SERT in case of impulsive noise with (A, Γ) = (0.4, 10−3).

confirm that the SNR ratio is almost linearly increasing as A
grows. Since SNR ratio is also dependent upon the target SER,
further investigations are performed to identify the relationship
of SNR ratio with target SER. Fig. 4 shows the relation
between SNR ratio and SER in impulsive noise environment
with (A, Γ) = (0.4, 10−3). As shown in the figure, it is clear
that SNR ratio is linearly decreasing as target SER increases
both in log scale.

Motivated by these observations, a simple formula of cal-
culating SNR ratio as a function of A and a target SER is
introduced as follows. Note that the region of interest for a
target SER is from 10−2 to 10−9. Firstly, α’s for the boundary
target SERs, 10−9 and 10−2, are modeled as linear functions
of A. Using the SNR ratios given in Table I, the SNR ratio
α10−2 is approximated as a linear function of A as

α10−2 = 1.1689A + 0.9250, (10)

and, similarly, the SNR ratio α10−9 is presented as a linear
function of A as

α10−9 = 2.3516A + 1.8100. (11)

In addition, it is necessary for the computation of SNR
ratio to have the relation between SNR ratio and target SER.
As shown in Fig. 4, the relation between SNR ratio and target
SER in impulsive noise environment is linear when both axes
are in log scale. Thus, the SNR ratio can be modeled as a
function of A and target SER as

α =

{
c · (SERT )k, for A ≥ 0.2
1, for A < 0.2.

(12)

where k is the slope of the linear model between SNR ratio
and target SER, as shown in Fig. 4, and is computed using
α10−2 in (10) and α10−9 in (11) as

k =
log10(α10−2) − log10(α10−9)
log10(10−2) − log10(10−9)

=
1
7

log10

(1.1689A + 0.9250
2.3516A + 1.81

)
, (13)
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Fig. 5. Comparison between approximate SER in (8) and exact SER of
BPSK and M -QAM in (A, Γ) = (0.2,10−3).

and c is computed by setting SERT = 10−2 in (12) as

c = α10−2100k =
(1.1689A + 0.9250)

9
7

(2.3516A + 1.81)
2
7

. (14)

As mentioned earlier, α can be ignored when A < 0.2
since the infinite m terms in the impulsive noise model
are well approximated by two terms (m ≤ 1) due to
sporadic appearances of the noise [35]. Fig. 5 illustrates
comparison between the approximate and the exact SERs
of BPSK and M -QAM in (A, Γ) = (0.2, 10−3). As shown
in Fig. 5, the SNR gap between the exact and the approx-
imate SERs of BPSK and M -QAM are is indistinguishable
due to the compensation by SNR ratio in the approximate
SERs.

V. ADAPTIVE MODULATION AND THE SNR THRESHOLDS

IN IMPULSIVE NOISE

Adaptive modulation is one of the most effective techniques
to maximize the transmission rate by taking advantage of
channel fading while maintaining the required error perfor-
mance such as SER. The key parameter in adaptive mod-
ulation is the SNR thresholds, by which a user adaptively
switches a modulation order to another when the channel
condition changes while satisfying the given target SER.
This section describes how to calculate the SNR thresholds
for adaptive modulation in AWGN and an impulsive noise
environments.

A. Transmission Rates in Adaptive Modulation

Suppose that BPSK and M -QAM, where M = 4, 16, and
64, are used for the adaptive modulation, where the whole
SNR range is partitioned into five non-overlapping consecutive
intervals. When the user’s instantaneous SNR falls into one of
the partitioned SNR ranges, the base station allows the user

to transmit data at the corresponding modulation order. Thus,
the transmission rate R(x) is given as

R(x)=

⎧⎪⎨
⎪⎩

0, 0 ≤ x < γ[2], no transmission

1, γ[M ]≤x<γ[2M ], for BPSK (M =2)

log2(M), γ[M ] ≤ x < γ[4M ], M = 4, 16, or 64,

(15)

where γ[M ] is the SNR threshold for switching to BPSK if
M = 2 or M -QAM if M = 4, 16, or 64, while satisfying the
target SER. Assume that the upper threshold for the highest
modulation order is infinity (γ[256] = ∞). Note that the lowest
SNR range does not allow the user to transmit since the
received SNR is not high enough to guarantee the given target
SNR. The transmission rate for AWGN is defined based on
(15), RW (x) = R(x), when the SNR thresholds for AWGN
given in Section V-B are used. Similarly, the transmission
rate for impulsive noise is characterized, RI(x) = R(x),
by the SNR thresholds for impulsive noise instead. The SNR
thresholds for impulsive noise are computed in Section V-C.

B. SNR Thresholds for Adaptive Modulation in AWGN

Based on the exact closed form for SER of BPSK in AWGN
environment [32, (6.6)], the SNR threshold γ[2] is obtained as

γ[2] =
1
2
(
Q−1(SER)

)2
, (16)

where Q−1(·) is the inverse Q function. Furthermore, the exact
closed form for SER of M -QAM (M = 4, 16, 64) in AWGN
environment [32, (6.23)] leads to the SNR threshold γ[M ] given
as

γ[M ] =
M − 1

3

(
Q−1

(√
M(1 −√

1 − SER)
2(
√

M − 1)

))2

. (17)

In short, the SNR thresholds γM for BPSK and M -QAM
in AWGN environment are computed as

γ[M ] =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

1
2
(
Q−1(SER)

)2
,

for BPSK

M − 1
3

(
Q−1

(√
M(1 −√

1 − SER)
2(
√

M − 1)

))2

,

for M -QAM.

(18)

C. SNR Thresholds for Adaptive Modulation
in Impulsive Noise

Since the exact SER equations of BPSK and M -QAM for
impulsive noise shown in (5) and (6) are too complex, the SNR
thresholds for BPSK and M -QAM are calculated based on
the SER approximation given in (8). Before computing SNR
thresholds of BPSK and M -QAM in an impulsive noise
environment using the approximate SER, some analysis of (8)
is performed regarding the relation between target SER and
A. The analysis reveals that e−A term is sufficiently dominant
in (8) when target SER is larger than A, and otherwise Ae−A

term is dominant. Based on this analysis, the SER equation
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TABLE II

SNR THRESHOLDS FOR BPSK, 4-QAM, 16-QAM AND 64-QAM WITH THE TARGET SER = 10−2 IN AN IMPULSIVE NOISE ENVIRONMENT WITH

(A, Γ) = (10−3, 0.1) AND (A, Γ) = (0.2, 10−3)

of BPSK and M -QAM to satisfy target SER can be even
simplified as

SER ≈

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

e−A · P · Q
(√

T

d2σ2
0

)
, for A ≤ SER

Ae−A · P · Q
(

1√
α

√
T

d2σ2
1

)
, for A > SER.

(19)

Therefore, in the case of A ≤ SER, the SNR threshold γ[M ]

is computed as

γ[M ] = d2σ2
0

(
Q−1

(
SER

e−AP

))2

, (20)

and, in the case of A > SER, the SNR threshold γ[M ] becomes

γ[M ] = αd2σ2
1

(
Q−1

(
SER

Pe−AA

))2

. (21)

Finally, putting (20) and (21) together, the SNR threshold
γ[M ] for BPSK and M -QAM for adaptive modulation in
impulsive noise is simply determined as

γ[M ] =

⎧⎪⎪⎨
⎪⎪⎩

d2σ2
0

(
Q−1

(
SER
e−AP

))2

, for A ≤ SER

αd2σ2
1

(
Q−1

(
SER

Pe−AA

))2

, for A > SER.

(22)

Table II shows the SNR thresholds for adaptive modulation
in AWGN environment and those in impulsive noise environ-
ment with various noise parameters (A, Γ) = (10−3, 0.1) and
(A, Γ) = (0.2, 10−3) when target SER is 10−2. In the case
of the noise parameter of (A, Γ) = (10−3, 0.1), where the
target SER is larger than A (A ≤ SER), the difference of
SNR thresholds for AWGN and an impulsive noise is about
10.41 dB, i.e. σ2

0 , because SNR threshold for an impulsive
noise strongly depends on σ2

0 . On the other hand, in the case
of (A, Γ) = (0.2, 10−3), where the target SER is smaller than
A (A > SER), SNR threshold for an impulsive noise is larger
than that for AWGN, because the SNR threshold depends
on σ2

1 .

VI. PERFORMANCE ANALYSIS OF SCHEDULING POLICIES

This section analyzes performance of the proposed max-
imum rate scheduling scheme using adaptive modulation in

impulsive noise. For comparison purposes, the performance of
the conventional maximum SNR scheduling scheme in AWGN
environment is also shown. In Section VI-A, the PDF and
cumulative density function (CDF) expressions of received
SNR based on the maximum SNR and maximum rate schedul-
ing schemes are derived. In Section VI-B, closed forms of
average spectral efficiency of the two scheduling scheme
are discussed. In addition, outage probabilities of the two
scheduling schemes are computed in Section VI-C, followed
by capacity expressions of the two scheduling schemes.

A. CDF and PDF of Received SNR for the
Scheduling Schemes

To evaluate the performance of the proposed maximum rate
scheduling scheme and compare it with that of the conven-
tional maximum SNR scheduling scheme, it is necessary to
analyze the CDF and the PDF of the received SNR of both
scheduling schemes as follows.

Firstly, since the maximum SNR scheduling in (3) selects
the user with highest received SNR, the CDF of the received
SNR based on the maximum SNR scheduling scheme is
calculated as

Fc(x)=
( ∫ x

0

λW e−λW tdt
)NW +NI =(1−e−λW x)NW +NI ,

(23)

where λW = σ2
W

σ2
sσ2

h
, and NW and NI are the number of users

in AWGN and impulsive noise environments, respectively. By
differentiating (23), the PDF of the received SNR based on
the maximum SNR scheduling scheme is obtained as

fc(x)=(NW +NI)(1−e−λW x)NW +NI−1λW e−λW x. (24)

Meanwhile, since the maximum rate scheduling first selects
the users with the highest data rate in impulsive noise and
AWGN environments, the CDF is computed by multiplying
the CDF of the highest received SNR in AWGN and that of the
highest in impulsive noise environment. Thus, the CDF for the
maximum rate scheduling scheme is given by

Fp(x) = FI(x)FW (x), (25)

where FW (x) and FI(x) are CDFs of the received SNR of
users with highest SNR in AWGN and impulsive noise envi-
ronments, respectively. Since FW (x) is the CDF of received
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SNR of a user with highest received SNR in AWGN environ-
ment, FW (x) is computed as

FW (x)=
( ∫ x

0

λW e−λW tdt
)NW =

(
1−e−λW x

)NW
, (26)

whereas FI(x) is given as

FI(x) =
( ∫ x

0

λIe
−λI tdt

)NI =
(
1 − e−λIx

)NI
, (27)

where λI equals to

λI =

⎧⎪⎪⎨
⎪⎪⎩

σ2
Iσ2

0

σ2
sσ2

h

, for SERT ≥ A

σ2
Iασ2

1

σ2
sσ2

h

, for SERT < A.

(28)

Finally, by substituting (26) and (27) into (25), the CDF of
received SNR for the maximum rate scheduling scheme is
obtained as

Fp(x) =
(
1 − e−λIx

)NI
(
1 − e−λW x

)NW
. (29)

By differentiating (29), the PDF of received SNR based on
the maximum rate scheduling scheme is derived as

fp(x)

= NI

(
1 − e−λIx

)NI−1
λIe

−λIx
(
1 − e−λW x

)NW

+
(
1−e−λIx

)NI
NW λW e−λW x

(
1−e−λW x

)NW −1
. (30)

B. Average Spectral Efficiency

Based on the probability distributions of received SNR
for the two scheduling schemes above, the average spectral
efficiency of scheduling schemes with adaptive modulation is
given as [36]

ASE =
∫ γ[4]

γ[2]

f(x)dx +
∑

n∈{4,16,64}
log2(n)

∫ γ[4n]

γ[n]

f(x)dx,

(31)

where f(x) is the distribution of the received SNR based on
a scheduling scheme, and γ[M ] represents the SNR threshold
for BPSK or M -QAM.

By inserting (18) and (24) into (31), the average spectral
efficiency of the maximum SNR scheduling scheme is given
by

ASE(c)

= 6 − 2(1 − e−λW γ
(w)
64 )NW +NI

− 2(1 − e−λW γ
(w)
16 )NW +NI − (1 − e−λW γ

(w)
4 )NW +NI

− (1 − e−λW γ
(w)
2 )NW +NI . (32)

Likewise, by substituting (22) and fp(x) in (30) into (31),
the average spectral efficiency of the maximum rate scheduling
scheme is obtained as

ASE(p) = 6 − 2(1 − e−λIγ
(w)
64 )NI (1 − e−λW γ

(w)
64 )NW

− 2(1 − e−λIγ
(w)
16 )NI (1 − e−λW γ

(w)
16 )NW

− (1 − e−λIγ
(w)
4 )NI (1 − e−λW γ

(w)
4 )NW

− (1 − e−λIγ
(w)
2 )NI (1 − e−λW γ

(w)
2 )NW . (33)

C. Outage Probability

Outage probability is an important performance metric for a
scheduling scheme to evaluate the availability of the services
provided by the system. Due to no transmission under the low-
est SNR threshold in adaptive modulation, outage probability
is simply computed as

Pout = F (γ[2]), (34)

where the F (x) is the CDF of a scheduling scheme evaluated
at x.

For the maximum SNR scheduling scheme, substituting (23)
into (34) gives the outage probability as

P
(c)
out =

( ∫ γ[2]

0

λW e−λW tdt
)NW +NI

= (1 − e−λW γ[2])NW +NI . (35)

Similarly, substituting (25) into (34), the outage proba-
bility of the maximum rate scheduling scheme is obtained
by

P
(p)
out =

( ∫ γ
(w)
2

0

λIe
−λI tdt

)NI
( ∫ γ

(w)
2

0

λW e−λW tdt
)NW

=
(
1 − e−λIγ

(w)
2
)NI
(
1 − e−λW γ

(w)
2
)NW

. (36)

D. System Capacity

System capacity is defined as the maximum data rate that
a wireless communication system can achieve and is the most
crucial performance metric for a scheduling scheme.

Given an average transmit power constraint, system capacity
with rate adaptation is given by [37]

C =
∫ ∞

γ[2]

log2

(
x

γ[2]

)
f(x)dx. (37)

Firstly, the system capacity of the maximum SNR scheduling
scheme is computed based on the PDF of the received SNR
in (24). For computation of system capacity, (24) is rewritten
by the binomial expansion as

fc(x) = (NW + NI)λW

×
NW +NI−1∑

k=0

(−1)k

(
NI + NW − 1

k

)
e−(1+k)λW x, (38)

where
(
N
K

)
denotes the binomial coefficient given by

(
N

K

)
=

(N)!
(N − K)!K!

. (39)
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Then, inserting (38) into f(x) in (37) provides the system
capacity of the maximum SNR scheduling scheme as

C(c) =
∫ ∞

γ
(w)
2

log2(
x

γ
(w)
2

)(NW + NI)λW

×
NW +NI−1∑

k=0

(−1)k

(
NI + NW − 1

k

)
e−(1+k)λW xdx

= (NW + NI) log2(e)

×
NW +NI−1∑

k=0

(−1)k

(
NW + NI − 1

k

)

×
E1

(
(1 + k)γ(w)

2 λW

)
1 + k

, (40)

where, when x ≥ 0, E1(x) is the exponential integral of first-
order function defined as

E1(x) =
∫ ∞

1

e−xt

t
dt. (41)

Similarly, using the PDF of the received SNR in (30),
the system capacity for the maximum rate scheduling scheme
is obtained as follows. By the binomial expansion, (30) is
rewritten as

fp(x) =
NI−1∑
k=0

(
NI − 1

k

)NW −1∑
l=0

(
NW − 1

l

)

× (−1)k+l(f1(x) + f2(x) − f3(x)), (42)

where

f1(x) = NIλIe
−((k+1)λI+lλW )x,

f2(x) = NW λW e−(kλI+(l+1)λW )x,

f3(x) = (NW λW + NIλI)e−((k+1)λI+(l+1)λI )x. (43)

Inserting f1(x) into f(x) in (37), the system capacity by
the first term is given as

C1 =
∫ ∞

γ
(w)
2

log2(
x

γ
(w)
2

)NIλIe
−((k+1)λI+lλW )xdx

=
∫ ∞

1

NIλIγ
(w)
2 log2(t)e

−((k+1)λI+lλW )γ
(w)
2 tdt

=
log2(e)NIλI

(k + 1)λI + lλW

∫ ∞

1

1
t
e−((k+1)λI+lλW )γ

(w)
2 tdt

= NIλI log2(e)
E1

(
((k + 1)λI + lλW )γ(w)

2

)
(k + 1)λI + lλW

. (44)

Subsequently, substituting f2(x) and f3(x) into f(x) in (37),
the system capacities by the second and the third terms are
obtained as

C2 =
∫ ∞

γ
(w)
2

log2(
x

γ
(w)
2

)NW λW e−(kλI+(l+1)λW )xdx

=
∫ ∞

1

NW λW γ
(w)
2 log2(t)e

−(kλI+(l+1)λW )γ
(w)
2 tdt

=
log2(e)NW λW

kλI + (l + 1)λW

∫ ∞

1

e−(kλI+(l+1)λW )γ
(w)
2 tdt

= NW λW log2(e)
E1

(
(kλI + (l + 1)λW )γ(w)

2

)
kλI + (l + 1)λW

, (45)

and

C3 =
∫ ∞

γ
(w)
2

log2(
x

γ
(w)
2

)(NW λW +NIλI)

× e−((k+1)λI+(l+1)λI )xdx

=
∫ ∞

1

(NW λW +NIλI)γ
(w)
2

× log2(t)e
−((k+1)λI+(l+1)λW )γ

(w)
2 tdt

=
log2(e)(NW λW +NIλI)
(k + 1)λI + (l + 1)λw

×
∫ ∞

1

1
t
e−((k+1)λI+(l+1)λW )γ

(w)
2 dt

= (NW λW +NIλI) log2(e)

× E1

(
((k + 1)λI +(l + 1)λW )γ(w)

2

)
(k + 1)λI +(l + 1)λW

. (46)

Finally, putting all the pieces in (44), (45) and (46) together,
the system capacity for the maximum rate scheduling scheme
is presented as (47) as shown at the bottom of the next page.

VII. SIMULATION RESULTS

For simulations, it is assumed that there are a base station
and NI + NW users, where NI = NW = 10. The channel
between the base station and the users is Rayleigh block
faded with the average power of σ2

h, where the average power
of AWGN and that of impulsive noise are identical and
normalized. Complex impulsive noise samples are generated
based on the noise model in (2), while the real and the imag-
inary components are dependent and uncorrelated. In order
to evaluate channel estimation error on the performance of
the proposed scheduling scheme, scenarios with perfect CSI
and imperfect CSI are considered. For the scenario with
imperfect CSI, mathematical analysis of the performance is
very challenging and intractable, thus we performed numerous
simulations to evaluate the performance. To consider imperfect
CSI, the estimated channel is modeled as

ĥ = h + he, (48)

where h ∼ CN (0, σ2
h) is the true channel gain and he ∼

CN (0, σ2
he

) is the channel estimate error that is independent
of h and is complex Gaussian distributed with the power of
σ2

e . In addition, the ratio of the variance of channel estimation
error relative to signal energy is assumed to be a constant, that
is

σ2
s

σ2
e

= 10−2, (49)

where σ2
s is the signal energy and σ2

e is the variance of channel
estimation error.

Fig. 6 shows the SERs of adaptive modulation with the
SNR thresholds γ[M ] in (18) when the target SER is 10−2.
The figure shows multiple SNR thresholds demarcated by the
SNR thresholds and the modulation order is switched to higher
ones as the SNR increases.

Fig. 7 illustrates SERs of adaptive modulation with the
proposed SNR threshold γ[M ] in (22) in an impulsive noise
environment with the noise parameter of (A, Γ) = (10−3, 0.1),
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Fig. 6. SERs of adaptive modulation with the SNR threshold γ[M] in (18),
theoretical BPSK, QPSK, 16-QAM and 64-QAM in AWGN environment.

Fig. 7. SERs of adaptive modulation with the proposed SNR threshold
γ[M] in (22), theoretical BPSK, QPSK, 16-QAM and 64-QAM systems
in (A, Γ) = (10−3 ,0.1).

which has a strong impulsiveness. The target SNR of 10−2

is considered. Compared to the SNR thresholds for adaptive
modulation in AWGN shown in Fig. 6, the SNR thresholds
for adaptive modulation in impulsive noise environment given
by (22) are much lower and show a potential of achieving a
higher throughput.

Fig. 8. Theoretical average spectral efficiencies of the maximum SNR and
maximum rate scheduling policies in (32) and (33) and its simulation ones
in SERT = 10−2 and Middleton class A noise environment with (A, Γ) =
(10−3, 0.1). For simulation, NW = NI = 10.

Fig. 8 shows average spectral efficiency of the maximum
SNR and the maximum rate scheduling schemes in SERT =
10−2 and impulsive noise parameters of (A, Γ) = (10−3, 0.1).
As shown in Fig. 8, the average spectral efficiency of the max-
imum rate scheduling scheme is noticeably higher than that
of the maximum SNR scheduling scheme, because the users
in an impulsive noise environment adopt higher modulation
orders, and thus transmit higher transmission rate, even in low
SNR regime. Since the highest modulation order is 64-QAM
in the simulations, the average spectral efficiency of the two
scheduling schemes converges to six in high SNR regime. At
SNR = 5 dB, the average spectral efficiency of the maximum
rate scheduling scheme is higher than that of the maximum
SNR scheduling by about 124%.

As can be seen in the figure, there is performance loss
for the proposed scheduling scheme with imperfect CSI com-
pared to the scheme with perfect CSI to a certain extent in
high SNR region, but it is not significant because inaccurate
estimations may lead to a bit lower spectrum utilization but
occurs infrequently. It is worth mentioning that the pro-
posed scheduling scheme always outperforms the conventional
scheduling scheme significantly in terms of average spectral
efficiency throughout the whole SNR region. In addition, even
the proposed scheme with imperfect CSI provides far higher
performance than the conventional scheduling with perfect

C(p) =
NI−1∑
k=0

(
NI − 1

k

)NW −1∑
l=0

(
NW − 1

l

)
(−1)k+l(C1 + C2 − C3)

=
NI−1∑
k=0

(
NI − 1

k

)NW −1∑
l=0

(
NW − 1

l

)
(−1)k+l × log2(e)

(
NIλI

E1

(
((k + 1)λI + lλW )γ(w)

2

)
(k + 1)λI + lλW

+ NWλW

E1

(
(kλI + (l + 1)λW )γ(w)

2

)
kλI + (l + 1)λW

− (NW λW + NIλI)
E1

(
((k + 1)λI + (l + 1)λW )γ(w)

2

)
(k + 1)λI + (l + 1)λW

)
. (47)



3318 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 20, NO. 5, MAY 2021

Fig. 9. Theoretical outage probabilities of systems with the maximum SNR
and maximum rate scheduling policies in (35) and (36), and its simulation
ones in SERT = 10−2 and Middleton class A noise environment with
(A, Γ) = (10−3, 0.1). For simulation, NW = NI = 10.

CSI because the performance gain of the proposed scheme
achieved by the right user selection based on the maximum
rate is much larger than the performance loss caused by an
estimation error. This gives us an insight that careful user
selection is very important in a mixed noise environment.

Fig. 9 illustrates outage probabilities of the maximum SNR
and the maximum rate scheduling schemes in SERT = 10−2

and impulsive noise parameters of (A, Γ) = (10−3, 0.1).
As shown in the figure, the outage probability of the maximum
rate scheduling scheme is significantly lower than that of the
maximum SNR scheduling scheme. For instance, at SNR =
−6.73 dB, the outage probability of the maximum rate
scheduling scheme is lower than 10−2, whereas the maximum
SNR scheduling scheme can hardly transmit. From this result,
it is clear that, when the users are in mixed AWGN and
impulsive noise environment, the users in impulsive noise
dominate the overall performance of the scheduling scheme.
The figure also shows the outage probability of the proposed
scheme with imperfect CSI, where an error floor occurs like
those of most communication systems with channel estimation
error. Interestingly, however, the outage performance of the
proposed scheme with imperfect CSI is not monotonically
decreasing to a constant floor but rather oscillates within
a certain range, which can be understood by the adaptive
modulation.

Fig. 10 presents capacity of the maximum SNR and the
maximum rate scheduling schemes in (40) and (47), along with
simulations, in impulsive noise with (A, Γ) = (10−3, 0.1).
Two different target SERs, SERT = 10−2 and 10−4, are
considered. If SERT > A, as shown in the figure, the system
capacity of the maximum rate scheduling scheme is much
higher than that of the maximum SNR scheduling in impulsive
noise with (A, Γ, SERT ) = (10−3, 0.1, 10−2). This is easily
understood by the fact that the SNR thresholds for adaptive
modulation in impulsive noise are much lower than those for
AWGN and therefore low SNR users in impulsive noise are
allowed to use higher order modulations. So, if users have

Fig. 10. Theoretical capacities of the maximum SNR and maximum
rate scheduling policies in (40) and (47), and its simulation ones in
(A, Γ) = (10−3, 0.1) and SERT = 10−2 and 10−4 . For simulation,
NW = NI = 10.

Fig. 11. Simulated capacities of the maximum SNR and maximum rate
scheduling policies in (A, Γ) = (10−3, 0.1) and SERT = 10−2. For
simulation, NW = NI = 10, where NI is the number of users in impulsive
noise, NW is the number of users in AWGN.

the same SNR, the scheduler tends to select a user with
impulsive noise. On the other hand, if SERT < A, the SNR
thresholds for an impulsive noise environment are larger than
those for AWGN environment. Thus, if users have the same
SNR, the scheduler tends to select a user with AWGN.

Fig. 11 shows capacity of the maximum SNR and the
maximum rate scheduling schemes, along with simulations,
in impulsive noise with (A, Γ) = (10−3, 0.1). Target SER,
SERT = 10−2, is considered. The average powers of
Gaussian noise and impulsive noise are σ2

W and σ2
I , respec-

tively. Average SNR σ2
s/σ2

W equals to 5 dB. In the case
of low σ2

I/σ2
W , the simulated capacity of the maximum

rate scheduling is higher than that of the maximum SNR
scheduling because SNR thresholds for adaptive modulation
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Fig. 12. The average number of users, selected by the maximum rate schedul-
ing, in AWGN environment and impulsive noise environment with various A
and Γ = 0.1. For simulation, NW = NI = 10 and SERT = 10−2.

Fig. 13. System capacities with the maximum rate scheduling in (A, Γ) =
(10−3, 0.1). For simulation, (NI , NW , SERT ) is set to (8,2,10−2),
(8,2,10−4), (2,8,10−2) and (2,8,10−4).

in an impulsive noise environment is still lower than those for
AWGN. In the case of high σ2

I/σ2
W , the simulated capacities of

the maximum rate scheduling and the maximum SNR schedul-
ing approaches to that of the maximum SNR scheduling with
NW because the scheduling policies select users in AWGN
environment.

Fig. 12 illustrates the average number of users selected by
the maximum rate scheduling scheme in AWGN environment
and impulsive noise environment with Γ = 0.1 and various
A. If A ≤ 10−2, the maximum rate scheduling scheme
selects more users in impulsive noise than users in AWGN
in low SNR region. However, in the case of A > 10−2, more
users in AWGN environment are selected as SNR increases,
because the SNR threshold for BPSK in AWGN environment
is lower than that in impulsive noise environment. Note that,
with a high A, e.g. 0.3 and 0.6, more users in impulsive

noise environment are likely to be selected because the SNR
threshold for BPSK in an impulsive noise environment is
reduced as A increases.

Fig. 13 compares system capacity of the maximum rate
scheduling scheme with various number of users and target
SERs, such as (NI , NW , SERT ) = (8,2,10−2), (8,2,10−4),
(2,8,10−2) and (2,8,10−4), in impulsive noise with (A, Γ) =
(10−3, 0.1). The scheduling scheme with (NI , NW , SERT ) =
(8,2,10−2) provides the highest system capacity because all the
eight users in an impulsive noise environment are assigned
higher order modulations even in low SNR region.

VIII. CONCLUSION

This article proposes the maximum rate scheduling scheme
to maximize the system capacity in a multi-user environment
where some users are under AWGN but others are exposed to
impulsive noise. The conventional maximum SNR scheduling
scheme cannot achieve the maximum capacity in such an
environment because the conventional adaptive modulation
is designed based on AWGN. Thus, this article first intro-
duces approximate SER equations of various modulations
in impulsive noise environment and defines an SNR ratio
to compensate the SER loss by approximation. With the
approximate SER, adaptive modulation in an impulsive noise
environment is introduced along with a simple method of
calculating the SNR thresholds, which is the most impor-
tant parameter for adaptive modulation. In addition, average
spectral efficiency, outage probability and capacity expressions
for the maximum rate scheduling scheme are derived for
performance evaluations. Simulation results show that system
capacity and average spectral efficiency of the maximum rate
scheduling scheme are respectively improved by 156% and
124% at SNR = 5 dB when ten users are in each environment
compared to the performance of the conventional scheduling
scheme in the scenario where all the twenty users in AWGN.
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