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Abstract— Millimeter-wave using large-antenna arrays is a key
technological component for the future cellular systems, where
it is expected that hybrid beamforming along with quantized
phase shifters will be used due to their implementation and cost
efficiency. In this paper, we investigate the efficacy of full-duplex
mmWave communication with hybrid beamforming using low-
resolution phase shifters. We assume that the self-interference
can be sufficiently cancelled by a combination of propagation
domain and digital self-interference techniques, without any
analog self-interference cancellation. We formulate the problem
of joint self-interference suppression and downlink beamforming
as a mixed-integer nonconvex joint optimization problem. We
propose LowRes, a near-to-optimal solution using penalty dual
decomposition. Numerical results indicate that LowRes using
low-resolution phase shifters perform within 3% of the optimal
solution that uses infinite phase shifter resolution. Moreover, even
a single quantization bit outperforms half-duplex transmissions,
respectively by 29% and 10% for both low and high residual
self-interference scenarios, and for a wide range of practical
antenna to radio-chain ratios. Thus, we conclude that 1-bit phase
shifters suffice for full-duplex millimeter-wave communications,
without requiring any additional new analog hardware.

Index Terms— Full-duplex systems, millimeter wave, massive
MIMO, hybrid beamforming, digital cancellation.

I. INTRODUCTION

CURRENT wireless communication systems are witness-
ing a continuous increase in data traffic [2]. To meet

5G demands, the research and standardization communi-
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ties are currently investigating many physical layer tech-
nologies, including large number of antennas, millimeter
wave bands, and full-duplex communications [2]–[4]. Recent
results [5], [6] have demonstrated the feasibility of combining
full-duplex [7] and mmWave [8] communications, and is
considered a promising technology direction for inclusion
in next-generation cellular standards, especially short-range
communications [5]–[8].

With the maturity of both full-duplex and mmWave,
the motivations for considering both technologies together
are manifold. mmWave is already in use for imaging and
radar [9], e.g. car radars which are full-duplex by necessity [7],
[10]. With the advent of mmWave communications, includ-
ing vehicular communications [11], there is an immediate
question on the limits and methods for full-duplex mmWave
communications. Eventually these two functionalities could
possibly be served by the same hardware on the mobile
devices. Although the mmWave spectrum is more abundant
than sub-6 GHz, there is still a need for lower latencies [8] and
more spectral efficient solutions for multi-user scenarios and
vehicular communications [11], [12]. Given that full-duplex
communications enable to use the same band for uplink and
downlink transmissions, the mmWave spectrum can be used
in a more efficient manner than before. Moreover, mmWave
systems create an opportunity to use more antennas to help
mitigate the self-interference in full-duplex communications,
and allow a scenario where the user-to-user interference is
limited due to the high path-loss in the mmWave band.
Therefore, we notice that full-duplex in mmWave systems are
expected to be deployed for similar scenarios and that both
technologies create more opportunities for each other.

In this paper, we analyse an important point in the
design space of mmWave full-duplex systems characterized
by the following challenges. First, analog design for the
mmWave band is very challenging adding additional con-
straints, most notably the constant modulus constraint on the
elements of the beamformer and the practical requirement
of using low-resolution quantization for the phases in the
phase shifter [12], [13]. In contrast, many full-duplex designs
require additional high-resolution analog circuits, which means
enabling full-duplex in mmWave bands does not scale effi-
ciently with the number of antennas. Second, combining self-
interference suppression while maximizing spectral efficiency
of the transmission is very challenging, notably the coupling
between precoding and combining of uplink and downlink user
due to the self-interference. Figure 1 illustrates such coupling,
which is present due to the self-interference caused by the
downlink (in purple) to the uplink antennas (in green) at the
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Fig. 1. An example of a multi-antenna cellular network employing full-
duplex mmWave with one user pair. Notice that the self-interference signal
at the base station increases the complexity by coupling the precoders and
combiners of uplink and downlink users.

base station. With these two challenges, we ask if there are
designs that can keep the complexity of analog designs low
while achieving the benefits of full-duplex.

In this paper, we investigate full-duplex mmWave
systems using large-antenna arrays with hybrid beamform-
ing, low-resolution phase shifters, and using a combination
of propagation and digital domain self-interference cancel-
lation techniques, i.e., without any analog self-interference
cancellation. Specifically, the fundamental question we ask is
if low-resolution phase shifters suffice for beamforming-based
full-duplex millimeter-wave systems, much like those pro-
posed in recent works [14]–[16]. To find the answer to this
question, we propose a mixed-integer nonlinear optimization
approach to maximize the sum spectral efficiency of uplink
and downlink users. The optimization problem aims to jointly
design beamforming for both self-interference suppression and
downlink transmission while assuming a quantized set for
the entries for the analog precoders/combiners. The formu-
lated problem has a high complexity due to the coupling
between uplink and downlink precoders/combiners, the inter-
play between integer and continuous variables, and the con-
stant modulus constraint for analog components.

Our solution, labeled LowRes, builds on the equivalence
relation between sum rate maximization and weighted min-
imum mean square error (WMMSE) minimization [17],
and leverages the framework of penalty dual decomposition
(PDD) [18] to demonstrate its near-optimality. We show that
the coupling between uplink/downlink variables can be disen-
tangled as well as the constant modulus constraint of analog
precoders/combiners can be met using the PDD method. The
PDD method is a double-loop optimization approach, in which
the variables are split into blocks to be iteratively updated
along with dual variables from the coupling uplink and down-
link precoders/combiners. For infinite resolution, we prove that
PDD guarantees convergence to stationary solutions, while for
low-resolution the solution is near-optimal.

The numerical results show that LowRes with
low-resolution phase shifters converges and that in 64 antenna
systems, 1- and 3-bits phase shifters are within 12 % and
3 %, respectively, of the optimal solution that uses infinite
resolution phase shifter. We explain this result by showing
that the elements of the analog precoder/combiner matrix
follow a beta distribution with a high concentration in

the extreme points, and as the number of bits decreases,
the concentration in the extremes increases. In addition,
our results show that just 1-bit phase shifter outperforms
half-duplex with infinite resolution by approximately 29 % for
scenarios with low, −25 dB, and by approximately 10 % for
scenarios with high, −5 dB, residual self-interference power.
When the number of radio-frequency (RF) chains increases,
the performance of 1-bit phase shifter approaches, even more,
the infinite resolution phase shifter; whereas the opposite,
i.e. the performance gap between 1-bit and the infinite
resolution phase shifter widens, happens when the number
of antennas at the base station increases. Nevertheless, when
the gap between 1-bit phase shifter and infinite resolution
increases to 14 % with 128 antennas, 1-bit phase shifter still
outperforms half-duplex by approximately 21 %. Therefore,
the numerical results indicate that even 1-bit phase shifters
suffice for full-duplex millimeter-wave systems.

The remainder of the paper is organized as follows.
Section III introduces the system model and formulates the
optimization problem to maximize the sum spectral efficiency
with low-resolution phase shifters. Section IV introduces the
solution approach using PDD, provides the optimal solution
for each block of variables, and summarizes the LowRes
algorithmic solution. Section V proves the convergence to
stationary points of LowRes when using infinite resolution
phase shifters, present the algorithmic complexity of the
solution, and discuss how to obtain the necessary channel
information. Section VI shows the numerical results using
practical channel models and compares the performance of low
and infinite resolution phase shifters with half- and full-duplex
systems for scenarios with different residual self-interference
powers, number of RF chains, and number of antennas. Then,
Section VII concludes the paper.

II. RELATED WORKS

The impact of full-duplex radios on mmWave systems has
been analysed only recently, both from an experimental and
theoretical perspective [5], [6], [19], [20].

We assume that the self-interference can be cancelled
by a combination of propagation domain and using fully digital
self-interference techniques, meaning that there is no analog
cancellation, basically as it was proposed in [14], [21], [22].
Some experiments have demonstrated that using only propa-
gation domain cancellation is sufficient to avoid the analog-to-
digital converter (ADC) saturation of the dynamic range [14],
[21]–[23]. These works provide propagation domain cancel-
lation that can be up to 80 dB (see [23]) using sectorization,
varying the transmitter and receiver steering angles, and the
transmitter and receiver antenna configuration. The cancella-
tion provided in the propagation domain facilitates different
digital cancellation techniques to further decrease the self-
interference cancellation after the analog-to-digital converter.
Although most of these experiments were performed on single
and multi-antenna scenarios in sub-6 GHz, the authors of [23]
analysed mmWave wireless backhaul scenarios [23]. In our
specific scenario, large-antenna full-duplex mmWave com-
munications, the propagation domain self-interference cancel-
lation remains to be verified in practice. We consider that
the same concept should apply to small wavelengths as the
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basic physics is the same but simply smaller. We believe
that experiments in mmWave bands are necessary to confirm
our assumptions about propagation domain cancellation, but
at the same time, confident that our assumptions will hold
based on past sub-6 GHz band experiments. In our manu-
script, we assume that the self-interference cancellation is
sufficiently cancelled in the propagation domain to avoid
ADC saturation, and then show that full-duplex yields high
spectral efficiency gains when using only low-resolution phase
shifters.

The authors in [5] developed a single-antenna 60 GHz full-
duplex transceiver that achieves self-interference suppression
of nearly 80 dB over 1 m distance. In a similar approach, in [6]
the authors developed a 25 GHz circulator that can be used
to further improve self-interference suppression in full-duplex
mmWave systems. In [19], the authors aimed to maximize
the sum rate of bidirectional full-duplex while assuming
only analog beamformers/combiners without constant modulus
constraint. The authors proposed suboptimal solutions using
zero forcing and matched filter and showed that the schemes
were robust for different geometry of the antenna array and
channel estimation errors. In [20] the authors analysed user
association in heterogeneous cellular networks via stochastic
geometry and without using beamforming-based algorithms.
The authors derived analytical expressions for coverage and
sum rate, and the results indicated the viability of full-
duplex mmWave in heterogeneous cellular networks. However,
the prior works have not considered the impact of practi-
cal millimeter wave systems in full-duplex communications,
i.e., do not consider hybrid beamforming and low-resolution
phase shifters.

Several past papers address the topic of hybrid beamforming
in full-duplex mmWave communications [24]–[26]. The work
in [24] studied zero forcing and beam steering methods
to mitigate the self-interference channel and highlighted the
importance of more efficient methods to deal with the analog
beamforming constraint on constant modulus. The authors
in [25] aimed to minimize the total data queue buffer length in
ultra-dense networks, and they have shown that the full-duplex
outperformed half-duplex transmissions with an increasing
density of small cell base stations. The work in [26] pro-
posed hybrid beamforming for bidirectional full-duplex, and
aimed to minimize the self-interference power. With infinite
resolution phase shifters, the authors have shown that the
proposed solution was able to suppress the self-interference
by 30 dB. Although these works have considered hybrid
beamforming, they have not addressed the practical aspects
at the analog beamformer when assuming low-resolution
phase shifters.

In the light of this survey of related literature, we note that
our contributions highlighted in Section I explore a design
space different from the articles aforementioned.

Notation: Vectors and matrices are denoted by bold lower
and upper case letters, respectively; AH represent the Her-
mitian of A; IK denotes the identity matrix of dimension K;
0 and 1 denote a vector or matrix where all elements are zero
or one, respectively; C denotes the complex field, and E{·}
denotes expectation.

III. SYSTEM MODEL AND PROBLEM FORMULATION

A. Channel and Signal Model

We consider a single-cell cellular system in which the base
station is full-duplex capable, while the users served by the
base station operate in half-duplex mode, as illustrated by
Figure 1. The base station is equipped with multiple antennas,
whose number is equal to MBS, and a small number of RF
chains, where it is assumed that the transmit and receive RF
chains are implemented by the same hardware, and whose
number is equal to MRF � MBS. The set of antennas at
the base station is used for simultaneous signal transmission
and reception [14]–[16]. Specifically, we denote by MTx the
number of transmitting antennas in the downlink, and by
MRx the number of receiving antennas in the uplink, with
MBS =MTx+MRx. For simplicity, we consider that the base
station serves one pair of uplink and downlink single-antenna
users simultaneously. In the sequel, we use the superscripts u
and d to denote uplink and downlink respectively.

Let hu ∈ CMRx×1, and hd ∈ CMTx×1 denote the complex
channel vector comprising small- and large-scale fading that
includes multipath, spatial antenna correlation, shadowing, and
path-loss between the uplink user and the base station, and the
base station and the receiving downlink user respectively. Due
to that the mmWave band is mainly limited by noise rather
than by interference [27]; for simplicity of discussion, we will
disregard user-to-user interference. All channel elements in
hu,hd have an independent and identically distributed (i.i.d.)
complex Gaussian distribution with zero mean. The channel
vectors for uplink and downlink are modelled as narrowband
clustered geometric with L paths, in which we define the
downlink channel as

hd =

√
gdMTx

L

L∑
l=1

αldat(φtl
),

where gd and αld ∼ CN (0, 1) are the large-scale path
gain and the complex gain of the ld-path between the base
station and downlink user; at is the antenna array response
vector at the transmitter that follows the uniform linear array
antenna configuration [12], [13]; φtl

∈ (0, 2π] is the angle of
departure of the l-th path. For an MTx-element uniform linear
array, the antenna array response vector at the transmitter is
defined as

at(φtl
) =

1√
MTx

[
1 ej 2π

λ d sin(φtl
) · · · ej(MTx−1) 2π

λ d sin(φtl
)
]T

,

where λ is the wavelength and d is the antenna spacing. Notice
that the uplink channel hu is defined in a similar manner as
the downlink channel hd. Let HSI ∈ CMRx×MTx denote the
self-interference channel matrix from the transmit antennas
in downlink to the receive antennas in the uplink, which is
modelled as a Rician fading channel due to the presence
of the strong line-of-sight component [28]. Accordingly, HSI∼
CN

(√
Kr/(1 +Kr) 1MRx×MTx , (1/(1 +Kr)) IMRx ⊗ IMTx

)
,

where Kr is the Rician factor. After self-interference
cancellation in the propagation and digital domain, the self-
interference channel matrix HSI is multiplied by σSI to
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Fig. 2. Beamforming architectures for downlink and uplink, including the analog and digital beamformers.

account for the received self-interference power after self-
interference cancellation. Hence, the total self-interference
cancellation including propagation and digital domain, in dB,
is given by 20 log10 σSI. The channel state information
(CSI) is assumed known at the base station, which is also
in accordance with some works in the full-duplex millimeter
wave literature [20], [24]–[26]. Nevertheless, we detail how to
acquire the necessary CSI to perform our proposed algorithm
in Section V-C.

The received signal at downlink user is given by:

yd = hH
d fdsd + nd, (1)

where sd ∈ C1 is the transmitted symbol to downlink user,
with E{|sd|2} = 1, and nd ∈ C1 is the additive white
Gaussian noise with E{|nd|2} = σ2. We denote by fd �
FRFfBB

d ∈ CMTx×1 the effective precoding matrix, which is
composed of the analog beamforming matrix FRF ∈ CMTx×MRF

and the digital precoding vector for the respective downlink
user fBB

d ∈ CMRF×1. Figure 2a shows the analog and digital
beamforming architectures at the base station responsible for
the transmission in the downlink.

The received signal at the base station is affected by
the precoded downlink symbols through the self-interference
channel:

yu = huwusu + HSIfdsd + nu ∈ CMRx×1, (2)

where su ∈ C1 is the transmitted symbol to the base sta-
tion, with E{|su|2} = 1, and nu ∈ CMRx is the additive
white Gaussian noise with E{nunH

u} = σ2IMRx . Similarly,
we denote by wu � wRF

u w
BB
u the effective power, that is

composed of the analog wRF
u ∈ C1 and digital components

for the base station wBB
u ∈ C1.

We assume that the received signal of downlink user, yd,
is linearly decoded by a filter vd ∈ C, where vd � vRF

d vBB
d

denotes the effective combining filter at the downlink user,
which is composed of the analog combining vRF

d ∈ C and
digital equalizer vBB

d ∈C. Similarly, the received signal at the
base station, yu, is linearly decoded at the base station by
a filter qu � QRFqBB

u ∈ CMRx×1, which is composed of the
analog combining matrix QRF∈CMRx×MRF and digital equalizer
qBB

u ∈CMRF×1. Figure 2b shows the analog and digital beam-
forming architectures at the base station responsible for the

received signal. Treating self-interference as noise, the signal-
to-interference-plus-noise ratio at the base station of uplink
user and at downlink user are given by

γu =

∣∣wuqH
uhu

∣∣2
qH

uΨuqu
, γd =

∣∣vH
d hH

d fd
∣∣2

|vd|2 ψd

, (3)

where Ψu and ψd are the covariance matrix and variance of
the total interference plus noise in the uplink and downlink,
respectively, defined as

Ψu = HSIfdfH
d HH

SI + σ2IMBS , ψd = σ2. (4)

From Eqs. (3)-(4), it is clear that the coupling between the
precoders and combiners of uplink and downlink users is
present due to the self-interference caused by the downlink to
the uplink antennas. Thus, the achievable spectral efficiency
(in bps/Hz), for the uplink and downlinkare given by

Ru = log2(1 + γu), Rd = log2(1 + γd). (5)

Although the self-interference channel is not Gaussian, it is
modelled as Rician with a strong line of sight, it is known that
among noise distributions of a given covariance, the Gaussian
distribution is the worst from a mutual-information perspec-
tive [29]–[31]. In addition to our assumption of perfect CSI,
the bounds on the achievable rate for the bidirectional full-
duplex scenario in [29] can be used to assume that the rates
in Eq. (5) are indeed achievable.

We assume that the analog architecture is based on phase
shifters, which have a finite resolution [12]. This implies that
the analog beamforming/combining elements are quantized
and selected based on a finite-size codebook, which have uni-
tary amplitude and quantized phase. Let A represent the finite
codebook, with cardinality |A| = 2Nb , whereNb is the number
of quantization bits at the phase shifter, commonly referred as
the resolution of the phase shifter. The vectors of the codebook
can be represented as at

(
2πkb/2Nb

)
, with indices kb varying

as 0, 1, . . . , 2Nb−1. Due to hardware constraints, the entries of
all analog precoding and combining matrices have a constant
modulus, i.e.,

∣∣[FRF]r,s
∣∣ = 1,

∣∣wRF
u

∣∣ = 1,
∣∣[QRF]r,s

∣∣ = 1, and∣∣vRF
d

∣∣ = 1. Moreover, the following transmit power constraints
for the downlink and uplink users at the base station are
enforced: tr

(
fdfH

d

) ≤ P d
max and |wu|2 ≤ Pu

max, respectively.
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B. Problem Formulation

Our goal is to obtain a joint beamforming design using
low-resolution phase shifters for self-interference suppression
and downlink beamforming. Specifically, we formulate the
joint uplink and downlink transceiver design problem to max-
imize the sum spectral efficiency over all users as:

maximize
{FRF,fBB

d },{wRF
u ,wBB

u }
{vRF

d ,vBB
d },{QRF,qBB

u }

Ru +Rd (6a)

subject to tr
(
fdfH

d

) ≤ P d
max, (6b)

|wu|2 ≤ Pu
max, (6c)∣∣[FRF]r,s

∣∣ = 1 ∀(r, s), (6d)∣∣wRF
u

∣∣ = 1, (6e)∣∣[QRF]r,s
∣∣ = 1 ∀(r, s), (6f)∣∣vRF

d

∣∣ = 1, (6g)

FRF, wRF
u ,QRF, vRF

d ∈ A. (6h)

The optimization variables are the analog and digital
beamformers and combiners for uplink and downlink. Con-
straints (6b)-(6c) limit the transmit power per-user and the
total downlink power, while constraints (6d)-(6g) ensure that
the analog beamformers and combiners have unitary modulus.
Finally, constraint (6h) limits the analog elements to belong to
the finite-size quantization set. The optimization problem (6)
is mixed-integer nonconvex, which is a well-known class of
problems with high complexity and computational intractabil-
ity. Hence, obtaining a solution to such class of problems is
highly nontrivial, and even heuristics are complicated due to
the coupling between uplink and downlink.

In order to solve the problem (6), we build on and extend
the equivalence between weighted sum rate maximization and
WMMSE minimization [17]. To this end, let us first define the
mean squared error of the received symbol by uplink user as:

Eu =
∣∣1− qH

uhuwu

∣∣2 + qH
uΨuqu, (7a)

Ed =
∣∣1− vH

d hH
d fd

∣∣2 + |vd|2 ψd. (7b)

We can define the WMMSE optimization problem using
weights ρu and ρd in a slightly modified objective function
that includes the mean squared error as

minimize
{ρu,ρd},{FRF,fBB

d },

{wRF
u ,wBB

u },{vRF
d ,vBB

d }
{QRF,qBB

u }

(ρuEu − log(ρu)) + (ρdEd − log(ρd))

(8a)

subject to constraints (6b)-(6h). (8b)

The problem (8) is equivalent to the problem (6), in the sense
that the global optimal solutions to optimization variables
provided by the problem (8) are the same as the ones provided
by the problem (6) [32].

IV. LOWRES: SOLUTION APPROACH USING PENALTY

DUAL DECOMPOSITION

To solve the problem (8), we resort to the recently proposed
method of PDD [18]. Such a method can be understood as a

generalization of the common block coordinate descent [33]
and block successive upper-bound minimization [34] to non-
convex non-smooth functions subject to coupling constraints.
Specifically, the PDD solution approach is a double-loop iter-
ative algorithm, which employs in the inner loop iterations to
solve a nonconvex augmented Lagrangian problem up to some
accuracy. In the outer loop, PDD updates the dual variables
and a penalty parameter related to the coupled constraints.
However, employing PDD to the problem (8) is highly non-
trivial, because the variables containing analog and digital
components at the base station and uplink users are coupled
through constraints (6b)-(6c).

In order to apply the PDD method to the problem (8), let
us define auxiliary variables zu =wu and zd = fd for uplink
and downlink, respectively. We can now give the modified
WMMSE problem as

minimize
{zu,zd},{ρu,ρd}

{FRF,fBB
d },{wRF

u ,wBB
u }

{vRF
d ,vBB

d },{QRF,qBB
u }

(ρuEu − log(ρu)) + (ρdEd − log(ρd))

(9a)

subject to tr
(
zdzH

d

) ≤ P d
max, (9b)

zuz
H
u ≤ Pu

max, (9c)

zd = FRFfBB
d , (9d)

zu = wRF
u wBB

u , (9e)

constraints (6d)-(6h).

With constraints (9d)-(9e), the problem (9) still has coupling
constraints. However, we can now use the framework of
PDD to overcome this problem by using a suitably defined
augmented Lagrangian formulation of the problem (9). To
this end, let us define δ as the unique penalty parameter for
both the uplink and the downlink constraints, and λu, λd as
the Lagrangian multipliers related to the uplink and downlink
precoders. Moreover, let us define the regularization terms in
the uplink and downlink as

1
2δ

∣∣zu − wRF
u wBB

u + δλu

∣∣2 , 1
2δ

∥∥zd − FRFfBB
d + δλd

∥∥
2
.

(10)

Using this notation, we can now define the regularized
WMMSE problem as:

minimize
{zu,zd},{ρu,ρd}

{FRF,fBB
d },{wRF

u ,wBB
u }

{vRF
d ,vBB

d },{QRF,qBB
u }

(ρuEu − log(ρu)) + (ρdEd − log(ρd))

+
1
2δ

∣∣zu − wRF
u wBB

u + δλu

∣∣2
+

1
2δ

∥∥zd − FRFfBB
d + δλd

∥∥
2

subject to constraints (9b)-(9c),

constraints (6d)-(6h). (11a)

Notice that the problem (11) has separate constraints for
each variable, which allows us to solve it using common block
coordinate descent iterative solutions. Due to the use of PDD
and block coordinate descent, the interdependencies between
the blocks are solved in an iterative manner. This permits us to
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separate the problem into blocks of variables, and iteratively
solve them in a predetermined order, which can be sequential
or probabilistic. Based on the current variables, we separate
the problem into 6 blocks as:

1) WMMSE weights: {ρu, ρd}
2) Baseband combiners: {qBB

u , vBB
d }

3) Baseband precoders: {wBB
u , fBB

d }
4) Auxiliary variables: {zu, zd}
5) Analog combiners: {vRF

d ,QRF}
6) Analog precoders: {wRF

u ,FRF}.
The blocks are separated in the order above for clarity,
and to exploit the structure of problem (11). In addition,
the WMMSE weights and the variables within each block are
solved separately. In the following subsections, we discuss the
solution for each block in details.

A. WMMSE Weights Block

Under fixed precoders, combiners and auxiliary variables,
the problem (11) is unconstrained and jointly convex in the
weights ρu, ρd. Accordingly, we can find the optimal weights
by differentiating (11a) with respect to either ρu or ρd, and
setting to zero. Therefore, the optimal weights are

ρu = E−1
u , ρd = E−1

d . (12)

B. Baseband Combiners Block

For this block, we solve the problem considering variable
qBB

u and all others fixed. Notice that qBB
u appears only in the

mean squared error expression (7) within qu, and to simplify
we first write the objective function with respect to qu as

g(qu) = ρu

(∣∣1− qH
uhuzu

∣∣2 + qH
uΦuqu

)
,

= ρuqH
u

(
|zu|2 huhH

u + Ψu

)
qu − 2ρu Re

{
qH

uhuzu

}
,

where the constant terms are not included in the expression
above. Since qu =QRFqBB

u , after the substitutions the objective
function in terms of qBB

u is

g(qBB
u ) = ρuqBBH

u

[
|zu|2 QRFH

huhH
uQRF+QRFH

ΨuQRF
]
qBB

u

− 2ρu Re
{
qBBH

u QRFH

huzu

}
. (14a)

Notice that g(qBB
u ) is a convex function of qBB

u because
the associated matrix in the quadratic form remains positive
semidefinite when taking the dot product with the analog
combiner QRF. Accordingly, we can write the unconstrained
optimization uplink baseband combiner problem as

minimize
qBB

u

g(qBB
u ). (15)

The problem (15) is convex and can be solved in closed form
by obtaining qBB�

u that makes the derivative zero. Notice that
the derivatives are taken with respect to complex numbers,
and we therefore use the necessary definitions from [35,
Chapter 4]. Thus, the optimum combiner qBB�

u is

qBB�

u =
[
|zu|2 QRFH

huhH
uQRF + QRFH

ΨuQRF
]−1

QRFH

huzu.

(16)

For the downlink baseband combiner, vBB
d , we consider all

the other variables fixed and analyse the problem in a similar
manner. The objective function can be written as

g(vd) = ρd

(∣∣1− vH
d hH

dzd

∣∣2 + vH
dψuvd

)
, (17a)

= ρdv
H
d

(
hH

dzdzH
dhd + ψd

)
vd − 2ρd Re

{
vH

d hH
dzd

}
.

(17b)

Since vd = vRF
d vBB

d , the objective function in terms of vBB
d is

g(vBB
d ) = ρdv

BBH

d

∣∣vRF
d

∣∣2 [
hH

dzdzH
dhd + ψd

]
vBB

d

− 2ρd Re
{
vBBH

d vRFH

d hH
dzd

}
, (18a)

= ρdv
BBH

d

[
hH

dzdzH
dhd + ψd

]
vBB

d

− 2ρd Re
{
vBBH

d vRFH

d hH
dzd

}
. (18b)

The objective function g(vBB
d ) is convex because the scalar

in the quadratic form is positive. Therefore, we formulate
the unconstrained minimization downlink baseband combiner
problem as

minimize
vBB

d

g(vBB
d ). (19)

We can solve the problem (19) in closed form using complex
derivatives in a similar manner [35], whose optimal solution
vBB�

d is

vBB�

d =
vRFH

d hH
dzd

hH
dzdzH

dhd + ψd
. (20)

C. Baseband Precoders Block

Let us first evaluate the optimal uplink baseband pre-
coder wBB

u . Assuming all other variables as constant, wBB
u

appears only in the uplink regularization term (10), which
implies that we can write the objective function as

g(wBB
u ) =

1
2δ

∣∣zu − wRF
u wBB

u + δλu

∣∣2 , (21a)

=
1
2δ

(∣∣wBB
u

∣∣2 ∣∣wRF
u

∣∣2 − 2 Re
{
wRFH

u (zu + δλu)
})
,

(21b)

=
1
2δ

(∣∣wBB
u

∣∣2 − 2 Re
{
wRFH

u (zu + δλu)
})
. (21c)

The objective function g(wBB
u ) is convex because the scalar

in the quadratic form is 1, which is positive. Accordingly,
we formulate the unconstrained minimization problem for the
uplink baseband precoder as

minimize
wBB

u

g(wBB
u ). (22)

We can solve the problem (22) in closed form using complex
derivatives in a similar manner [35], whose optimal solution
wBB�

u is

wBB�

u = (wRF
u )−1(zu + δλu). (23)
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The downlink baseband precoder fBB
d is present only in the

regularization term. When assuming all other variables fixed,
the objective function can be written as

g(fBB
d ) =

1
2δ

∥∥zd − FRFfBB
d + δλd

∥∥
2
,

=
1
2δ

[
fBBH

d FRFH

FRFfBB
d

− 2 Re
{
fBBH

d FRFH

(zd + δλd)
} ]

.

The objective function g(fBB
d ) is convex because the matrix in

the quadratic form is the product between the analog precoder
and its Hermitian form, which is positive semidefinite. Hence,
we formulate the unconstrained minimization problem for the
downlink baseband precoder as

minimize
fBB
d

g(fBB
d ). (25)

We can solve the problem (25) in closed form using complex
derivatives [35], whose optimal solution fBB�

BS is

fBB�

BS = F+
RF(zd + δλd), (26)

where A+ denotes the pseudo-inverse of matrix A.

D. Auxiliary Variables Block

For the auxiliary variable in the uplink, zu is present in the
uplink and downlink mean squared error expressions, and in
the uplink regularization term. With this, the objective function
can be written as

g(zu) = ρu

(∣∣1− qH
uhuzu

∣∣2) +
1
2δ

∣∣zu − wRF
u wBB

u + δλu

∣∣2 ,
(27a)

= zH
uMuzu − 2 Re

{
zH

u lu
}
, (27b)

where Mu and Lu are the quadratic and linear terms in g(zu)
defined as

Mu = ρuhH
uquqH

uhu +
1
2δ
, (28a)

lu = ρuhH
uqu +

1
2δ

(
wRF

u wBB
u − δλu

)
. (28b)

Notice that Mu is positive, which implies that g(zu) is a
convex function. With this, we can write the constrained
optimization problem for uplink auxiliary variable as

minimize
zu

zH
uMuzu − 2 Re

{
zH

u lu
}

(29a)

subject to zuz
H
u ≤ Pu

max. (29b)

We can solve the problem (29) in closed form using
Lagrangian duality. From KKT conditions, we can obtain the
optimal z�

u as

z�
u =

lu
Mu + φu

, (30)

where φu is the Lagrangian multiplier associated with con-
straint (29b), which can be found using bisection method along
with constraint (29b) as

|lu|2
(Mu + φu)2

= Pu
max. (31)

The auxiliary variable in the downlink can be written
in terms of the uplink and downlink mean squared error
expressions, and in the downlink regularization term. Thus,
the objective function is

g(zd) = ρu

[
qu

(
HSIzdzH

dHH
SI

)
qH

u

]
+ ρd

∣∣1− vH
d hH

dzd

∣∣2
+

1
2δ

∥∥zd − FRFfBB
d + δλd

∥∥
2
, (32a)

= zH
dMdzd − 2 Re

{
zH

d ld
}
, (32b)

where Md and ld are the quadratic and linear terms in g(zu)
defined as

Md = ρuHH
SIquqH

uHSI + ρd |vd|2 hdhH
d +

1
2δ

IMTx , (33a)

ld = ρdvdhd +
1
2δ

(
FRFfBB

d − δλd

)
. (33b)

Notice that Md is positive semidefinite, which implies that
g(zd) is a convex function according to Eq. (32b). Therefore,
we can write the constrained optimization problem for down-
link auxiliary variable as

minimize
zd

zH
dMdzd − 2 Re

{
zH

d ld
}

(34a)

subject to tr
(
zdzH

d

) ≤ P d
max. (34b)

Similarly, we can solve the problem (34) in closed form using
Lagrangian duality. From KKT conditions, we can obtain the
optimal z�

d as

z�
d = (Md + φdIMTx)

−1 ld, (35)

where φd is the Lagrangian multiplier associated with con-
straint (34b), which can be found using bisection method along
with constraint (34b) as

lH
d (Md + φdIMTx)

−2 ld = P d
max. (36)

E. Analog Combiners Block

The analog combiner in the uplink is located at the base sta-
tion and is represented by QRF, which is present in the uplink
mean squared error expression. From Eq. (14a) and using some
trace properties, we can write the objective function as

g(qu) = ρuqBBH

u

[
|zu|2 QRFH

huhH
uQRF + QRFH

ΨuQRF
]
qBB

u

− 2ρu Re
{
qBBH

u QRFH

huzu

}
,

= tr
(
QRFH

JQQRFKQ

)
− 2 Re

{
tr

(
QRFH

NQ

)}
,

where matrices JQ, KQ, and NQ are defined as

JQ = ρu

(
|zu|2 huhH

u + Ψu

)
, (38a)

KQ = qBB
u qBBH

u , NQ = ρuzuhuqBBH

u . (38b)

We can write the constrained optimization problem for the
uplink analog combiner as

minimize
QRF

tr
(
QRFH

JQQRFKQ

)
− 2 Re

{
tr

(
QRFH

NQ

)}

(39a)

subject to
∣∣[QRF]r,s

∣∣ = 1 ∀(r, s), (39b)

QRF ∈ A. (39c)
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Unfortunately, solving the problem (39) is still non-trivial due
to the constraints for each matrix entry (39b). Then, we need
to write the objective function in terms of the matrix entry
[QRF]r,s. To write the problem (39) in this form, we follow
the steps from [36, Appendix B]. The problem in scalar form
can be written as

maximize
[QRF]r,s

Re
{
bH
r,s[Q

RF]r,s
}

(40a)

subject to
∣∣[QRF]r,s

∣∣ = 1 ∀(r, s), (40b)

QRF ∈ A, (40c)

where the scalar br,s is defined as

br,s = [JQ]r,s[QRF]r,s[KQ]s,s − [JQQRFKQ]r,s + [NQ]r,s.
(41)

Notice that the problem (40) is combinatorial, and to solve
it we use exhaustive search in quantization set A for the
quantization step that maximizes the objective function (40a).
For low-resolution phase shifters, set A has small cardinality
and search within the set is not computationally expensive.
The entries of the analog combiner QRF need to be iteratively
updated, which implies that the block is the entry and not
the matrix itself. Because of this, the algorithmic procedure
in [36, Algorithm 4] is required to obtain the matrix QRF

from the updates of the entries [QRF]r,s.
Similarly, the analog combiner in the downlink vRF

d is
present only in the downlink mean squared error expression in
Eq. (7). Using Eq. (18b), we can rewrite the objective function
as

g(vRF
d ) = ρdv

BBH

d

[
hH

dzdzH
dhd + ψd

]
vBB

d

− 2ρd Re
{
vBBH

d vRFH

d hH
dzd

}
, (42a)

= −2ρd Re
{(

vBBH

d hH
dzd

)H
vRF

d

}
. (42b)

Hence, the constrained optimization problem for the downlink
analog combiner is

maximize
vRF

d

Re
{(

vBBH

d hH
dzd

)H
vRF

d

}
(43a)

subject to
∣∣vRF

d

∣∣ = 1, (43b)

vRF
d ∈ A. (43c)

Similar to the problem (40), the optimization problem (43)
is combinatorial. We solve it globally using one-dimensional
exhaustive search, i.e., search within A the optimal analog
combiner vRF�

d that maximizes the objective function (43a).
Differently from the problem (40), vRF

d is scalar and it is not
necessary to iterate over the solution of problem (43a).

F. Analog Precoders Block

The analog precoder in the uplink wRF
u is present only in

the regularization term (10). Then, the objective function can

be written as

g(wRF
u ) =

1
2δ

∣∣zu − wRF
u wBB

u + δλu

∣∣2 , (44a)

=
1
2δ

[ ∣∣wRF
u

∣∣2 ∣∣wBB
u

∣∣2 − 2 Re
{
(zu + δλu)H wRF

u

}]
,

(44b)

=
−1
δ

Re
{

(zu + δλu)H
wRF

u

}
, (44c)

where we used the fact that
∣∣wRF

u

∣∣ = 1. We can now formulate
the constrained optimization problem for the uplink analog
precoder as

maximize
wRF

u

Re
{
(zu + δλu)H

wRF
u

}
(45a)

subject to
∣∣wRF

u

∣∣ = 1, (45b)

wRF
u ∈ A. (45c)

Similar to the downlink analog combiner, we can use
one-dimensional exhaustive search to obtain the optimal ana-
log precoder wRF�

u that maximizes the objective function (45a).
For the analog precoder in the downlink, FRF is present

only in the regularization term. Accordingly, we can write the
objective function as

g(FRF) =
1
2δ

∥∥zd − FRFfBB
d + δλd

∥∥
2
,

=
1
2δ

[
tr

(
FRFH

FRFKF

)
− 2 Re

{
tr

(
FRFH

NF

)}]
,

where matrices KF and NF are defined as

KF = fBB
d fBBH

d , NF = (zd + δλd) fBBH

d . (47)

Accordingly, we can write the constrained optimization prob-
lem for the downlink analog precoder as

minimize
FRF

tr
(
FRFH

FRFKF

)
− 2 Re

{
tr

(
FRFH

NF

)}
(48a)

subject to
∣∣[FRF]r,s

∣∣ = 1 ∀(r, s), (48b)

FRF ∈ A. (48c)

Using the same steps from [36, Appendix B] that we used
in the uplink analog combiner, we rewrite the objective func-
tion (48a) in terms of the scalar [FRF]r,s. The problem in scalar
form can be written as

maximize
[FRF]r,s

Re
{
cH
r,s[F

RF]r,s
}

(49a)

subject to
∣∣[FRF]r,s

∣∣ = 1, ∀(r, s), (49b)

FRF ∈ A, (49c)

where scalar cr,s is defined as

cr,s = [FRF]r,s[KF ]s,s − [FRFKF ]r,s + [NF ]r,s. (50)

Similar to the uplink analog combiner, the entries of the analog
precoder FRF need to be iteratively updated. The algorithmic
procedure in [36, Algorithm 4] is also necessary to obtain the
matrix FRF from the updates of the entries [FRF]r,s.
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G. Summary of the Algorithmic Solution

We use the framework of PDD to propose a solution for
the problem (8), which is termed LowRes. In order to present
the summary of our solution LowRes in algorithmic format,
we need more definitions.

Let us define π as the vector composed of all blocks:

π =
(
{zu, zd}, {ρu, ρd}, {FRF, fBB

d }, {wRF
u , wBB

u },
{vRF

d , vBB
d }, {QRF,qBB

u }
)
.

We define the constraint violations for uplink and downlink as

hu(π) = zu − wRF
u wBB

u , hd(π) = zd − FRFfBB
d . (51)

In addition, the augmented Lagrangian function of prob-
lem (11) is defined as

L(π) = f(π) + λuhu(π) + λT
d hd(π), (52)

where f(π) is the objective function of problem (11).

Algorithm 1 LowRes Algorithm
1: Input: π,hu,hd,HSI,δ, λu,λd, η, ε, ν, θ1, θ2κh, κL, k, n
2: while κh(k) < ν do
3: while κL(n) < ε(n) do
4: Generate random vector ζ(n) with indices of blocks to

update
5: Update blocks (see Sections IV-A-IV-F) based on the

ordering ζ(n)
6: Evaluate Eu(n) and Ed(n) (see Eqs. (7))
7: Evaluate the objective function f(n) of problem (11)
8: Evaluate the augmented LagrangianL(n) (see Eq. (52))
9: κL(n+ 1)←|(L(n)− L(n− 1)) /L(n− 1)|

10: n← n+ 1
11: end while
12: ε(k + 1)← θ2ε(k)
13: Evaluate constraint violations for uplink and downlink

(see Eq. (51))
14: κh(k)← max {‖hu(π(n))‖∞ , ‖hd(π(n))‖∞}
15: if κh(k) < η(k) then
16: λu(k + 1)← λu(k) + 1

δ(k)hu(π(n))
17: λd(k + 1)← λd(k) + 1

δ(k)hd(π(n))
18: δ(k + 1)← δ(k)
19: η(k)← θ1 min {‖hu(π(n))‖∞ , ‖hd(π(n))‖∞}
20: else
21: λu(k + 1)← λu(k) and λd(k + 1)← λd(k)
22: δ(k + 1)← θ2δ(k)
23: end if
24: k ← k + 1
25: end while
26: Output:

Due to PDD, LowRes is a double-loop iterative approach in
which the algorithmic approach is presented in Algorithm 1.
As input, LowRes initializes the necessary variables such as
the block variables π, the Lagrange multipliers λu and λd,
and necessary CSI of uplink, downlink, and self-interference
channels. In addition, notice that LowRes runs in a centralized

manner at the base station. Then, it starts the inner loop (see
Line 3) and generates randomly the order to update the blocks
(see Lines 4-5). After the updates, the mean squared error
for uplink/downlink, the objective function of problem (11a),
and the augmented Lagrangian are evaluated (see Lines 6-8).
Afterwards, the relative augmented Lagrangian is evaluated
and the number of iterations is increased (see Lines 9-10).
Notice that the relative augmented Lagrangian is used as
stopping criteria for the inner loop, but it can also include
a maximum number of iterations. After the inner loop has
finished, the threshold is updated (see Line 12).

In the outer loop, LowRes evaluates the constraint violations
for the uplink/downlink, which is then used to obtain the
maximum constraint violation including all uplink/downlink
variables (see Lines 13-14). If the constraint violation is lower
than a threshold, λu,λd are increased, δ remains the same,
and the threshold is updated (see Lines 16-19). Otherwise,
the penalty parameter δ is diminished while λu,λd remain
the same (see Lines 21-22).

For the initial optimization parameters necessary for PDD,
such as δ(0), λu(0), λd(0), η, ε(0), ν(0), θ1, θ2, see
Table I. For further details about the termination conditions
for PDD, see [18, Section V.B].

V. ANALYSIS OF THE SOLUTION APPROACH

To show the theoretical guarantees of our proposed solution,
we establish the fundamental properties of Algorithm 1 in
terms of convergence, and complexity, and discuss how to
obtain the necessary CSI.

A. Convergence

Algorithm 1 summarizes the steps necessary to obtain a
solution to the problem (8). The convergence to station-
ary points, the best that can be established for nonconvex
problems, cannot be guaranteed to the problem (8) due to
the quantized phase shifters that make the problem mixed-
integer nonlinear. Nevertheless, we benchmark our solution in
Section VI against the optimal solution to the problem (8),
which is the one with infinite resolution phase shifters. With
infinite resolution phase shifters, Algorithm 1 is guaranteed to
converge to a stationary point of the problem (8).

Theorem 1: Let {πn} be the sequence generated by the
updates of the variable π composed of all blocks generated
by Algorithm 1 and Lagrange multipliers λu, λd. Then,
every limit point π of {π(n)} is a stationary point of the
problem (8) and KKT conditions hold at the limit points
λu,λd of λu(k), λd(k).

Proof: See Appendix.
The proposed LowRes solution approach using PDD is used

to obtain a suboptimal solution to the problem (8). Due to the
combinatorial nature of the analog precoder/combiners, PDD
cannot guarantee a-priori convergence to a stationary point of
the problem (8). Nevertheless, the numerical results section
show that its usage with low-resolution phase shifter is close
to the optimal solution that has infinite resolution.
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B. Complexity

In the complexity analysis of Algorithm 1, we need to
take into account the computational complexity of the blocks
involved. We will neglect low complexity operations such
as matrix multiplication, bisection, since their effect on
the overall complexity is marginal. The baseband combiner
qBB

u and baseband precoder fBB
d are solved using Eqs. (16)

and (26), and the most computationally demanding oper-
ation is the matrix inversion that has overall complexity
O (

M3
RF

)
. The auxiliary downlink variable zd is solved using

Eq. (35), and the most computationally demanding oper-
ation is the matrix inversion that has overall complexity
O (

M3
Tx

)
. The analog combiner QRF and precoder FRF are

solved by problems (40) and (49). Note that both problems
are solved iteratively via [36, Algorithm 4], which in our
case with low-resolution phase shifter has overall complexity
O (

I1MTxMRF
(
MTxMRF + 2Nb

))
, where I1 is the number of

iterations used to solve the iterative problem. For simplicity,
we can assume that solving problems (40) and (49) have
similar complexity when MTx =MRx and the same number
of iterations.

Overall, the complexity of Algorithm 1 can be sum-
marized as O (

IPDDIrBSUM
(
I1MTxMRF

(
MTxMRF + 2Nb

)))
,

where IPDD and IrBSUM represent the number of outer and
inner loop iterations.

C. CSI Acquisition

We consider that LowRes is run in a centralized manner at
the base station and that the base station is the coordinator
of the system and has knowledge of the CSI, which is also
in accordance with some works in the full-duplex mmWave
literature [20], [24]–[26]. The full-duplex base station can
employ similar CSI acquisition techniques as the ones pro-
posed and actually used in half-duplex large-scale antenna
(massive MIMO) systems, adopted to full-duplex operation.
One possibility is to employ uplink demodulation reference
signals (DMRS) transmitted by the user when it transmits.
To protect such uplink DMRS from self-interference, the base
station can refrain from transmitting (puncturing) in the down-
link in those particular time and frequency resources in which
the DMRS signal is carried. Such interference free reference
pilots enable the base station to acquire accurate channel
state information at the receiver. Then, similar to massive
MIMO systems operating in time division duplexing, this
channel state information at the receiver can be used as
channel state information at the transmitter when transmitting
in the downlink direction to the same user, provided that
uplink/downlink transmissions take place within the coherent
interval.

For the self-interference signal, channel estimation tech-
niques, specifically in the context of MIMO transceivers,
have been discussed and overviewed in [37, Section 2.4].
Some existing methods follow a data-aided approach to esti-
mate the self-interference channel by exploiting the knowl-
edge of the self-interference data; while other methods set
a training period during which only the transceiver itself is
transmitting, and thus receiving only the self-interference to

properly estimate the self-interference channel. In the full-
duplex massive MIMO scenario, the self-interference channel
estimation has been recently studied for relaying [38] and more
general scenarios [39] using pilot-aided methods. For the half-
duplex mmWave scenario, channel estimation techniques [40]
use the time-domain sparsity of the mmWave channel to
efficiently estimate the channel using few pilots. From the
works mentioned above [37]–[39], and the lack of works
on the self-interference channel estimation problem on full-
duplex mmWave scenarios, the channel estimation of the self-
interference signal must be examined further. However, we do
believe that the existing techniques indicate that estimating
the self-interference channel in full-duplex mmWave MIMO
systems is possible, albeit certainly with some overhead and
at the expense of some performance loss.

VI. NUMERICAL RESULTS AND DISCUSSIONS

In this section, we consider a single cell system operating
in the pico-cell scenario [41]. The total number of antennas
at the base station varies between MBS = 8, . . . , 128, and
the number of RF chains at the base station varies between
MRF = 2, . . . , 4. We assume that the antennas are separated
between transmitter and receiver, i.e., when the base station
has 64 antennas, half is dedicated to transmission and the
remaining half to reception. We assume that the total self-
interference cancellation, including propagation and digital
domain, of 20 log10 σSI dB reduces the received power by
−20 log10 σSI dB, e.g., a total self-interference cancellation of
25 dB accounts for a power reduction of 25 dB. We assume
a scenario with a strong line of sight component for the self-
interference signal, i.e., high Kr. This is in accordance with
mmWave communications and also outdoor scenarios in full-
duplex communications.

We assume that the transmitted power at the base sta-
tion is 24 dBm, and the noise power floor is approximately
−70 dBm. Notice that the noise floor is much higher in
mmWave than sub-6 GHz, in which we assume a subcarrier
spacing of 60 kHz with 12 subcarriers in a resource block and
noise figure of 13 dB [41], [42]. To analyse the link budget
in full-duplex mmWave, we need to take into account the
ADC dynamic range and the self-interference signal above
the noise floor. The ADC dynamic range level depends on
the number of bits at the ADC, and therefore, the necessary
propagation domain self-interference cancellation level varies
with the ADC. If we consider a propagation domain self-
interference cancellation of 60 dB, it implies that the self-
interference at the base station will be 24 − 60 − (−70) =
34 dB above the noise floor. Assuming an ADC with an
effective 8 bit resolution similar to [43], the dynamic range is
approximately 36 dB using the equation 6.02(8− 2) dB in [7].
If a higher resolution ADC with an effective 11 bit resolution
is used [7], the dynamic range is approximately 54 dB. With
this dynamic range level, a propagation domain cancellation
of 40 dB provides a self-interference at the base station that is
24−40−(−70) = 54 dB above the noise floor, which does not
saturate the ADC. To this end, the propagation domain self-
interference cancellation has to be sufficient to guarantee that
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TABLE I

SIMULATION PARAMETERS

the ADC is not saturated. Afterwards, it is possible to bring
the self-interference to the noise floor using the additional self-
interference cancellation with digital cancellation techniques
and beamforming.

In some of our numerical results, we are very conservative
assuming only a total of up to 25 dB self-interference can-
cellation before the use of beamforming at the transmitter to
further mitigate self-interference. With such a harsh (conserva-
tive) environment to full-duplex communications, we analyse
LowRes and half-duplex systems using only low resolution
phase shifters for different number of antennas and RF chains.
In addition, we analyse self-interference cancellation values
ranging from 60 dB, i.e. high total self-interference cancella-
tion, to 5 dB, i.e. very low total self-interference cancellation.
Indeed, with proper propagation domain self-interference can-
cellation values and proper ADC resolution, the antennas will
not be saturated due to the dynamic range of the ADC. Nev-
ertheless, higher, i.e. less conservative, total self-interference
cancellation values will reinforce the validity of our analysis
and provide further gains to full-duplex communications.

To evaluate the performance of the proposed algorithmic
solution in this environment, we use the rudimentary network
emulator as a basic platform for system simulations [44] and
extend it to full-duplex cellular networks. The full simulation
environment is specified in Table I.

Section VI-A analyses the optimality gap between the
LowRes with single and multiple quantization bits against the
optimal solution of the problem (11) that uses infinite resolu-
tion in LowRes. Moreover, we also show the convergence iter-
ations of LowRes using a single bit and explain why using it
works so close to the optimal solution with infinite resolution.
In the following, we compare the performance of the proposed
algorithm in three distinct scenarios: self-interference limited,
different number of RF chains and antennas at the base station.
In Section VI-B, we assume the scenario is self-interference
limited, the total self-interference cancellation varies from high
σSI to low such that the performance limiting factor is the
self-interference. In Section VI-C, we assume a different
number of RF chains and antennas at the base station such
that the performance limiting factor is either the RF chain or
the number of antennas.

Fig. 3. Convergence of the sum spectral efficiency, assuming 64 antennas at
base station and total self-interference cancellation of 25 dB. Fast and smooth
convergence, and 1-bit phase shifter has a similar sum spectral efficiency than
other higher quantization bits solution.

Fig. 4. The cumulative distribution function of the sum spectral efficiency.
Notice that 1-bit phase shifter is close to the infinite resolution phase shifter.

A. Analysis of Optimality and Quantization Gap

First, we show the convergence of the LowRes to solve the
problem (11). Figure 3 shows the sum spectral efficiency and
the number of outer loop iterations while assuming 64 anten-
nas and 4 RF chains at the base station, and a total self-
interference cancellation of 25 dB. Notice that using infinite
phase shifter resolution outperforms all low-resolution phase
shifter. Nevertheless, just 1-bit phase shifter achieves a slightly
higher sum spectral efficiency than all the other number of
bits. Overall, the convergence of the LowRes for different
quantization bits is fast and smooth.

For the same simulation scenario as before, Figure 4 shows
the cumulative distribution function of the sum spectral effi-
ciency for different quantization bits in the phase shifters. The
optimal solution, infinite resolution, outperforms all the others
but the optimality gap between them is small. Specifically,
the relative performance gap between the 1-bit phase shifter
and infinite is approximately 8 % at the 50-th percentile.
Therefore, using a single quantization bit is already close to the
optimal solution with infinite resolution at the phase shifters.

To better understand the difference between 1-bit and
infinite resolution phase shifter, in Figure 5 we analyse its
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Fig. 5. Histogram for the real and complex amplitudes of the analog precoder FRF.

statistical characteristics by showing the histogram for real
and complex amplitude of analog precoder FRF for 100 Monte
Carlo snapshots. Analysing the histogram, the real and com-
plex amplitude of the analog precoder FRF follow a standard
beta distribution, provided that we change the scale to the
interval [0, 1]. For the infinite resolution, the parameters of the
beta distribution a and b are close to 0.5. As the number of bits
decreases from 6 to 1, the parameters converge to 0 and lead
to two peaks at the extreme points. Interestingly, the infinite
resolution and 1-bit phase shifter have a high concentration of
values at the extreme points. This behaviour is explained by the
fact that the beta distribution converges to a 2-point Bernoulli
distribution with equal probability in the extreme points when
parameters a, b go to zero. Hence, the elements of the analog
precoder FRF are concentrated in the extremes for real and
complex values (beta distribution with a = b = 0.5), and as
the number of bits decreases the concentration increases such
that the concentration becomes equally divided in the extremes
(2-point Bernoulli distribution).

Insight 1: The real and complex amplitude of the analog
precoder/combiner follows a beta distribution with a=b=0.5,
which have a high concentration in the extreme values. With
just 1-bit phase shifter, the concentration is equally divided
in the extreme. Hence, such intrinsic behaviour of the analog
precoder/combiner helps to explain why the performance of
the 1-bit phase shifter is close to that of infinite resolution.

B. Analysis of Self-Interference

In a system with 64 antennas and 4 RF chains, we com-
pare the performance of the proposed LowRes with different
numbers of quantization bits at the phase shifter and total
self-interference cancellation ranging from 60 dB to 5 dB with
diminishing steps of 5 dB. Notice that we include the total self-
interference cancellation of 25 dB used in other results in the
paper, but we analyse herein more and less conservative self-
interference cancellation values. To benchmark our proposed
full-duplex LowRes solution, we simulate the half-duplex
optimal solution using infinite resolution.

Figure 6 shows that with 25 dB of total self-interference
cancellation, the relative difference between 1-bit and infi-
nite resolution phase shifter is approximately 12 % while
using 6-bits is approximately 3 %. With 60 dB of total

Fig. 6. Average sum spectral efficiency versus the total self-interference
cancellation, including propagation and digital domain before beamforming.
For higher self-interference cancellation values, such as 60 dB, 1 quantization
bit outperforms half-duplex by 56%.

self-interference cancellation, the relative difference between
1-bit and infinite resolution phase shifter remains the same,
approximately 12 %, whereas with 6-bits it is approximately
4 %. Hence, we notice that the full-duplex gains increase for
all the phase shifter resolutions and that the difference among
the phase shifter resolutions do not increase much with a
decrease in the total self-interference cancellation. Using just
1-bit phase shifter, the gains compared to half-duplex increase
from 29 % when assuming 25 dB of total self-interference
cancellation, to 56 % when assuming 60 dB of total self-
interference cancellation. For the infinite resolution, the full-
duplex gains increase from 47 % to 77 % when improving
the total self-interference cancellation from 25 dB to 60 dB.
Clearly, the 1-bit phase shifter is sufficient to outperform
half-duplex in this scenario. As expected, when the total self-
interference cancellation decreases, the performance of all
full-duplex schemes decreases. Nevertheless, even with very
low self-interference cancellation, e.g. 5 dB, 1-bit phase shifter
still outperforms half-duplex by approximately 10 %.

Figure 7 shows the average spectral efficiency for the uplink
and downlink users. Figure 7a shows a sharp decrease in
the average spectral efficiency for all LowRes solutions using
infinite or quantized phase shifter resolutions. For example,
comparing 60 dB and 5 dB for self-interference cancellation,
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Fig. 7. Average spectral efficiency in the uplink and downlink. Notice that
the impact of the self-interference cancellation assumed before beamforming
is much higher in the uplink than in the downlink.

infinite resolution loses approximately 60 % of its perfor-
mance; whereas comparing between 25 dB and 5 dB, the loss
is approximately 6 %. Meanwhile, the 1-bit phase shifter
loses approximately 115 % of its performance. In comparison,
Figure 7b shows for different infinite or quantized phase shifter
resolutions a slight decrease in the average spectral efficiency
only when the self-interference cancellation gets lower. For
example, infinite resolution loses approximately 6 % of its
performance when comparing self-interference cancellation
between 60 dB and 5 dB; whereas the 1-bit phase shifter loses
approximately 6 %. Hence, the impact of the quantization
in the phase shifter increases with a decrease in the self-
interference cancellation capability, specially for uplink users.

Insight 2: The 1-bit phase shifter is sufficient to
outperform half-duplex for scenarios with low and high total
self-interference cancellation. Moreover, low total self-
interference cancellation values brings more losses in the
spectral efficiency, specially to uplink users, when the number
of quantization bits in the phase shifter is small.

Moreover, our proposed solution, LowRes, is also able to
mitigate part of the self-interference while aiming to maxi-
mize the sum spectral efficiency. To illustrate this feature of
LowRes, we evaluate the self-interference cancellation due to
beamforming in the proposed solution, which can be defined
in the linear domain as∥∥∥HSI

√
P d

max

∥∥∥2

F

‖qH
uHSIfd‖22

, (53)

where the numerator indicates the transmitted self-interference
power without beamforming, and the denominator indicates
the received self-interference power after the beamforming
solution with LowRes. Notice that the term in the numerator
stands for the transmitted self-interference signal without
beamforming, whereas the term in the denominator is present
in the uplink signal-to-interference-plus-noise ratio in Eq. (3).
Figure 8 illustrates the self-interference cancellation due to
beamforming in the logarithmic scale, as defined in Eq. (53),
averaged over 100 Monte Carlo iterations and assuming a
propagation and digital self-interference cancellation of 25 dB.
Notice that LowRes using infinite phase shifter resolution
achieves the highest self-interference cancellation, approx-
imately 78 dB. Conversely, as the number of bits in the
phase shifter decreases from 6 to 1, the self-interference

Fig. 8. The self-interference cancellation gain due to beamforming with total
self-interference cancellation of 25 dB. Notice that 1-bit phase shifter provides
a beamforming gain in the self-interference cancellation of approximately
44 dB, whereas LowRes with infinite phase shifter provides much higher
gains in the self-interference cancellation.

cancellation due to beamforming diminishes as well. This
large difference in the self-interference cancellation between
1-bit and infinite phase shifter resolution is due to the analog
beamformer/combiner, in which the 1-bit phase shifter is
not able to fully represent the infinite variations at each
component of the analog beamformer/combiner. Nevertheless,
LowRes, using just 1-bit phase shifter, is still able to cancel
approximately 44 dB. Hence, LowRes provides high self-
interference cancellation using beamforming and combining at
the transmitter and receiver, which help the interfering signal
to get even closer to the noise floor.

Insight 3: LowRes, using joint beamforming and
combining at the transmitter and receiver, improves the
assumed self-interference cancellation for low, e.g. 1-bit, and
high, e.g. 6-bits or infinite, phase shifter resolution.

C. Analysis of RF Chains and Antennas

In a system with 64 antennas and 25 dB of total
self-interference cancellation, we compare in Figure 9 the
performance of the proposed LowRes with different numbers
of quantization bits at the phase shifter and a different num-
ber of RF chains. Notice that the gap between infinite and
low-resolution bits phase shifter decrease with an increase in
the number of RF chains. This behaviour is explained due
to an increase in the dimension of the baseband (digital)
precoder/combiner. With additional dimensions, the digital
precoder/combiner is able to better compensate for the lack
of optimality, due to low-resolution phase shifters, in the
analog precoder/combiner. Moreover, all full-duplex solutions
are able to outperform half-duplex from 2 RF chains onwards.
From [12], it is desirable to have the number of RF chains
as twice the number of streams in order to achieve the
performance of the fully digital beamforming using hybrid
beamforming.

Insight 4: The performance of LowRes using
low-resolution increases with the number of RF chains.
From 2 RF chains onwards, using 1-bit is enough to
outperform half-duplex in terms of sum spectral efficiency.

To contrast with the analysis with RF chains, we compare
in Figure 10 the performance of the proposed LowRes with
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Fig. 9. Average sum spectral efficiency for a different number of RF chains at
the base station. The performance gap between infinite and 1-bit phase shifter
decreases with the number of RF chains due to an increase in the dimension
of the digital precoder/combiner.

Fig. 10. Average sum spectral efficiency for a different number of antennas
at the base station. The performance gap between infinite and 1-bit phase
shifter increases due to additional dimensions in the analog precoder matrix.

different numbers of quantization bits at the phase shifter and
different number antennas at the base station. Interestingly,
the gap between infinite and low-resolution bits phase shifter
increase with an increase in the number of antennas. With
more antennas, while having the same number of RF chains,
the digital precoder/combiner needs to compensate more the
optimality gap analog precoder/combiner with the same num-
ber of dimensions as before. Although the relative optimality
gap between the 1-bit phase shifter and infinite resolution is
14 % with 128 antennas, using 1-bit phase shifter has relative
gains with respect to half-duplex of approximately 21 %.

Insight 5: The performance of LowRes using
low-resolution increases with the number of antennas,
but the gap to the infinite resolution widens. Nevertheless,
the 1-bit phase shifter is still able to outperform half-duplex
systems for all the analyses number of antennas.

VII. CONCLUSION

In this paper, we considered the problem of hybrid beam-
forming with low-resolution phase shifters for full-duplex
mmWave communications using large-antenna arrays. Specif-
ically, our goal was to show that low-resolution phase

shifters suffice for full-duplex mmWave systems. Accordingly,
we formulated an optimization problem to maximize the sum
spectral efficiency of uplink and downlink users while consid-
ering practical aspects of mmWave transceivers. This problem
resulted in a mixed-integer nonlinear optimization problem,
which has high complexity. Due to the constant modulus
constraints and coupling in the hybrid precoding, we resorted
to weighted minimum mean square error equivalent formula-
tion and the framework of penalty dual decomposition. The
proposed solution LowRes uses double-loop iterative updates
and searches in a small cardinality set to obtain a near-optimal
solution.

The numerical results showed that the LowRes with
low-resolution phase shifters is close to the optimal infinite
resolution case in terms of sum spectral efficiency and that the
distribution of real and complex analog matrix elements follow
a beta distribution that helps to explain why low-resolution
phase shifters have a close performance to infinite resolution.
Across low and high total self-interference cancellation values,
we showed that 1-bit phase shifter already outperforms the
half-duplex transmission with infinite resolution; that LowRes
provides additional self-interference cancellation due to beam-
forming for low, such as 1-bit, and high, such as 6-bits or
infinite, phase shifter resolution, thus implying even 1-bit
phase shifters suffice for full-duplex mmWave communica-
tions. Furthermore, we showed that the performance gap
between low-resolution phase shifters and infinite resolution
diminishes with the number of RF chains; whereas the gap
increases with the number of antennas. Nevertheless, 1-bit
phase shifter continues to outperform half-duplex transmission
for high number of antennas and a small number of RF chains.

In the future, we intend to study the impact of
multiple-antennas at the user side along with low-resolution
analog-to-digital converters at the base station for full-duplex
millimeter wave communications. Moreover, the impact of
the channel estimation, specially the self-interference channel,
partial channel state information, and perfect synchronization
are interesting directions that need further investigation. Our
results motivate further experiments on full-duplex mmWave
communications that can realize the theoretical gains achieved
by the proposed LowRes solution, and make it even more
practical.

APPENDIX

PROOF OF THEOREM 1

We explain herein the necessary steps to prove Theorem 1.
The proof of convergence consists in using Theorem 3.1 and
Theorem 4.1 in [18]. Theorem 3.1 establishes that when using
an oracle to obtain the limit points π for π that satisfy
Robinson’s condition, PDD converges and along with λu,λd

for the Lagrange multipliers λu,λd, the points satisfy KKT
conditions. Meanwhile, Theorem 4.1 establishes the conver-
gence of random block successive upper-bound minimization,
the oracle assumed in Theorem 3.1, with probability one to the
set of stationary/KKT solutions. For Theorem 4.1, Robinson’s
condition are also required to hold at the limit points π.

Robinson’s condition is an optimality condition used to
establish the convergence to KKT solutions in nonlinear
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optimization, with possibly non-differentiable and nonconvex
objective function [18, Theorem 2.3]. Usually, Robinson’s
condition is difficult to verify and due to this we resort to
using the Mangasarian-Fromovitz constraint qualification [46,
Appendix C] that is equivalent to Robinson’s condition in
our case [18, Section V.A]. Specifically, for our problem the
Mangasarian-Fromovitz constraint qualification holds at π and
are easy to verify because 1) the equality constraint gradients
are linearly independent, and 2) there exists

(
dzd

,DFRF ,dfBB
d

)
such that dzd

−DFRFfBB
d −FRFdfBB

d
= 0 for the downlink and

a similar expression for the uplink.
Therefore, Theorems 3.1 and 4.1 hold because the

Mangasarian-Fromovitz constraint qualification are met for the
problem (8).
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