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Activity Recognition in Sensor Data Streams for
Active and Assisted Living Environments

Fadi Al Machot, Ahmad Haj Mosa , Mouhannad Ali, and Kyandoghere Kyamakya

Abstract— In active and assisted living environments, a major
service that can be provided is the automated assessment of
elderly people’s well-being. Therefore, activity recognition is
required to detect what types of help disabled persons need to
support them in their daily life activities. Unfortunately, it is still a
difficult task to estimate the size of the required window for online
sensor data streams to recognize a specific activity, especially
when new sensor events are recorded. This paper proposes
a windowing algorithm, which presents promising results to
recognize complex human activities for multi-resident homes. The
approach is based on the analysis of the sensor data to identify
the best fitting sensors that should be considered in a specified
window. Moreover, the second part of this paper proposes a
set of different statistical spatio-temporal features to recognize
human activities. In order to check the overall performance,
this approach is tested using the CASAS data set and artificially
generated laboratory data using our HBMS simulator. The results
show high performance based on different evaluation metrics
compared to other approaches. We believe that the proposed
windowing approach provides a good approximation of the
required window size in order to robustly detect human activities
in comparison to other windowing approaches.

Index Terms— Classification, support vector machines (SVMs),
activity recognition, windowing, active and assisted living
environments (AAL), smart homes.

I. INTRODUCTION

IN RECENT years, advances in machine learning and
pervasive computing technologies have opened the doors

for researchers to explore human behaviors in a more advanced
manner. Smart home environments are one of such appli-
cation domains where human activities are monitored by
modern technologies to assist the residents when required.
Hensel et al. [1] define smart home as a residence which is
equipped with technology to provide safety of residents and
their well-being. Modern technologies have provided state of
the art solutions to enhance the quality of independent living
for old or disabled people. Especially the smart homes do
enable this by providing a platform to deploy ambient assisted
living systems.

Generally, smart home environments are equipped with
sensors which are localized inside a resident home. Thus, the
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behavior of residents and their interaction with the environ-
ment is observed by those sensors. An action is considered as a
sequence of movements (simple events) performed by a human
agent during the performance of a task. Consequently, activity
recognition is a process of identifying those movements (sim-
ple events) and combining them using reasoning or machine
learning models. The main purpose of activity recognition is to
identify the most suitable activity label (class), even when such
an activity is performed by a different agent under different
circumstances regardless of the environment where the activity
has been performed.

There are many stages involved in the process of recog-
nizing human activities. In general, this process starts from
collecting activity information based on raw sensor data and
ends with the recognized activity. Initially, the collected sensor
data pass through a data cleaning and preparation phase to
remove the noise and unnecessary data from the raw sensor
stream. Then, the preprocessed data pass through a windowing
phase to extract features out of the window. Then, the feature
extraction phase is followed by a dimensionality reduction
phase to increase the accuracy of the extracted features and
reduce the computational effort needed for the classification.
Finally, the selected feature vector is used as a classification
model input for classification and recognition purposes.

Designing such an activity recognition system is challenging
due to the spontaneous nature of human activities and because
of the problem of estimating the correct required dataset
window, in particular, when new sensor events are recorded
in real life scenarios. Additionally, capturing every element of
the human behavior is important. Therefore, various types of
sensors are used to extract different types of low level features
from the environment.

In this work, we consider the CASAS project dataset [2]
and the HBMS dataset [3]. The HBMS dataset is an artificially
created dataset using HBMS simulation tool and the CASAS
dataset comes from real life scenarios to support residents
in a smart home environment to receive the status of the
inhabitants. Our aim is to support old persons in a given
AAL scenario by a robust windowing and activity recognition
approach which performs well even for multi-resident homes
compared to other state of the art approaches.

The paper is organized as follows: Section 2 gives an
overview of the state-of-the-art approaches. Section 3 defines
the terminology and the considered problem. Section 4
presents the overall architecture of the proposed windowing
and activity recognition system. Section 5 shows the results
and the overall performance evaluation. Section 6 discusses
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the obtained results and compares them to other approaches.
The paper ends in Section 7 with a conclusion.

II. RELATED WORKS

During the last decades, different approaches for human
activity recognition have been reported. They can be classified
into 3 major categories along their underlying model types:
logic-based context models, graphical models, and syntactic
models. In this section, we review the state-of-the-art on
activity recognition systems and windowing techniques to
recognize activities in sensor data streams.

A. Knowledge-Based Approaches

In logic-based context models, a context is defined as
using facts (context properties) with expressions and rules to
describe and define relationships and constraints [4]. There
are different logic-based frameworks for behavior recognition
depending on sensors which coordinate the concurrent execu-
tion of the available movements (simple events) so as to mimic
the target behavior [5].

Logic-based methods for activity recognition have been
proposed to represent domain knowledge and model each
event. In these approaches, an event is generally specified
as a set of logical rules that enables them to be recognized
by using logical inference techniques such as resolution or
abduction [6]. In particular, Shed et al. [7] proposed a frame-
work that combines computer vision algorithms with logic
programming to represent and recognize activities in a parking
lot in the domain of video surveillance.

Other event activity recognition systems are presented
by [5] and [8], both systems are based on a logic programming
implementation of an Event Calculus [9]. The Event Calculus
is a set of first-order predicate calculus including temporal
formalism for representing and reasoning events and their
effects. These approaches do not consider the problems of
noise or missing observations that always exist in real world
applications. To cope with these issues, some extensions to
logic approaches have been presented. Moreover, a domain
knowledge system is described by [10] as first-order logic
production rules with associated weights to indicate their
confidence.

Additionally, Ontology Web Language (OWL), Semantic
Web Rule Language (SWRL) and SPARQL Inferencing Nota-
tion (SPIN) have been proposed by the World Wide Web
Consortium (W3C) as language standards for representing
ontologies and rules, respectively. SPARQL Protocol and RDF
Query Language (SPARQL) has been approved by W3C
recommendation as query language for the Semantic Web
technologies. An overview of such languages is presented
in [11]. These languages enable autonomic agents to reason
about complex events.

Activity recognition based on the Ontology Web Language
(OWL 2) is still a major research area [12]–[14] and fortu-
nately, OWL 2 ontologies are supported by a fuzzy logic-based
reasoner to handle uncertainty.

Furthermore, a well-known logic-based approach is Answer
Set Programming (ASP) which supports a number of

arithmetic functions that are evaluated during grounding.
Unfortunately, little research has been done within the frame
of using Answer Set Programming (ASP) in AAL applica-
tions [15]–[17].

B. Graphical Models

Graphical models are used to model complex scenes or
multimodal sensors data because of the characteristics of
the inherent structure and semantics of complex activities
that require higher level representation and reasoning meth-
ods such as Bayesian propagation networks (BNs) [18],
[19], Dynamic Bayesian Networks [20], Hidden Markov
Models [21], [22], Dempster-Shafer [23], [24], Conditional
Random Fields (CRFs) [25] and Gaussian Mixture Mod-
els (GMM) [26].

An extensive research has been done within the frame of
Bayesian networks to detect simple and complex events. For
example, BNs are used to detect events and analysis pattern
of soccer games [27]. Dynamic Bayesian Network (DBN) is
used to characterize the spatio-temporal nature of the semantic
objects [28]. Moreover, many papers have been published
that consider Bayesian Networks to detect abnormal events
in smart homes [29].

A hybrid approach which combines Bayesian Networks and
Hidden Markov Models also proposed recently to model tem-
poral inter-actions for complex event detection [21]. Addition-
ally, the Gaussian Mixture Models (GMM) that are considered
as special cases of Bayesian Networks are used to recognize
static postures and non-temporal event patterns, but they do
not perform in real time if the dimensionality of the problem
is too high. Therefore, they are not suitable for spatio-temporal
reasoning [30].

Furthermore, Conditional Random Fields (CRFs) are a
probabilistic framework for labeling and segmenting struc-
tured data. It defines a conditional probability distribution
over specific sequences given rather than a joint distribution
over both label and observation sequences. Many researchers
have used CRFs for activity recognition in smart homes.
They used conditional random fields (CRFs) to model the
spatio-temporal relations for human activity recognition using
CASAS dataset [2], [31].

Moreover, Hierarchical HMMs have also been used for
activity recognition by [32] and [33]. Originally, the hierarchi-
cal HMMs were restricted to a tree structure, meaning that two
different states cannot have the same child and share common
substructures. In contrast to that, dynamically multi-linked
HMMs perform a better model group activity in noisy outdoor
scenes [34]. In decomposed HMMs, the production layer
consists of several independent state channels with several
abstract layers to represent long-term interacting activities.

C. Syntactic Approaches

Syntactic approaches are used to express the structure of
a process by using a set of production rules to describe
the real world events, e.g., rough set theory [35] and fuzzy
logic [36]. Fuzzy Logic offers cheap computation time to
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solve very complicated problems in AAL [37], e.g., [51] pro-
posed a behavior-modulation technique using a fuzzy discrete
event system (FDES) for behavior-based robotic control. The
method exploits the different features of fuzzy logic and event-
driven properties of a Discrete Event System (DES) to detect
human behavior through the use of fuzzy state vectors [38].

Furthermore, Subramanian and Suresh [39] proposed a
neuro fuzzy approach to recognize human actions in videos.
Their approach is basically based on McFIS classifier and
its sequential learning algorithm using the principle of self-
regulation observed in human meta-cognition data.

In order to perform event detection successfully, in case
of fusing sensor data that does not require preliminary or
additional information such as data distribution or membership
function, rough set theory is suitable [40]. Unfortunately, only
very little research has been done using rough set to detect
complex events for human activity recognition.

D. Deep Learning

Considering human activity recognition approaches that are
based on deep learning, different approaches have appeared
recently which consist of the following architecture: (a) data
pre- processing, (b) convolutional architecture for activity
recognition, and (c) fusion strategies for the final classifica-
tion [41]–[43].

Additionally, deep learning models have been applied using
smartphones for human activity recognition; e.g., a deep
convolutional neural network (convnet) has been proposed
by exploiting the inherent characteristics of activities and 1D
time-series signals [44].

Other works like in [45] proposed a technique based on a
deep learning methodology to offer real-time activity recog-
nition to be applied on limited power devices. The proposed
approach considers the invariance against changes in sensor
orientation, sensor placement, and sensor acquisition rates.
Moreover, a human activity recognition model based on RFID
and deep convolutional neural network is introduced by [46].
They feed the RFID data into a deep convolutional neural
network for activity recognition instead of selecting features.

Furthermore, in [47], a 3D human activity recognition
model has been proposed based on Convolutional Neural
Networks using 3D depth sensors. The proposed approach
aims to find out the temporal structures for every activity by
representing each activity as an ensemble of cubic-like video
segments. Another interesting work is ADORE (Adaptive
Holons Representation) [48] which combines the advantages
of local and global cues for human pose estimation. The
proposed approach first infers the location of the joints on
the global level using the ILPNs concept (Independent Losses
Pose Nets), and then applies Convolutional Local Detectors
(CLDs) to detect the joints in the potential regions generated
by ILPN adaptively.

E. Windowing Approaches

In order to provide robust activity related information
for real-life applications, researchers suggested different
approaches to recognize human activities in smart homes.

In literature, there are three major approaches that deal with
the windowing of streaming data. This can be summarized as
follows:

Time periods of equal length: This approach offers a simpler
method to learn the activity models during the training phase.
On the other hand, some activities might spread over more
than one time slice [49], [50].

Chunks of equal number of sensors: This approach has the
advantage that the resulting windows have a varying duration.
However then, there might be periods in which not enough
sensors are activated [51].

Probabilistic dynamic windowing: This approach uses a
probabilistic approach which maximizes the probability of the
most likely window size for a specific activity. The idea is
to incorporate the time decay and mutual information using
weightings of sensor events within a window [52]. A limitation
of such approaches is its inefficiency in modeling complex
activities; where many similar sensors are shared.

Other researchers proposed an offline phase to preprocess
sensor events before the classification phase. For example
in [53], an approach to monitor the change in daily routine
of a person is proposed by analyzing residents’ behavior over
a long term. They identified specific activities as a group that
can be performed during a day and monitor such behavior over
a period. The goal was to separate the normal routine from
unusual and suspicious routines.

Moreover, in [54] they considered the activity as a set
of active sensors related data, which are involved in the
performance of a certain task in a smart home environment.
In the proposed approach, they have carried out a kernel
fusion method for accurate activity recognition. Then, they
further classified the significant sequential behaviors from the
recognized activities. As a result, the behavior patterns are
further used to predict the future actions from past activities.

In addition, in [55], they defined a sliding window which
encodes in the comparison of the actual observation the mean
and standard deviation computed in the sliding window.

III. TERMINOLOGY AND PROBLEM DEFINITION

This paper does address the problem of human activity
recognition with an online windowing approach whenever
new sensor events are recorded in the AAL environment. The
human activities we discuss here are the well-known activities
that can be performed at home. For example, preparing a
meal or a drink, washing dishes, cleaning, going to bed,
etc.

The whole scenario consists of two phases. The first phase
is the offline phase where the annotated training data are
considered to select the sets of best fitting sensors for each
activity. The second phase is the online phase which aims at
building the observation window by collecting sensor data in
a window until all sensors of a set of the best fitting sensors
are activated. After the previous steps in the online phase, the
features extraction step is applied on the observation window
which is followed by the multiclass classification model that
provides the class of the performed activity. Figure 1 shows
the overall architecture of the proposed windowing and activity
recognition approach.
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Fig. 1. The overall architecture of the proposed system.

The best fitting sensors for each activity will be determined
in the offline phase, and they will be used in the online phase
as reference sensors to build the estimated window when the
person is acting in his/her smart environment.

A. Terminology

1) Annotated Training Dataset: A training set is the data
set used to train the classification model. In this paper, there
are two kinds of training sets: the initial training to determine
the best fitting sensors and the classification training set which
is used to train the multiclass classifier.

2) Training Sensors: Training sensors are the sensors that
belong to the annotated training dataset of a specific activity.
They are used to select the best fitting sensors for each
activity out of them (offline). We denote them by Stri where
i = 1, 2, 3, . . . Num and Num is the number of sensors of the
observed activity.

3) Observation Window: A window where sensors’ events
are added into it after using the proposed windowing algorithm
(see Algorithm 1). We denote it by w. For example, if we say
the observation window length is 9, it means the data window
contains 9 data samples. We denote an observation window
by S = S1, S2, . . . , SN where i = 1, 2, 3, . . . N and N is the
observation window length.

4) Sensor Event: A sensor event consists of the sensors’
readings at a single time. It is the unit data that is sent to the
activity recognition system to be added into the observation
window when the user acts in the AAL environment (online).
We denote it by S.

5) Best Fitting Sensors: They are the sets of the best
fitting sensors which provide the highest Information Gain
for each activity [56]. This is performed in the offline phase.
We represent these sets as a matrix which is denoted by
BestSensors. The BestSensors matrix has two dimension: its
first dimension represents the list of activities (IDs) and the
second dimension represent the list of sensors (IDs).

6) Best Fitting Sensors Reference: It is the reference matrix
which is used to determine the final observation window
in the online phase. We denote it by tmpBestSensors. This
matrix is a zeros matrix which has the same dimensions as
BestSensors. It is a reference window which lets the system
decides where to stop adding new sensors’ events into the
observation window.

7) Feature Vector: A feature vector is a vector that describes
the characteristics of each observation window.

8) Occurrences Histogram: The occurrences histogram
consists of two dimensions. The first dimension is the sensors’

IDs, and its second dimension consists of the number of
activations of each sensor within the observation window w.

B. Problem Definition

The recognition of human activity is very complex due to
the following facts [57]: (a) the selection of the attributes,
(b) the design of feature extraction and inference methods,
(c) challenges concerning the context awareness that involve
knowledge discovery, since the raw sensor records deliver a
lot of useless information, and (d) a multi-resident activity
recognition where different persons might have different pat-
terns to perform the same activity. Therefore, the offline phase
is proposed to overcome the challenges (a) and (b), as it
selects the best fitting sensors that help to provide meaningful
features out of them whenever they might be found in the
observed window, which keeps the extracted features related to
the correct context. Additionally, regarding points (c) and (d),
the offline phase aims at finding the best fitting sensors with
respect to different residents based on the “Info Gain” which
represents how far a given attribute of the features’ vectors is
not dependent of different residents or subjects. In this way,
the universality of the model is increased as this is confirmed
in Section 5.

Furthermore, the online phase aims to estimate the most
accurate window when the inference starts. The problem
here is that neither a time-based windowing nor considering
a specific set of sensors (chunks) can determine the best
window for subject-independent activity recognition. Some
persons might behave slower than others or perform the same
activity differently [52]. Thus, considering the context of the
activity while considering only a single person leads to a better
estimation. In contrast to this, a probabilistic or statistic-based
window estimation may work well to recognize the activities
of a single resident but could fail to estimate the correct model
parameter patterns for multi-residents.

IV. THE PROPOSED HUMAN ACTIVITY

RECOGNITION APPROACH

A. Offline Phase

In order to determine the best fitting sensors matrix, we
extracted several features of the given annotated training
dataset.1 The impact of these features is analyzed by using the
Information Gain (IG) attribute evaluation [56]. The results
showed that the number of activations for each sensor is
the most relevant attribute. The overall general steps can be
summarized in Figure 2. The output would be the matrix of
best fitting sensors for each activity Best Sensors.

The overall general steps are summarized as follows: for
the given annotated training dataset, the most relevant feature
should be selected which can be a spatial, temporal or a causal
feature. Then, sensors should be sorted based on the selected
attribute in a descending order. After that, for every activity,
the first 1..N sensors will be selected iteratively whereby after
each iteration the features quality should be checked, e.g.,

1Number of activations of each sensor, activation duration of each sensor,
number of activated sensors for each activity, and the location of the sensor
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Fig. 2. The steps to find the best fitting sensors in the (offline phase).

Information Gain (IG) Attribute Evaluation. In this step, the
training sensors are used (see III-A). Finally, sensors which
deliver the highest gain should be selected. The information
gain of an attribute measures the difference in information
between the cases where the value of an attribute is known
and where it is unknown.

The output will be the list of the best sensors
for every activity. This list will be stored in the
Best Sensors(Activi ties, Sensors), where Activi ties is the
number of activities (IDs) and Sensors is the number of
sensors (IDs).

B. Online Phase

To dynamically determine the observation from a sensor
data stream, we use Algorithm 1. In this algorithm, the
first input is the Best Sensors matrix. The second input
is the tmpBest Sensors matrix. The algorithm starts with
getting the next activated sensor from the sensor events
stream (SensorsStream.H as Next ()) by calling the function
Get Next Activated Sensor(). The obtained sensor is added
to the observation Window w which is initialized as an empty
vector. Then, it iterates over the BestSensors matrix to check
whether the activated best sensor is ON/active, and then
the tmpBest Sensors is accumulated by 1. This process is
repeated until all the best fitting sensors of a specific activity
are activated in the environment, which means that the row of
a specific activity in tmpBest Sensors does not contain zeros.
The output is then the observation window w. This algorithm
is applied on the given dataset by using the proposed features
in Section IV-C.

Algorithm 1 shows how to create the final window where the
sensor data should be collected until all the optimal sensors of

Algorithm 1 Online Dynamic Algorithm - in the Online Phase
Input: Best Sensors, tmpBest Sensors
Output: T he estimated window w
1: initialize w as an empty vector
2: while SensorsStream.H as Next () do
3: s = Get Next Activated Sensor()
4: add sensor s to the window w
5: for each i in Activi ties do
6: for each j in Sensors do
7: if Best Sensors(i, j) == s then
8: tmpBest Sensors(i, j) = 1
9: end if

10: end for
11: end for
12: for each p in Activi ties do
13: if tmpBestSensors(p,AllSensors) has no zeros then
14: return w
15: end if
16: end for
17: end while

Fig. 3. An occurrences histogram example which shows that first dimension
is the sensors’ Ids, and its second dimension consists of the number of
activations of each sensor.

an activity are activated. As soon as the observation window w
has been determined, we create a two-dimensional occurrences
histogram (see Figure 3).

C. Features Extraction

In this section, we introduce the set of specific
spatio-temporal features that we use in our approach
for calculation, evaluation and the final features vector
composition.



2938 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 28, NO. 10, OCTOBER 2018

1) Temporal Features: Human activity recognition systems
consider two types of temporal features [58]:

• Absolute temporal features which are independent of
other activities. They represent the duration of each
activity individually,

• Relative temporal features that relate to other activities,

In Eq. 1, absTime is defined to be the sum of the durations of
all activities observed where N is the total number of activities.

absT ime(ai) =
N∑

i=1

star tT ime(ai) − endT ime(ai) (1)

Relative temporal features are supposed to represent some
useful information for classification [22]. In other words, they
can be used for identifying relation patterns between activities
using reasoning mechanisms. For example, a person might not
have a routine time for taking a shower but might brush teeth
after each meal. Eq. (2) defines the relative time (relTime)
for an activity ap where again N = |V | is the total number
of activities and V is the vector of activities. g is a function
which gives 1 if two specific activities are performed after
each other and 0 otherwise.

relT ime(ap, aq) =
N∑

i=1

gi(ap, aq) (2)

g(ap, aq) =
{

1, if i f V (i) = ap, V (i + 1) = aq

0, if otherwi se

2) Spatial Features: Using the occurrence histogram as
defined in section IV-B (see Figure 3), we extracted the
following arithmetic statistics [59]: the mean, the median,
the range, the standard deviation, the skewness, the kurtosis
and the empirical isotropic semi-variogram. The occurrence
histogram o is the number of activations for each sensor sp

(see Eq. 3).

O(Sp) =
S∑

i=1

h j (Sp) (3)

h(Sp) =
{

1, if i f Sp is On

0, if i f Sp is O f f

h is a function which gives 1 if the sensor sp is on and 0
otherwise.

a) Mean: The arithmetic mean μ is the average value
of the data, i.e., the sum of all occurrence histogram fields
oi divided by the total number of sensors S (i.e., the vector
length) (see Eq. 4).

μ = 1

S

S∑

i=1

oi (4)

b) Median: The median is the middle value in a sorted
list of data, in our case in the middle value of o (see Eq. 5).

median =
⎧
⎨

⎩
o( S+1

2 ), if i f o is odd
1

2
(o( S

2 ) + o( S
2 +1)), if i f o is even

(5)

c) Range: The range is the difference between the largest
value and the smallest value of a dataset. In our case, the
difference between the largest value and the smallest value of
the given occurrences histogram (see Eq. 6).

orange = omax − omin (6)

d) Standard deviation: The standard deviation is the
square root of the variance. The variance is the sum of all
squared differences from each occurrence value to the mean
divided by the number of sensors S minus, (see Eq. 7).

σ 2 = 1

S − 1

S∑

i=1

(Oi − μ)2 (7)

e) Skewness: The skewness λ is defined as the quotient
of the third central moment m3 of a dataset, and the cubed
standard deviation, (see Eq. 8).

λ = m3

σ 3 =
1
S

∑S
i=1(Oi − μ)3

(
√

1
S

∑S
i=1((Oi − μ)))3

(8)

f) Kurtosis: The kurtosis λ′is defined as the quotient of
the fourth central moment of a dataset m4, and the standard
deviation σ power 4, (see Eq. 9).

λ′ = m4

σ 4 =
1
S

∑S
i=1(Oi − μ)4

(
√

1
S

∑S
i=1((Oi − μ)))4

(9)

g) Empirical isotropic semi-variogram: Semi-variograms
describe the roughness of spatial data. An elementary charac-
teristic of spatial data is spatial autocorrelation. Spatial auto-
correlation presumes that spatial data values nearby similar
compared to spatial data values having a greater distance. Such
a spatial autocorrelation is expressed by a semi-variogram
function. It contains one half of the variance of differences
between data pair values.

In our smart home datasets, we calculate the empirical
isotropic semi-variogram which is given by Eq. 10), where
var is the variance. If two occurrences values, si and s j , are
close to each other in terms of the euclidean distance measure
of d(si, s j), we expect them to be similar. Thus, the difference
in their values, o(si )−o(s j ), will be small and larger otherwise.

λ(Si , Sj ) = 1

2
var(o(Si ) − o(Sj )) (10)

The final feature vector consists of the occurrences his-
togram and the previous mentioned features.

D. Multiclass Classification

Typically, AAL datasets have multiple activities (classes).
Thus, we have a multiclass classification problem which is
a major problem in machine learning. The most common
approach to multiclass classification is the one-versus-all
approach which makes direct use of standard binary classifiers
to encode and train the output labels. It assumes that for each
class there exists a single separator between that class and all
the other classes.

Additionally, another common approach is all-versus-all
approach which assumes the existence of a separator between
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Fig. 4. The overall environmental settings (smart homes) that are used for our evaluation, where M means motion sensors, I item sensor (kitchen items),
D means door sensor, T means temperature sensor, P means electricity usage and AD1-A, AD1-B, AD1-C mean burner, cold water and hot water sensors
respectively. (a) The smart home of Towor CASAS dataset. (b) The smart home of Aruba CASAS dataset.

any two classes. In this paper, we choose the one-versus-all
approach, advantage of which is that each class is represented
by only one classifier. Thus, it is possible to obtain knowledge
about a specific class by checking out its corresponding
classifier.

Other authors also proposed methods that consider all
classes at once, but thereby the corresponding complexity of
the model increases and a better optimization approach is
required [60]. However, as it is recommended in [61] one-
versus-all still shows promising results compared to other
approaches which tries to consider all classes based on Support
Vector Machine (SVM).

The classification model used is SVM [62]–[64] to multi-
class problems. Support Vector Machines have applications
basically in pattern recognition, regression, prediction and
feature selection. Therefore, they have become the method
of choice to solve complex classification problems. This is
due to the fact that (a) SVMs offer solutions for classification
problems even in case of high-dimensional data and a small
set of training samples, and b) they can efficiently classify
non-linearly separable data using the “kernel trick”. The two
most commonly used kernel functions for real valued data are
the polynomial and the Gaussian kernel.

The choice of a kernel depends on the problem at hand
because it depends on what we are trying to model. A polyno-
mial kernel, for example, allows us to model feature conjunc-
tions up to the order of the polynomial. Radial basis functions
allow to pick out circles (or hyperspheres) in contrast with
the Linear kernel, which allows only to pick out lines (or
hyperplanes). In this paper, we consider a polynomial kernel
of degree 3 which delivers the highest performance.

For imbalanced datasets, it is typical to change the mis-
classification penalty per class. This is called class-weighted
SVM [65]. The misclassification penalty for the minority class
is chosen to be larger than that of the majority class. This has
been considered during our one versus all classification with

respect to the proportion between the minority and majority
classes. Additionally, this extension has no real impact on
the complexity of the problem since only the bounding box
constraints does change thereby.

V. RESULTS OBTAINED

For activity recognition, an evaluation of features is applied
to check their effectiveness in the intended classification task.
For this purpose, we checked both the Information Gain (IG)
Attribute Evaluation [56] and the Gain Ration (GR) Attribute
Evaluation [66].

Moreover, we considered three smart home datasets: the
Aruba and Towor CASAS dataset [2] and the HBMS2 labo-
ratory dataset. Figure 4 shows the smart homes that are used
for our evaluation.

Additionally, for multiclass classification, SVMs is used
based on the 10 − f old cross-validation approach. Therefore,
the dataset is randomly divided into ten equal-sized slices.
Each slice is used as a test set and a training set. The test
results are then averaged over the ten cases. For evaluation,
the WEKA library is used, which is a machine learning library
based on JAVA [67].

Furthermore, the following evaluation metrics have been
used for the overall evaluation.

• TP is true positives,
• FP is false positives,
• Pr is the precision,
• Re is the recall,
• F-M is the F-Measure, and
• ROC is the Receiver-Operating-Characteristic Curve.

A. Aruba CASAS Dataset

Aruba CASAS dataset has been collected in a house which
has a single bedroom, a kitchen, a bathroom, a dining room,

2hbms-ainf.aau.at/de
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TABLE I

THE CLASSIFICATION PERFORMANCE USING ARUBA CASAS DATASET

TABLE II

THE CONFUSION MATRIX USING ARUBA CASAS DATASET

and an office. The home Aruba is “smart” as 34 sensors
are installed to collect information such as door closure,
motion and temperature. All activities are collected by a single
inhabitant within the period from 2010-11-04 to 2011-06-11.
The following activities are annotated in the dataset: Sleeping,
Bed to Toilet, Meal Preparation, Dish Washing, Relaxing,
House Keeping, Eating, Leave Home, Enter Home, and Work.

The quality of the spatial features using Info Gain and Gain
Ratio for this dataset varied between 0.13 and 0.68. The closer
the quality is to one, the better it is.

In Tables I and II the classes are:

• C1: Sleeping,
• C2: Go to Bed,
• C3: Meal Preparation,
• C4: Relaxing,
• C5: House Keeping,
• C6: Eating,
• C7: Wash Dishes,
• C8: Leave Home,
• C9: Enter Home, and
• C10: Work

Table I shows that the overall F-Measure value is 0.82
although there are bad cases, first worst class is C7 “Wash
dishes” with value 0.01 and second worst class is C5 “House

TABLE III

THE CLASSIFICATION PERFORMANCE USING TOWOR CASAS DATASET

Keeping” with value 0.29. This can be explained by Table II
which shows the confusion matrix for all ten classes. For
example, the misclassification for C5 occurred due to the
dominance of class C3 “Meal Preparation” and C4 “Relaxing.”
Moreover, the detection performance of C7 was very low due
to the low number of recorded cases for this activity in the
given dataset.

B. Towor CASAS Dataset

This data set represents time series information collected
from sensors recording ADL of two residents R1 and R2
during the summer 2009. 51 motion sensors, five temperature
sensors, fifteen door sensors, a burner sensor, hot and cold
water sensor and an electric sensor were used. It consists of
the following annotated activities: Cleaning, Meal-Preparation,
R1-Bed-to-Toilet, R1-Personal-Hygiene, R1-Sleep, R1-Work,
R2 Bed to Toilet, R2-Personal-Hygiene, R2-Sleep, R2-Work,
Study, Wash-Bathtub and Watch-TV, where R1 refers to first
resident and R2 refers to the second resident. The classes
“Study” and “Wash-Bathtub” were excluded due to their
low number of occurrences which make the training phase
insufficient.

The quality of the spatial features using Info Gain and Gain
Ratio for this dataset varied between 0.17 and 0.92. The closer
the quality is to one, the better it is. For this dataset, we
excluded the temperature sensors.

The classes in Tables III and IV are:

• C1: Cleaning,
• C2: Meal Preparation,
• C3: Bed to Toilet,
• C4: Sleeping,
• C5: Work,
• C6: Personal-Hygiene, and
• C7: Watch a TV.

Table III shows the overall F-Measure value is 0.80 although
there are bad cases, the first worst is class C1 “Cleaning” with
value 0.49; the second worst is class C5 “Work” with value
0.62. This can be explained by Table IV which shows the con-
fusion matrix (see Table IV) for all seven classes. For example,
the missclassifications occurred due to the dominance of class
C2 “Meal Preparation” where most of other activities are
recognized to be C2. Additionally, some missclassifications are
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TABLE IV

THE CLASSIFICATION PERFORMANCE USING TOWOR CASAS DATASET

TABLE V

THE CLASSIFICATION PERFORMANCE USING

HBMS LABORATORY DATASET

occurred because of the shared sensors between C6 “Personal-
Hygiene”, C3 “Bed to Toilet” and C4 “Sleeping”.

C. HBMS Laboratory Dataset
This dataset is created based on 22 sensors (switches and

motion sensors). Each sensor generates a binary output only,
1 if it is activated, 0 otherwise. The dataset is annotated with
6 activities such as Cleaning, Going for Shopping, Checking
blood pressure, Getting a drink, Meal Preparation and Washing
Dishes. None of these activities occur at the same time. Due
to the binary nature of the sensors, context values for these
sensors provide simple events for example if dishes are taken
or fridge is opened. The lab had three virtual rooms (a living
room, a kitchen, and a bed room plus a bath).

Activities were simulated using the simulation tool in the
HBMS lab. We have simulated 5 residents and evaluated the
overall performance for all of them. The quality of the spatial
features assessed using Info Gain and Gain Ratio for this
dataset varied between 0.19 and 0.94. The closer the quality
is to one, the better it is.

In Tables V and VI, the classes are:
• C1: Cleaning
• C2: Meal Preparation,
• C3: Going for Shopping,
• C4: Checking blood pressure,
• C5: Getting a drink, and
• C6: Washing Dishes.
Table V shows that the overall F-Measure value is 0.91

although there are bad cases, first worst is class C2 “Meal
Preparation” with value 0.74, second worst is class C5 “Get-
ting a drink” with value 0.81. This can be explained by the fact
that to different sensors are shared between these activities.
Table V shows the confusion matrix for all six classes.

TABLE VI

THE CONFUSION MATRIX USING HBMS LABORATORY DATASET

Fig. 5. The duration of the selected windows for Aruba, Towor and HBMS
datasets.

Concerning the duration of the selected windows, Figure 5
shows the Boxplot chart for Aruba, Towor and HBMS datasets
respectively.

Figure 5 shows that the upper and lower quartile for Aruba
dataset varies between 1 and 9 minutes. However, it varies
between 6 and 34 minutes for Towor and between 6 and 9
minutes for HBMS. It clearly shows the dynamic length of
the proposed windowing approach.

VI. DISCUSSION OF THE OBTAINED RESULTS

This paper has presented the classification of human activi-
ties in AAL environments based on Support Vector Machines
(SVMs). We have considered both real smart homes by using
the CASAS dataset and the artificially generated laboratory
data using our HBMS simulator.

Moreover, we have focused mostly on motion sensors
and door sensors that are used to present the selection and
extraction of spatial features. Our statistical features were
chosen because of their representative correct differentiation
between each other. Additionally, our experiments considered
the classification between the activities both for a single
resident and for multiple residents. An extensive feature set is
analysed using several statistical measurements. Furthermore,
in order to correlate between sensor activation, the semi-
variogram is designed to obtain a robust and efficient activity
recognition system.

Different classification models have been tested as shown
in Tables VII and VIII. Table VII shows the F-measure of
each dataset and Table VIII shows the accuracy of each
dataset using different classification models. The classification
models have been applied on the dataset after windowing.
The best performance has been obtained by support vector
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Fig. 6. The F-measure (F-M) and the true positives (TP) measurements for all datasets. (a) The F-measure (F-M) and the true positives (TP) measurements
for Aruba CASAS dataset. (b) The F-measure (F-M) and the true positives (TP) measurements for Towor CASAS dataset.

TABLE VII

F-MEASURE USING DIFFERENT CLASSIFIERS

TABLE VIII

ACCURACY USING DIFFERENT CLASSIFIERS

machines (SVMs) using a polynomial kernel as the rates of
accuracy and F-measure are over 0.90 for laboratory data
and above 0.80 with real life activities. In contrast to that,
the Naive Bayes classifier does not perform well compared
to other models, but it performs well using the laboratory
data. This can be explained by the overlapping features in
the CASAS dataset. Based on the high performance of the
polynomial SVM for all datasets, it makes it a proper candidate
to be used as a multiclass classification model for human
activity recognition.

Additionally, based on our observation, we have realized
that human activities generate sequences, which contain sensor
data records that are dependent. Therefore, a Recurrent Neural
Network could be a proper model because of the connections
between neurons that form a directed cycle (i.e. a loop).
Consequently, each neuron can use these loops as an internal
memory to maintain information about the previous input to
recognize human activity in smart environments. However, the
windowing approach is still needed to train the RNN model.
Thus, to compare the obtained results with deep learning
models, a Recurrent Neural Network (RNN) has been created
which consists of 8 hidden layers and a softmax layer as a
decision layer [68]. The input of the RNN model are the

proposed observation windows. Due to the small dimension
of the observation windows, a very deep neural model here is
not required. The obtained accuracy is 0.85, 0.71 and 0.90, and
the obtained F-measure is 0.84, 0.76 and 0.88 respectively for
Aruba CASAS, Towor CASAS and HBMS. It is noticed that
the F-measure of the accuracy using RNN for Aruba dataset
performs better than the polynomial SVM which might be
explained by the high number of training samples in Aruba
compared to other datasets.

Furthermore, we have measured the performance of our
system not only in terms of classification accuracy, but also
we have considered different types of evaluation metrics which
can provide a significant evaluation of the proposed approach.
Also, the extracted features perform well for most activities
(see Figure 6) where the figure shows the F-measure (F-M) and
the true positive (TP) measurements for all datasets. Although
these figures show that the results for real life scenarios are
slightly poorer compared to the laboratory data generated
using our simulation tool.

This is fully reasonable because, as might be expected,
the nature of the activities monitored in real life scenarios
contain an extensive set of different ways of acting and many
different a priori unrelated actions. Consequently, the features
that should be extracted and selected have to deal with a
widespread range of situations. This was the goal of using the
proposed statistical moments and semi-variogram features.

The proposed approach offers: (a) an effective online
activity recognition system which can run on smart devices
without processing constraints. (b) has the flexibility to support
different residents, which is highly required for AAL. (c) the
proposed dynamic windowing approach does not provide a
fixed window size; in contrast to that, it varies depending
on residents’ actions, and (d) the proposed approach shows
promising results when compared to other approaches.

Concerning the comparison to other works, in [69], they
used the Towor dataset to classify human activities based on
Naive Bayes, C4.5 Decision Tree, and Support Vector Machine
while considering the annotated dataset. The overall accuracy
was 0.77, 0.76 and 0.76, respectively. In [54], they classi-
fied the activities based on Hidden Markov Models (HMM)
and Conditional Random Fields (CRF) using the kernel
fusion method and a sequential behavior analysis. The overall
F-measure was 0.73 and 0.79, respectively.
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With respect to the Aruba dataset, in [70], a Probabilistic
Neural Network (PNN) was used, and in [53], an Activity
Recognition approach by a Clustering based Classification
(AR-CbC) were proposed and compared to the Evidence
Theoretic K-Nearest Neighbors (ET-KNN) model. The
F-measure for PNN, AR-CbC and ET-KNN was 0.69, 0.75
and 0.71 respectively.

The advantage of previous works arises from the fact that
they can recognize specific activities even better than our
proposed approach with respect to the accuracy measure-
ment. However, our approach performs better with respect to
F-measure.

Nevertheless, as these ADL support systems are designed to
be used by people, such systems should not be intrusive due
to the fact that wearing such intrusive sensors by an old or
disabled person is still a controversial issue. According to [71],
the acceptance does not only rely on people’s capabilities and
limitations, it also depends on the personal, socioeconomic
and cultural contexts. To avoid such hinders, choosing non-
intrusive sensors is still the best choice. Moreover, cameras
and microphones are non-intrusive but are still a problem for
both governments and patients due to privacy issues. Thus,
they are not preferable in practical daily life situations, and
this is what we have considered in this work by using sensors
that do not affect users’ privacy.

VII. CONCLUSION AND OUTLOOK

This paper has proposed an activity recognition system
which provides high performance based on a windowing
technique using the most suitable features approach. Given the
disadvantages of previous mentioned windowing techniques,
this situation might lead to low performance compared to our
proposed approach. This paper focuses on the development
of an effective activity recognition approach. It has discussed
the consideration of non-intrusive sensors using different
statistical features based on both real life and artificially
simulated data. Moreover, we have analyzed diverse state-
of-the-art approaches for activity recognition, the advantages
and disadvantages of each technique, and a comprehensive
evaluation of the performance of the proposed system using
different evaluation metrics has been conducted.

In our future work, we will test the proposed approach using
other datasets, increase the number of activities, implement the
proposed system on non-intrusive devices and think about the
best way to interact with disabled or aged users for their help
and daily support.
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