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Abstract— This paper proposes a novel algorithm that cal-
ibrates multiple cameras scattered across a broad area. The
key idea of the proposed method is “using the position of an
omnidirectional camera as a reference point.” The common
approach to calibrating multiple cameras assumes that the
cameras capture at least some common points. This means
calibration becomes quite difficult if there are no shared points
in each camera’s field of view (FOV). The proposed method
uses the position of an omnidirectional camera to determine
point correspondence. The position of an omnidirectional camera
relative to the calibrated camera is estimated by the theory of
epipolar geometry, even if the omnidirectional camera is placed
outside the camera’s FOV. This property makes our method
applicable to multiple cameras scattered across a broad area.
Qualitative and quantitative evaluations using synthesized and
real data, e.g., a sports field, demonstrate the advantages of the
proposed method.

Index Terms— Camera calibration, omnidirectional camera,
non-overlapping cameras.

I. INTRODUCTION

MULTI-CAMERA calibration, which is commonly real-
ized by using the corresponding points observed by sev-

eral cameras simultaneously, is one of the most fundamental
techniques in computer vision [1], [2] and is necessary for
various applications including car-mounted cameras [3], robot
control [4], [5], AR [6] and free-viewpoint video [7]–[9].
In our study, we mainly focus on the extrinsic calibration of
a set of cameras that cover a broad area, e.g., surveillance
cameras deployed in an urban area and camera set in a sports
field.

When several cameras are deployed over a wide field, quite
often their FOVs do not overlap. In addition, they sometimes
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do not have corresponding points, even when their FOVs
overlap.

The second difficulty is scaling. When we calibrate cameras
using a calibration or reference board, it should be captured
larger than a certain size. Thus, to calibrate cameras that cover
wide areas, the calibration board should be so large as to be
impractical.

To solve the first problem, i.e., cameras’ FOVs are not
shared, Takahashi et al. [10] and Rodrigues et al. [11] use
planar mirrors. First, they generate views shared by the cam-
eras through the reflections from the mirror. Then, they place
reference objects on the shared view. As another solution,
Caspi and Irani [12] and Esquivel et al. [13] use cameras
mounted on an assembly jig and solve structure-from-motion
under the constraint that the cameras on the jig exhibit the
same relative position and rotation. However, because these
solutions require additional devices, they cannot be applied to
cameras scattered across wide areas.

To solve the latter problem, i.e., cameras scattered in a large
field, Kitahara et al. [14] propose a method that uses 3D laser-
surveying instruments. They estimate the relative position and
rotation of cameras from a measured 3D model of the field.
However, 3D laser-surveying instruments are too expensive
for casual use. In some cases, capturing the 3D model before
calibration is impossible.

Our study addresses these problems by using an omnidi-
rectional camera. The key idea of our method is “using the
position of an omnidirectional camera as the reference point.”
First, the proposed method estimates the projection point of
the omnidirectional camera on the basis of the essential matrix
linking each camera to the omnidirectional camera. Next,
it estimates extrinsic parameters using the projection points
as the corresponding points between cameras. Note that the
omnidirectional camera does not need to be observed by each
camera. Even if it is placed outside of the camera’s FOV, its
projection point can be obtained by epipolar geometry.

This method has four advantages: (1) because the position
of the omnidirectional camera can be used as a reference point,
it does not require the corresponding point to be within any
shared view; (2) because it only requires an omnidirectional
camera as the additional device for calibration, it is robust
against changes in scale and can be applied to wide-spread
cameras; (3) because the extrinsic parameters of each camera
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Fig. 1. The target configuration of our method: (a)The case where the camera set does not have a shared view area, (b)The case where the camera set does
not have reference points in a shared view area.

can be estimated by the position of epipole of omnidirectional
cameras for each camera, we do not need to find any point
corresponding to all cameras, but only need to find pairwise
corresponding points between each camera and each omnidi-
rectional camera; and (4) due to the rapid popularization of
omnidirectional cameras, such as THETA, it is cost effective.

The remainder of this paper is organized as follows.
Section II reviews existing calibration methods for cameras
without shared views and for cameras widely spread across
broad areas and the positions the proposed method among
them. Section III proposes the key idea and introduces algo-
rithms that implement the idea. Section IV details evaluations
conducted on synthetic data and real data to demonstrate the
performance of our method. Section V details the proposed
method and Section VI concludes this paper.

II. RELATED WORK

This section reviews existing works from two points of
view. First, we introduce multi-camera calibration methods
that dispense with corresponding points.

One popular solution is to use planar or spherical mirrors.
Planar mirror-based methods [5], [10], [11], [15] set the mirror
to make the reference object, which originally lies out of
the cameras’ view, visible. By using multiple mirror set-
tings, extrinsic camera calibration becomes possible. Spherical
mirror-based methods have been proposed [16]. [17] employes
the eye-ball as the spherical mirror for calibration. However,
our target situation, i.e., calibrating cameras placed across a
broad area such as a sports field, poses severe challenges to
existing solutions.

Another popular solution involves the motion coherence
of cameras mounted on a jig, i.e., camera motions are the
same and the relative position and rotation of the cameras are
constant. For example, structure-from-motion (SfM) is carried
out on the basis of videos captured by cameras mounted
on the jig, and then, the restraint condition of the mounted
cameras is used for extrinsic calibration [12], [13], [18], [19].
In [20] and [21], SLAM, simultaneous localization and map-
ping, is used instead of SfM. In a similar manner, [3] uses a
pattern placed on a wall and [22] uses a rigid 3D calibration
target. All of these studies require a rigid camera jig to make

the position and rotation of mounted cameras fixed, which
renders them unsuitable for our target situation.

In addition to the above solutions, [23] uses pedestrian
trajectories for calibrating surveillance cameras. This method
assumes that cameras is placed on the same level, which is
difficult to achieve outside. Laser pointers are used for car-
mounted cameras that do not share views [24]. References
[25] and [26] propose a 1D target. Although many calibration
methods have been proposed, they cannot be used for wide
coverage of large outside areas.

Second, we introduce existing calibration methods for cam-
eras scattered across broad areas. A calibration board and a 3D
laser-surveying instrument are used [14]. This method needs
expensive devices and is not good for casual use in terms of
cost and rapid deployment. In [27], a 3D model of the play
coat is prepared and cameras are calibrated by using the court
lines found in the captured image. However, this technique
can be applied only to cameras that face downward.

This paper proposes a novel approach that uses an omnidi-
rectional camera for calibrating cameras. The proposed method
uses the positions of the omnidirectional camera as the refer-
ence points, which are obtained by epipolar geometry between
the cameras and the omnidirectional camera. Because the
proposed method requires neither mirror nor jig, it effectively
supports calibration to cover broad areas.

III. PROPOSED METHOD

This section introduces a novel multi-camera calibration
method that uses an omnidirectional camera under the situation
where there are no reference points in the shared FOV.

A. Problem Definition and Measurement Model

The extrinsic calibration of multiple cameras scattered
across a wide area, calibrating such camera is often prob-
lematic as their FOVs may not overlap, as illustrated
in Fig. 1(a) or there is no 3D reference points for point
correspondence in the area shared by each camera’s FOV,
as illustrated in Fig. 1 (b). We focus on extrinsic camera
calibration in such situations. In order to deal with this
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Fig. 2. Epipolar geometry.

problem, we assume the basic configuration of two cameras
C0 and C1 (See Fig. 2).

Assuming that 3D point p is captured by both C0 and C1,
p is expressed, in each camera’s coordinate system, as p{C0}
and p{C1}, respectively. They satisfy the following equation,

p{C0}� E p{C1} = 0, (1)

where E is an essential matrix between C0 and C1. p is
projected onto image plane I0, I1 as q0, q1. Given the intrinsic
parameters of each camera K 0, K 1 and extrinsic parameters
R, t, which are the camera C0’s poses relative to camera C1,
(1) is expressed as,

q�
0 K −�

0 [t]× RK −1
1 q1 = 0, (2)

where [t]× means the skew-symmetric matrix of t. The goal
of this research is to estimate extrinsic parameters R and t .

The general approach to estimating these extrinsic parame-
ters is to use point correspondence such as SfM; first, estimate
essential matrix E by applying an 8-point algorithm to more
than eight pairs of corresponding projections (q0, q1), and then
decompose E to R and t by singular value decomposition.
However, if the cameras to be calibrated are spread over a wide
area problems with point correspondence determination arise,
since the cameras have no shared FOV, as shown in Fig. 1 (a),
and no shared 3D points exist, as shown in Fig. 1 (b).
Against this problem, we propose a novel method that uses
an omnidirectional camera for extrinsic parameter estimation.

B. Key Idea: The Position of an Omnidirectional
Camera as a Reference Point

The key idea of our method is to use the position of an
omnidirectional camera as a reference point for the cameras
not sharing their FOV.

Our proposed method uses omnidirectional camera X as an
additional device, as in Fig. 3. It is expected that there are
several 3D points for point correspondence in its shared FOV.
Here we denote the Ni 3D points located in the area shared
with X and Ci as p j

i (i = 0, 1, j = 0, · · · , Ni − 1). They are,
in the camera coordinate system and omnidirectional camera
coordinate system, expressed as p j {Ci }

i and p j {X}
i , respectively.

Fig. 3. Measurement model with an omnidirectional camera.

3D points p j {Ci }
i can be expressed using projection q j {Ii }

i ,
as follows,

p j {Ci }
i = s K −1

i q j {Ii }
i , (3)

where s is a scale parameter. p j {X}
i can be expressed using

equi-rectangular projection q j {X}
i = (u j

i , v
j
i )�, as follows,

p j {X}
i = f (q j {IX}

i ) = (sin(φ)cos(θ), cos(φ), sin(φ)sin(θ))�,

(4)

where θ and φ are the angles as θ = 2π
W (u j

i − W
2 ), φ = π

Hv
j
i ,

where W and H are the width and height of the omnidirec-
tional image respectively. These parameters satisfy following
equation,

q j {Ii }�
i K−�

i EX
i f (q j {IX}

i ) = 0, (5)

where EX
i is an essential matrix between Ci and X, and it can

be computed by applying an 8-point algorithm to more than
eight pairs of q j {Ii }

i and q j {IX }
i .

The translation vector of omnidirectional camera tX can be
computed by applying singular value decomposition to EX

i ,
and this tX is projected onto Ci ’s image plane Ii as epipole
eX

i (Fig. 3). Even if eX
i is out of Ci ’s field of view, it can be

computed as a point on the virtual image plane.
Omnidirectional camera X has a wide FOV and so shares

the FOVs of all cameras Ci , so epipole eX
i on the image

planes of all cameras can be computed. This means that the
position of omnidirectional camera X itself becomes the shared
reference point for all cameras Ci .

C. Estimation of Extrinsic Parameters

In this section, we detail an extrinsic calibration algorithm
that implements our key idea. Here the inputs for our proposed
algorithm are the images captured by cameras C0 and C1, that
is I0 and I1, and images captured by omnidirectional camera
X, that is IXk (k = 0, · · · , NX − 1). Notice that IXk is captured
at different positions.

1) Algorithm1: This algorithm consists of two steps: (Step1)
obtain the pair of corresponding points in I0 and I1, (Step2)
estimate extrinsic parameters R and T from the pair of
correspondences.
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Fig. 4. Step1 of Algorithm1.

a) (Step1): First, we obtain the pairs of corresponding
points in I0 and IXk and compute essential matrix EXk

0 by
applying an 8-point algorithm to them. Second, we compute
translation vector tXk

0 by calculating the singular value decom-
position of EXk

0 and obtain epipole eXk
0 by projecting tXk

0 onto
the image plane. Next, we apply same process to I1 and IXk

and obtain eXk
1 . Here, eXk

1 is the point that corresponds to eXk
0 .

By applying the above process to all IXk , we obtain NX pairs
of corresponding points between I0 and I1, as shown in Fig. 4.

b) (Step2): We compute essential matrix E1
0 between

C0 and C1 by applying an 8-point algorithm to NX pairs of
corresponding points obtained in (Step1). Finally, we calculate
the singular value decomposition of E1

0 and obtain extrinsic
parameters R and t [1].

In this algorithm, NX depends on the required number of
pairs of corresponding points for computing E1

0 in (Step2),
so in the case of using a 5-point algorithm, NX is more
than or equal to five.

This algorithm well estimates the correct extrinsic para-
meters if the environment is noiseless. As shown in Fig. 6,
however, extrinsic parameter precision degrades remarkably if
the input data include observation noise. This is due to the
essential matrix estimation step because it has been reported
that the essential matrix computation is weak against observa-
tion noise [28]; we compute the essential matrix from noisy
input data in (Step1) and use this result for computing the
other essential matrix in (Step2).

2) Algorithm2: In addition to the key idea proposed in
Section III-B, this algorithm introduces the idea of reducing
the number of point correspondences used to compute the
essential matrix based on [28]. This algorithm estimates the
extrinsic parameters of each camera Ci (i = 0, 1) and
omnidirectional camera Xk (k = 0, · · · , NX −1) in (Step1) of
Algorithm1, without computing the essential matrix (Step2).

a) (Step1): First, we use an 8-point algorithm to estimate
essential matrix EXk

i between Ci and Xk . Second, we obtain
extrinsic parameters of Ci and Xk from EXk

i by calculating
the singular value decomposition as in [1].

b) (Step2): Using rotation matrices RXk
0 and RXk

1 ,
we compute the rotation matrix R between C0 and C1 as
follows,

R = RXk
1 RXk�

0 . (6)

Fig. 5. Configuration for evaluation using synthetic data.

TABLE I

COMPARISON OF PROPOSED METHOD

If NX omnidirectional images are used as input, that is,
we obtain NX types of R, we use the average of them as the
output. Since translation vector t has two degrees of freedom,
the required NX is two for computing t. When NX = 2, t can
be computed as follows [28],

t = (RtX0
0 × tX1

0 ) × (RtX0
1 × tX1

1 ). (7)

In case of NX > 2, we compute t as follows,

t = arg min
t

�
NX−1
k=0 (RtXk

0 × tXk
1 )� t. (8)

IV. EXPERIMENTS

This section details the experiments conducted on synthetic
and real data sets to evaluate the quantitative and qualitative
performance of our method. In the following, we evaluate four
variants of the proposed method, as detailed in Table I.

A. Synthesized Data

1) Experiment Environment: We evaluate the impact of
observation noise on the performance of the proposed method.
Here we use two cameras C0, C1 and one omnidirectional
camera X and set them as in Fig. 5. The cameras’ intrinsic
parameters K 0, K 1 are as follows,

K 0 = K 1 =
⎡
⎣

2196.61 0 799.5
0 2237.36 599.5
0 0 1

⎤
⎦ . (9)

We set 30 reference points p j
i ( j = 0, · · · , 29) in the

area shared X and each Ci . We capture 30 omnidirectional
images IXk (k = 0, · · · , 29) with a resolution of 5000 × 2500
pixels. In this evaluation, we add zero-mean Gaussian noise,
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Fig. 6. Estimation error of proposed method under Gaussian noise for q
j {Ii }
i and q

j {Xk}
i with standard deviation σq .

whose standard deviation σq(0 ≤ σq ≤ 2) to the projections
of reference points qi

j .
Throughout this experiment, we evaluate the estimated

distance parameter and its ground truth as error metrics. Here
parameters with subscript g indicate ground truth data. The
distance between R and Rg , ER , is defined as the Riemannian
distance [29]:

ER = 1√
2

‖ Log(R� Rg) ‖F (10)

LogR′ =
⎧⎨
⎩

0 (θ = 0),
θ

2 sin θ
(R′ − R′�) (θ �= 0),

(11)

where θ = cos−1( tr R′−1
2 ). The difference between t and tg ,

Et , is defined as an angle between two vectors:

Et = cos−1(t, tg). (12)

In addition, we compare our proposal to Zhang’s method [2]
as a reference. In order to use this method, we set 30 reference
points on the plane, which is a 5 × 6 grid pattern and the
length of each reference point is 5 cm, in the area shared
with C0 and C1. Notice these reference points are only for
comparison and do not exist in the situation assumed.

2) Results With Synthesized Data: Fig. 6 shows the
ER and Et of the proposed method and [2]. In each figure,
the vertical axis shows the average value over 100 trials, and
the horizontal axis denotes the standard deviation of noise.

From Fig. 6, we can observe that ER and Et decrease in the
order of (a), (b), (c), and (d). While methods (a) and (b) use
Algorithm1 in (Step2), methods (c) and (d) use Algorithm2.
From this fact, we can say that Algorithm2 outperforms
Algorithm1. This is due to the essential matrix step because
it has been reported that the essential matrix computation is
weak against observation noise [28]. While Algorithm2 only
computes the essential matrix in (Step1), Algorithm1 computes
it in (Step1) and use this result for computing the other essen-
tial matrix in (Step2). In addition, we can see that method (d)
is equivalent to Zhang’s method [2] from Fig. 6. This proves
that our proposed method can estimate the extrinsic parameters
without visible corresponding points with precision equivalent
to that of [2] (assuming that visible corresponding points
exist).

Fig. 7. Configuration for proposed method in indoor scene.

Fig. 8. Configuration for Mirror-Based approach [10] in indoor scene.

B. Real Data (Indoor Scene)

1) Experiment Environment: Fig. 7 provides an overview
of the indoor scene used. We use Flea3 (PointGrey) for C0
and C1 (their resolution is 1600 × 1200), and use THETA S
(RICOH) for X (its resolution is 5376×2688). The number of
pairs of point correspondences between Ii and IX range from
20 to 30, and the number of omnidirectional images NX is 45.
The intrinsic camera parameters K 0 and K 1 are estimated by
Zhang’s method [2] beforehand.

We compare our method to the mirror-based approach
proposed by Takahashi et al. [10] as the reference. In order to
use [10], we prepare a reference object, a 10 × 11 chessboard
on which the length of each reference point is 2 cm, out of the
cameras’ shared FOV and set a mirror to allow observation of
the reference object, as in Fig. 8.
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TABLE II

ER, Et WITH REAL DATA (INDOOR SCENE)

Fig. 9. Estimated positions of cameras C1 estimated by the proposed
method (d) (red), by [10] (blue) and by [2] (green). Notice that C0 is located
at (0, 0, 0)�.

In this evaluation, we use Zhang’s method [2] as the
baseline method. We set the chessboard in the shared FOV and
estimate extrinsic parameters in [2]. To evaluate each method,
we regard these parameters as the ground truth and use the
same evaluation functions (10) and (12).

2) Results With Real Data: Table II quantitatively compares
the parameters estimated by four variants of the proposed
method with those of Takahashi’s method [10]. We can see
that the proposed method (especially method (d)) can estimate
extrinsic parameters as precisely as [10]. Notice that the
differences in the rotation matrix for the x-axis, y-axis, and
z-axis are 2.77, 0.378, and 0.190 degrees, respectively (ER =
0.0075). In addition, Fig. 9 shows the estimated positions of
C0 and C1. Notice that the translation vector t estimated by
the proposed method has an arbitrary scale, which we set
|t| = |tg|. From Fig. 9, we can see that the position of
C1 estimated by proposed method (d) almost matches those
estimated by Takahashi’s method [10] and Zhang’s method [2].
From above, we can conclude that our method works properly
in indoor environments.

Here, we collect pairwise corresponding points between
each image Ii and each omnidirectional image IX. The
proposed method does not require any point corresponding
multiple (more than two) cameras, which are needed to apply
SfM with BA for estimating the extrinsic parameters of the
cameras. It is not easy to find points corresponding with
multiple cameras because color consistency between multiple
cameras can not be easily preserved in general. It is one of the
advantage of the proposed method that the extrinsic parameters
between multiple cameras can be estimated using just pairwise
corresponding points.

Fig. 10. Configuration for the proposed method in an outdoor scene. The
left part shows the input images captured by C0, C1, and X. The Right part
illustrates the geometric relation of the cameras. Notice that we do not have
point correspondences between the images captured by C0 and C1.

Fig. 11. Estimated positions of cameras C1 estimated by the proposed
method (d) (red) and by [2] (green). Notice that C0 is located at (0, 0, 0)�.

C. Real Data (Outdoor Scene)

1) Experiment Environment: Fig. 10 shows an overview of
the configuration of the outdoor scene, a baseball ground.
We use an XDCam (Sony) for C0 and C1, with a resolution of
1280 × 720, and THETA S (RICOH) for X, with a resolution
of 5376×2688. The number of pairs of point correspondences
between Ii and IX range from 30 to 35, and the number
of omnidirectional images NX is 26. The intrinsic camera
parameters K 0 and K 1 are estimated by Zhang’s method
beforehand.

In this evaluation, we use Zhang’s method [2] as the
baseline method. We set the visual reference, an 11 × 14
checkerboard on which the length of each reference point is
14 cm, in the shared FOV and estimate the extrinsic parameters
in [2]. To evaluate each method, we regard these parameters
as the ground truth and use the same evaluation functions
(10) and (12).

2) Result With Real Data: Table III quantitatively compares
the parameters estimated by the four variants of the proposed
method. We can see that proposed method (d)) can estimate
extrinsic parameters with the same high precision as in the
other experiments.

Fig. 11 shows the estimated positions of C0 and C1.
Notice that we set |t| = |tg| for the same reason as in
the indoor experiment. Fig. 11 shows that C1 estimated
by proposed method (d) almost matches that estimated by
Zhang’s method [2]. These results prove that the proposed
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Fig. 12. Estimation error of each parameter in changing the number of reference points Np .

Fig. 13. Estimation error of each parameter in changing the number of omnidirectional images NX.

TABLE III

ER, Et WITH REAL DATA (OUTDOOR SCENE)

method works properly in expansive outdoor scenes, where
the conventional method fails.

V. DISCUSSION

A. Impact of Number of Reference Points and
Omnidirectional Cameras

In order to more closely examine our proposed method,
we investigate the impact of the configuration, that is, the num-
ber of reference points and omnidirectional cameras. We focus
here on variant method (d) in Table I. We use the same
experiment environment as in Sec. IV-A. In the following
evaluation, we add zero-mean Gaussian noise with a standard
deviation σq = 1 to the input.

Fig. 12 shows the results gained while varying the number
of reference points. We observe that the number of reference
points has a strong impact on the estimation error of the
proposed method, and we can say that more than 15 reference
points should be used for stable extrinsic calibration.

Fig. 13 shows the results gained while varying the number
of omnidirectional cameras. This figure proves that increasing

Fig. 14. Configuration for SfM approach. In order to calibrate A and C ,
points in the yellow area should be observed by N ′

X ≥ 3 cameras in order to
transfer with a consistent scale.

the number of omnidirectional cameras also increases the
accuracy of the proposed method. However, we can observe
that the scale of error functions is smaller than in the case
of changing the number of reference points. From these
evaluations, we can say that the number of reference points
should be increased for stable extrinsic calibration with high
accuracy.

B. Degenerate Case

Our algorithm does not work if it cannot compute an
essential matrix. This happens if all reference points are on the
same plane as reported in [1]. As for Algorithm1, we compute
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Fig. 15. Estimation error of proposed method and SfM.

the essential matrix in (Step1) and (Step2), so we should avoid
the case where the positions of the omnidirectional cameras
are on the same plane.

As for Algorithm2, when the vector connecting the center
of two omnidirectional cameras parallels the vector connecting
the center of C0 and C1, we cannot compute the transla-
tion vector t in (Step2), which yields the degenerate case,
as reported in [28].

C. Comparison With Structure-From-Motion Based Methods

In order to calibrate multiple cameras with non-overlapping
FOVs, some SfM based method can be adapted, such as [1].
Since these methods also utilize epipolar geometry, the pro-
posed method has some similar properties with SfM-based
method in terms of estimation precision. Fig. 15 shows the
ER and ET of the proposed and SfM-based methods, and we
can observe that the performance of the SfM-based method
was not much different from that of our proposed method.

It is true the SfM-based method outperforms our proposed
method. However, our method still has a significant advantage
in that it can calibrate multiple cameras using only pairwise
corresponding points between each camera and each omnidi-
rectional camera, as we use only essential matrices between
cameras. This means that we do not need to have any point that
is a shared point for transferring with a consistent scale within
multiple cameras, which is needed for applying a standard
SfM with BA approach in the assumed configuration where
the cameras to be calibrated do not have corresponding points.

In general, in order to perform a valid SfM/BA approach
with a consistent scale in such a configuration, a point should
be observed by camera groups comprising N ′

X ≥ 3 cameras
for transferring with a consistent scale. For example, we
assume that there are two cameras that have no corresponding
points, C0 and C1, and two intermediate cameras, X0 and X1,
as shown in Fig. 14. In this figure, we denote a 3D point sets
observed by camera pairs C0 and X0 as {PC0 X0}. {PX0 X1} and
{PX1C1} also represent 3D point sets observed by camera pairs
X0 and X1, and camera pairs X1 and C1. In this configuration,
a part of {PC0 X0} should be observed by (C0, X0, X1) and
also a part of {PX1C1} should be observed by (X0, X1, C1)
in order to calibrate with a consistent scale. It is difficult to
satisfy this condition especially if there are some occlusions

and/or significant differences of observation among the images
captured by intermediate cameras.

On the other hand, our proposed method does not need
to have any such corresponding points detected and matched
within multiple cameras; rather, there only need to be cor-
responding points between two cameras (a camera and an
omnidirectional camera), which are relatively easy to detect
and match.

This advantage of our proposed method is that it is suit-
able for challenging scenes, such as when there are some
occlusions or significant differences of observation among the
images captured by multiple cameras. The correspondences
are often inconsistent in such challenging scenes; therefore the
SfM-based method will sometimes fail in estimating extrinsic
parameters. The novelty of the proposed method and the
advantage it provides compared with the SfM/BA approach
lies in the derivation of extrinsic parameters, i.e., not estimat-
ing extrinsic parameters through reconstructed 3D points but
estimating them by utilizing the positions of omnidirectional
cameras as corresponding points.

VI. CONCLUSION

In this paper, we proposed a novel algorithm that can
calibrate multiple cameras scattered across a broad area, such
that they do not have corresponding points in their shared
FOVs. The key idea of our method is “using the position of
an omnidirectional camera as the reference point.” Based on
this idea, we implement two types of algorithms for extrinsic
calibration. In evaluations using synthesized data and real data,
our method was found to be accurate.
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