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Incremental Learning With Saliency Map for
Moving Object Detection

Yanwei Pang, Senior Member, IEEE, Li Ye, Xuelong Li, Fellow, IEEE, and Jing Pan

Abstract— Moving object detection is a key to intelligent video
analysis. On the one hand, what moves are not only interesting
objects but also noise and cluttered background. On the other
hand, moving objects without rich texture are prone to not
be detected. Therefore, there are undesirable false alarms and
missed alarms in the results of many algorithms of moving object
detection. To reduce the false alarms and missed alarms, in
this paper we propose to incorporate a saliency map into an
incremental subspace analysis framework in which the saliency
map makes the estimated background have less of a chance
than the foreground (i.e., moving objects) to contain salient
objects. The proposed objective function systematically takes into
account the properties of sparsity, low rank, connectivity, and
saliency. An alternative minimization algorithm is proposed to
seek the optimal solutions. The experimental results on both the
Perception Test Images Sequences data set and Wallflower data
set demonstrate that the proposed method is effective in reducing
false alarms and missed alarms.

Index Terms— Motion, object detection, saliency map,
subspace analysis.

I. INTRODUCTION

OBJECT detection is the basis of intelligent video analy-
sis. Generally, object recognition, action and behavior

recognition, and tracking rely on the detected objects. In a
sequence of images there are both moving and static objects. In
this paper the focus is on detecting moving objects in a video.

Moving object detection is related to but different from
class-specific object detection and general salient object detec-
tion. Pedestrian detection [1], [2], face detection, motion
blur detection [3], [4], and hand detection are instances of
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class-specific object detection. The task of moving object
detection is to detect semantically meaningful moving objects.
Predefined classes of moving objects should be detected
by a moving object detection algorithm. Moreover, other
semantically meaningful objects should also be detected even
though their classes are not predefined. Except for the seman-
tically meaningful moving objects, the meaningless moving
objects should not be detected. Examples of meaningless
moving objects include water ripples, waving trees (leaves),
shadows, noisy data, and the one caused by variations of
illumination. However, the moving object detection algorithm
relying merely on motion information is prone to incorrectly
classify such meaningless moving objects as meaningful ones.
The corresponding error is called false alarms. However,
a salient object detection algorithm tends to correctly discard
the meaningless objects. Hence, in this paper we propose to
incorporate the output (i.e., saliency map) of a salient object
algorithm into a subspace-analysis-based objective function so
that the problem of false alarms can be alleviated.

It is noted that our method is also capable of alleviating
the problem of missed alarms. Existing moving object detec-
tion algorithms tend to classify flat regions (i.e., textureless
regions) inside an object and moving regions with a similar
appearance (texture) as background and thus such regions
may be missed. The state-of-the-art salient object detection
algorithm can an output large value of saliency map at such
regions. Utilizing the saliency map, our method has the ability
to classify such regions as foreground.

In summary, we present an objective function that unifies
the subspace analysis of background and saliency map. The
objective function consists of four terms: 1) saliency map;
2) sparsity; 3) connectivity; and 4) low rank. An alternative
minimization algorithm is proposed to find the optimal solu-
tion. The significant advantage compared with the previous
subspace-based approaches is that saliency map is used to
guide the results to have less false and missed alarms. The
proposed method is named moving object detection with
saliency map (MODSM). It is natural that an ideal saliency
map [see the bottom of Fig. 1(a) and (b)] is desirable for
the proposed method. However, even a relatively unsatisfying
saliency map [see the bottom of Fig. 1(c) and (d)] can also play
a positive role in the proposed MODSM method. Of course,
a completely bad saliency map has a negative influence on
moving object detection. Fortunately, great progress of salient
object detection has been achieved [5]–[7] and their fruits can
be borrowed for moving object detection.
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Fig. 1. Images (top) and their saliency maps (bottom).

It is noted that in our method the elements of the foreground
vector to be optimized are constrained in the range of [0, 1]
instead of in the binary set {0, 1}. Generally, the computational
cost of optimizing the real foreground vector is much smaller
than that of binary foreground vector. A time-consuming graph
cut algorithm is usually required to solve the binary foreground
vector (see [8], [9]). By contrast, there exists a close form
for optimizing the real foreground because the corresponding
objective function is a quadratic function. Moreover, setting
the foreground vector between 0 and 1 instead of a binary
value is able to result in better detection accuracy.

Several video saliency detection or segmentation methods
that use the motion information to improve the results have
been developed [10], [11]. Despite the initial success, their
performance cannot arrive at the level of state-of-the-art low-
rank-based and subspace-based methods [8], [12]–[19].

The rest of this paper is organized as follows. We review
related work in Section II. The proposed method is
given in Section III. The experimental results are provided
in Section IV. We then conclude this paper in Section V.

II. RELATED WORK

The methods of moving object detection can be
divided into four categories [20]: 1) detecting followed by
tracking [21]–[23] and subtracting frames [24]–[26]; 2) mod-
eling background by a density function [14], [27]–[30];
3) modeling background by subspace [13], [15], [19],
[31], [32]; and 4) modeling background by a low-rank
matrix [8]. The last two categories dominate the state-of-the-
art methods and are closely related to our work. Note that
moving object detection methods can also be divided into
incremental methods and batch methods. Our method belongs
to an incremental one.

A. Subtracting Frames

These kinds of methods detect moving objects based on the
differences between adjacent frames [24]–[26]. However, these
methods were proved not robust to illumination variations,
changing background, camera motion, and noise.

B. Modeling Background by Density Function

This strategy assumes that the background is stationary
and can be modeled by Gaussian, mixture of Gaussians,

or Dirichlet process mixture models [14], [27]–[29]. The fore-
ground (moving regions) can then be obtained by subtracting
the current frame with the background model.

C. Modeling Background by Subspace

Instead of using a density function, subspace-based methods
model the background as a linear combination of the bases of a
subspace [13], [15], [19], [31], [32]. Because the subspace can
be updated in an incremental (online) manner, its efficiency is
much higher. These kinds of subspace-based algorithms need
to impose constraints on the foreground in order to obtain
valid solutions. Foreground sparsity is one of the widely used
constraints, which implies that the area of moving objects is
small relative to the background. Principal component pur-
suit (PCP) [33] is a classical subspace method for background
modeling. Because of its close relationship to our method,
we briefly describe it. Mathematically, let O ∈ R

n×m be the
observation matrix containing m frames. Each column of O
corresponds to a vectorized frame that has n pixels. Generally,
O can be decomposed as O = B+ F, where B ∈ R

n×m is the
low rank matrix (background) and F ∈ R

n×m is the sparse
matrix (foreground). The PCP method can be formulated as
the following minimization problem:

min ‖B‖∗ + λ‖F‖1
s.t. B+ F = O (1)

where the nuclear norm ‖B‖∗ is used to estimate the rank of
B and the l1 norm of F is used to measure the sparsity of
the foreground F. The constraint B + F = O makes that the
minimization of rank of the background and the sparsity of
the foreground are meaningful in the sense of the sum of the
background and the foreground approaches to the observation.
Without this constraint, traditional robust subspace methods
can deal only with noise and outliers [34]–[37]. The method
[38] improves PCP by taking the foreground connectivity
(i.e., foreground structure) into account. RFDSA [13] takes
smoothness and arbitrariness constraints into account.

However, RFDSA [13], PCP [33], and the method [38] are
batch algorithms. Their detection speed cannot arrive at real-
time level. Therefore, incremental (online) subspace methods
are crucial for real-time detection [39]. He et al. [15] proposed
an online subspace tracking algorithm called Grassmannian
robust adaptive subspace tracking algorithm (GRASTA).
Similar to PCP, GRASTA also explores l1 norm for imposing
sparsity on foreground. However, the GRASTA algorithm
does not utilize any connectivity (also known as smoothness)
property of foreground. The A Grassmannian online subspace
updates with structured sparsity (GOSUS) algorithm [19]
imposes a connectivity constraint on the objective function by
grouping the pixels with a superpixel method and encouraging
sparsity of the groups. Because of the large computational cost
of the superpixel algorithm [40], GOSUS is not as efficient as
GRASTA.

D. Modeling Background by Low-Rank Matrix

Low-rank modeling is effective in video representation [18].
A sequence of vectorized images is represented as a matrix
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and the matrix is approximated by the sum of matrices
of vectorized foreground, background, and noise [8]. It is
rational to assume that the background matrix is low rank.
Detecting contiguous outliers in the low-rank representa-
tion (DECOLOR) [8] is considered as one of the most
successful low-rank-based algorithms. In DECOLOR, both
foreground sparsity and contiguity (connectivity) are taken into
account. It can be interpreted as a penalty regularized RPCA.
However, the matrix computation can be started only if all
the predefined numbers of successive images are available.
Obviously, such a batch method is not suitable for real-
time video analysis due to its low efficiency. ISC [9] blue
(incremental, sparsity, and connectivity) and COROLA [17]
are incremental versions of DECOLOR. ISC and COROLA
transform a low-rank method to a subspace one. Our method
differs from ISC in introducing saliency map into a unified
objective function. In addition to the term of saliency map,
the constraint on the foreground vector is different from the
ISC method. The foreground vector in [9] is a binary vector
with its element xi ∈ {0, 1}, whereas in our method, the
foreground vector (its negative vector is called the background
vector in our method) is generalized to a vector with its
element 0 ≤ xi ≤ 1. This difference makes our method much
more robust than ISC (See Section IV-B). Because of the
difference mentioned above, the optimization algorithm of the
foreground vector (and its corresponding background vector)
of our method is completely different from that of ISC. In ISC,
the graph cut algorithm [41], [42] is used for optimization,
whereas our method formulates it as a quadratic function and
finding the optimal solution by computing its derivative. Our
algorithm is more efficient than the graph cut algorithm.

The low-rank methods and subspace methods impose spar-
sity and connectivity (also known as smoothness) on fore-
ground and impose low-rank or principal components on
background. In addition to such properties, in this paper, we
propose to impose saliency map on background. Because the
background and foreground are nonoverlapping, exclusive, and
complementary, imposing the saliency map on the background
is equivalent to imposing the saliency map on the foreground.

III. PROPOSED METHOD

The proposed method belongs to an incremental-subspace-
based moving object detection method. The main novelty of
the proposed method lies in employing a saliency map to form
a new objective function, resulting in fewer false and missed
alarms.

A. Input and Output

The input of our algorithm is a sequence of frames (images)
from os to ot . Denote o ∈ RN×1 the current image and
denote oi the i -th pixel of o. There are N pixels in an
image. The goal is to find the locations of the moving objects
(i.e., foreground) in the current image o. The foreground
locations are represented by a foreground indicator vector
f ∈ {0, 1}N . The i th element fi of f is equal to either zero or
one

fi =
{

0 if pixel i is classified as background

1 if pixel i is classified as foreground.
(2)

The foreground indicator vector f is obtained by binarizing
the background vector b ∈ RN×1 with a threshold t

fi =
{

0 if bi ≥ t

1 if bi < t
(3)

where bi ∈ [0, 1] is the i th element of b. The possibility
of pixel i being background increases with the value of bi

and the possibility of pixel i being foreground decreases with
the increasing value of bi . For the sake of completeness
and clarity, we define a foreground vector f̄ . The foreground
indicator vector f is a binary version of the foreground
vector f̄ . The negative of the background vector b is identical
to the foreground vector f̄ (i.e., f̄ = 1− b).

B. Problem Formulation

As stated above [see (2) and (3)], the foreground indicator
vector can be obtained by the binarizing background vector b.
The problem is how to compute b once a frame (image) o is
given. In this paper, we formulate the problem of computing
b as the following minimization problem:

min
b,U,v

N∑
i=1

[
1

2
bi (Ui v− oi )

2 + β(1− bi)

− αbi (1− si )

]
+ λ‖Db‖1. (4)

We first describe the meaning of each variable in (4)
and then explain the roles of the four terms of (4). In (4),
U ∈ R

N×m is a subspace matrix whose columns are ortho-
normal and m is the number of columns of U, and Ui stands
for the i th row of U. The coefficient vector v ∈ R

m×1 is
the low-dimensional representation of the image o in the
subspace spanned by the rows of U. si ∈ [0, 1] is the i th
element of the vector s ∈ R

N×1 of a saliency map obtained
by some salient object detection algorithms such as those
in [43]. The value of si reflects the confidence that the pixel
i belongs to a salient object. The matrix D ∈ R

2N×N is a
difference matrix, D = [Dh , Dv ]T , where Dh and Dv [13]
are forward finite-difference operators in the horizontal and
vertical directions, respectively. The weights α, β, and λ are
used for balancing the four terms of (4), which are to be
discussed in the following paragraph.

The four terms bi (Ui v − oi )
2, (1 − bi ), −bi (1 − si ), and

‖Db‖1 are called the background reconstruction term, fore-
ground sparsity term, object saliency term, and connectivity
term, respectively. The main novelty of the proposed method
lies in the object saliency term.

1) Background Reconstruction Term: In the background
reconstruction term bi (Ui v − oi )

2, Ui v is the reconstruction
of the background [15], [19]. Therefore, Ui v − oi measures
how well Ui v approaches oi . It is noted that the element bi

of the background vector makes the estimation focus on the
background region.

2) Foreground Sparsity Term: It is well known that the
foreground is small and sparse relative to the background.
Consequently, minimizing the sum of the foreground term
(1 − bi ) makes the estimated foreground much sparser than
the background.
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3) Connectivity Term: It is reasonably assumed that if a
pixel belongs to background (or foreground), then its neigh-
bors also belong to background (or foreground). Therefore,
minimizing the connectivity term ‖Db‖1 makes the estimated
background and foreground smooth as far as possible.

4) Object Saliency Term: Minimizing the term −bi (1− si )
makes the estimated background b have less chance than the
foreground to contain salient objects. Moving objects such
as pedestrian, car, and dog are indeed salient objects in a
video. Therefore, the proposed method is capable of making
the estimated foreground to have high-level semantic objects
and fewer false alarms. The saliency map term −bi(1− si ) is
the main novelty of this paper.

An empirical method for setting the weights α, β, and λ is
given in Table III.

C. Problem Solution

We first discuss that there exists a solution to minimization
problem (4) and then describe how to find the solution.

The minimization problem expressed as (4) consists of three
unknown variables. We adopt an alternating minimization
algorithm to seek the optimal variables b, U, and v in turn.
In deriving how to seek each optimal variable, theoretical
analysis is given to guarantee the existence of the solution.

Because the last term ||Db|| of (4) is the one norm of the
multiplication of the difference matrix D and the background
vector b, it is difficult to directly seek the optimal solution
of b. To circumvent the difficulty, we let w = b and c = Dw.
Accordingly, the minimization problem can be equivalently
expressed as

min
b,U,v

N∑
i=1

[
1

2
bi (Ui v− oi )

2 + β(1− bi )

− αbi (1− si )

]
+ λ‖c‖1 (5)

s.t. w = b, c = Dw. (6)

With the technique of Lagrangian multiplier, the constrained
minimum problem expressed as (5) and (6) can be converted
into the following unconstrained problem:

min
b,U,v,c,w,

N∑
i=1

[
1

2
bi (Ui v− oi )

2 + β(1− bi)

− αbi (1− si )

]
+ λ‖c‖1 + μ

2
‖w− b‖22

+ xT (w− b)+ μ

2
‖c− Dw‖22 + yT (c− Dw). (7)

The terms μ/2‖w− b‖22 and xT (w− b) in (7) are obtained by
transforming the constraint w = b in (6) into the unconstrained
optimization function with the technique of the Lagrangian
multiplier. It is noted that xT (w− b) is the term of the
Lagarangian function with the vector x being the Largrangian
multiplier. The term μ/2‖w− b‖22 is the penalty term (or
called regularization term), which is used for guaranteeing
that a meaning solution can be obtained. Similarly, the terms
μ/2‖c− Dw‖22 and yT (c− Dw) in (7) are obtained by trans-
forming the constraint c = Dw in (6) into the unconstrained

optimization function with the technique of the Lagrangian
multiplier, where yT (c− Dw) and μ/2‖c− Dw‖22 are the term
of the Lagrangian function and the penalty term, respectively.

Optimization problem (7) is easier to be solved than original
optimization problem (4). The alternating manner of solv-
ing (7) is given as follows:

1) b-Step: The goal is to seek the optimal b when U, v,
c, w, x, and y are fixed. In this situation, (7) is a quadratic
function with respect to b, which is differential because of the
continuous nature of b. Therefore, there is a unique solution
to (7) in the sense of variable b. Computing the derivative of
the sum of the terms of (7) and letting the result be zero yield

bi = β + μwi + xi − 1
2 (Ui v− oi )

2 + α(1 − si )

μ
. (8)

The influence of the saliency map si on the background
bi is intuitive: bi decreases with increasing of si . Hence, the
proposed method tends to let the estimated background not
contain moving and salient objects; meanwhile, it tends to let
the estimated foreground contain moving and salient objects.

2) c-Step: The goal is to seek the optimal c when b, U, v,
w, x, and y are fixed. Omitting irrelevant terms, it is reduced
to the following traditional optimization problem:

c = arg min
c

λ ‖c‖1 +
μ

2
‖c− Dw‖22 + yT (c− Dw) (9)

= arg min
c

λ

μ
‖c‖1 + 1

2
‖c−m‖22 (10)

where

m = Dw− y
μ

. (11)

Equation (10) is a standard minimization problem [44]
that is guaranteed to have unique solution. According
to [13] and [44], the solution is given by

c = S λ
μ

(
Dw− y

μ

)
(12)

with the soft-thresholding (shrinkage) operator Sε(x) being

Sε(x) = sgn(x) max(|x | − ε, 0)=

⎧⎪⎨
⎪⎩

x − ε, x > ε

x + ε, x < −ε

0 else.

(13)

Equation (12) means that if the value of Dw− y/μ is larger
than λ/μ, then the value of c is equal to Dw − y/μ − λ/μ.
Otherwise, the value of c is equal to Dw− y/μ+ λ/μ.

3) w-Step: The goal is to seek the optimal w when b, U, v,
c, x, and y are fixed. Omitting irrelevant terms, it is reduced
to the following minimization problem:

w= arg min
w

μ

2
‖w− b‖22 + xT (w− b)

+μ

2
‖c− Dw‖22 + yT (c− Dw). (14)

It can be seen that the objective function in (14) is a
quadratic function of w. Hence, the unique solution exists and
can be obtained by computing the derivative of (14) and letting
the result be zero. Specifically, the optimal w is calculated by

w = (I + DT D)−1
[

DT
(

c+ y
μ

)
+ b− x

μ

]
. (15)
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4) x,y-Step: The goal is to seek the optimal x and y when b,
U, v, c, and w are fixed. Computing the derivative of the sum
of the terms of (7) with respect to x and y and then letting the
result be zero yield the following updating rule:

x ← x+ μ(w− b) (16)

y ← y+ μ(c− Dw). (17)

It is noted that the coefficient μ is updated by

μ← aμ (18)

where a is a parameter and its empirical value is 1.25.
5) U-Step: The goal is to seek the optimal U when b, v,

c, w, x, and y are fixed. The problem of minimizing (7) with
respect to U becomes

U = arg min
U

∑
i

1

2
bi (Ui v− oi )

2, s.t. UUT = I (19)

where I is the identity matrix. It is known that orthogonal
matrices representing linear subspaces of the Euclidean space
can be represented as points on the Grassmann manifolds [45].
Therefore, subspace estimation can be equivalently formulated
as an optimization problem on the Grassmann manifolds [45].
Defining

L f
�= 1

2
Xb(Uv− o)vT U =

∑
i

1

2
bi (Ui v− oi )

2 (20)

the optimization can be performed by using the gradient
∂L f /∂U on the Euclidean space and the gradient ∇L f of the
Grassmannian [46]. In (20), Xb ∈ R

N×N , which is a diagonal
matrix generated by b. The gradient of L f is given by

∂L f

∂U
= Xb(Uv− o)vT (21)

and

∇L f = (I − UUT )
∂L f

∂U
= (I − UUT )Xb(Uv− o)vT

= (I − UUT )rvT (22)

where the residual vector r is defined as

r
�= Xb(Uv− o. (23)

The solution on the Grassmannian manifolds is [15], [19]

Uarrow = U + (cos(ση)− 1)U
v
‖v‖

vT

‖v‖
− sin(ση)

r
‖r‖

v
‖v‖ . (24)

6) v-Step: The low-dimensional representation (v) of o can
be simply calculated by

v = UT o. (25)

Algorithm 1 summarizes the above steps. The initialization
of the parameters α, β, μ, λ, and τ can be found from
Table III, which is to be described in Section IV-B. The matrix
U can be initialized by the result of any subspace method such
as singular value decomposition (SVD). In our experiments,

Algorithm 1 Proposed Method of Moving Object Detection
Input:

A sequence of frames (images) from os to ot and the
current image is o. Each image has N pixels.

Output:
Foreground indicator vector f corresponding to the current
image o.

1: Initialization
2: Initialize parameters α, β, μ, λ, and τ .
3: Initialize U, b, c, w, x, and y.
4: for o = os to ot do
5: Applying some salient object detection algorithm on o

and get the corresponding saliency map s.
6: v = UT o
7: Iteration
8: b̂ = b, x̂ = x, ŷ = y, Û = U

9: b− Step:bi = β+μwi+xi− 1
2 (Ui v−oi )

2+α(1−si )

μ

10: c− Step:c = S λ
μ
(Dw− y

μ)

11: w− Step:w = (I + DT D)−1
[
DT

(
c+ y

μ

)
+ b− x

μ

]
12: x, y− Step:Assign a small number 0.1 to μ. Update

x and y by running the following formulas: x ← x̂ +
μ(w− b), y← ŷ+ μ(c− Dw), μ← 1.25μ.

13: until ||b− b̂||2 < τ ||b̂||2
14: U − Step: Assign a small number 5× 10−3 to η

[47]. Update U by running the following formulas:
r=Xb(Uv− o, U ←= Û + (cos(ση) − 1)Û v

‖v‖
vT

‖v‖ −
sin(ση) r

‖r‖
v
‖v‖ .

15: Compute foreground indicator vector, f is obtained by
binarizing background vector:

fi =
{

0 if bi ≥ t,
1 if bi < t .

16: end for

SVD is used for initializing the matrix U. Specifically, we
choose the first m (m = 50 in our experiments) frames to
form a matrix J ∈ R

n×m , where n is the number of pixels
in an image (frame). The matrix U can be initialized by the
singular vectors of SVD of the matrix J corresponding to
the first few (five in our experiments) large singular values.
The initial values of the vectors b, c, x, and y can be zero
or any random number. In our experiments, zero is used for
initializing the vectors. A good initialization of the elements
of w is 1.

IV. EXPERIMENTAL RESULTS

We describe intermediate results followed by a comparison
with state-of-the-art methods on the Perception Test Images
Sequences data set [29] and the Wallflower data set [50].

Though there are a lot of methods for obtaining saliency
map, in our experiments, the saliency maps are obtained by
the method developed in [43]. There are several reasons for
us to choose the method in [43].

1) The method is accurate because of elegantly formulating
the problem of salient object detection. Instead of heuris-
tically integrating multiple low-level cues for salient
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TABLE I

METHOD USED FOR INTERMEDIATE RESULTS

object detection, the cost function of the method [43]
is defined to directly and optimally achieve the goal of
salient object detection.

2) The method is efficient because all the constraints are
in linear form and thus the optimal saliency map can be
solved by an efficient least-square optimization.

3) We have evaluated several methods of saliency map and
we found that this method is effective indeed for the task
of moving object detection in the proposed framework.

A. Intermediate Results

We give intermediate results to show the role of the saliency
map term −bi (1− si ) and the connectivity term ‖Db‖1.

For notation simplicity, in Table I, we list the objective func-
tions of four methods (configurations) baseline (BAL), add
connectivity only (ACO), add saliency map only (ASMO), and
our MODSM method. The objective function of our method is
the weighted sum of the objective functions of BAL, ACO, and
ASMO. In our method, sparsity, low rank, connectivity, and
saliency map are taken into account. Specifically, the objective
function of the proposed method is

L = min
b,U,v

N∑
i=1

[
1

2
bi (Ui v− oi )

2 + β(1− bi )

− αbi (1− si )

]
+ λ‖Db‖1. (26)

BAL is the method whose objective function Lb (27)
consists of the first two terms of L (26)

Lb = min
b,U,v

N∑
i=1

[
1

2
bi (Ui v− oi )

2 + β(1− bi )

]
. (27)

In addition to the reconstruction term, the BAL method
merely makes use of the sparsity term β(1−bi). The objective
function of the BAL is similar to but slightly different from
that of GRASTA [15].

Compared with Lb (27), the objective function Lc (28) of
ACO has an additional connectivity term λ‖Db‖1

Lc = min
b,U,v

N∑
i=1

[
1

2
bi (Ui v− oi )

2 + β(1− bi )

]
+ λ‖Db‖1.

(28)

The objective function of BAL is similar to but different
from that of ISC [9]. See [9] for the difference.

TABLE II

F1-SCORES OF THE BAL METHOD AND THE METHODS THAT ADD
DIFFERENT TERMS (SEE TABLE I). THE PROPOSED METHOD

IS THE METHOD OF ADDING BOTH CONNECTIVITY

AND SALIENCY MAP TERMS TO BAL

Fig. 2. Two examples of the influence of adding connectivity and saliency
map to the objective function. (a) Input image. (b) Ground truth. (c) BAL.
(d) ACO. (e) MODSM.

Fig. 3. Other two examples of the influence of adding connectivity and
saliency map to the objective function. (a) Input image. (b) Ground truth.
(c) BAL. (d) ACO. (e) MODSM.

The objective function Ls of ASMO is

Ls = min
b,U,v

N∑
i=1

[
1

2
bi (Ui v− oi )

2 + β(1− bi )− αbi (1− si )

]
.

(29)

One can see from Table II the contribution of different
terms. The average F1-scores of BAL, ACO, ASMO, and our
MODSM are 56.78%, 71.18%, 64.66%, and 77.11%, respec-
tively. Both ACO and ASMO are capable of improving the
detection result of BAL, showing the importance of indepen-
dently introducing the connectivity term and the saliency map
term. Adding the saliency map term gives 64.66%−56.78%
= 7.88% improvement over BAL. By incorporating both
the saliency map term and the connectivity term, the pro-
posed method gives 77.11%−56.78%= 20.33% improvement
over BAL.

Several frames of Perception Test Image Sequences [29] are
used for analyzing the intermediate results. Some examples
are shown in Figs. 2 and 3. Fig. 2(a) shows two input
frames with water surface background for the top one and
indoor environment for the bottom one. The ground truths of
the moving objects are given in Fig. 2(b). Fig. 2(c) shows
the detected results of BAL from which one can see that the
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Fig. 4. (b) and (d) Saliency maps of (a) and (c), respectively.

Fig. 5. Input image and the background vector obtained in different iterations
of ACO (top) and MODSM (i.e., adding both saliency map and connec-
tivity to BAL) (bottom). (a) Input image. (b) iteration #1. (c) iteration #3.
(d) iteration #6. (e) iteration #10.

detected object is smaller than the ground truth. The top of
Fig. 2(c) shows that the feet and some portions of the shanks
are missed by the BAL method. The bottom of Fig. 2(c) shows
that the middle of the person is missed by the BAL method.

As can be seen from Fig. 2(d), with the help of connectivity
term, the ACO is able to detect the missed parts [see the feet
and legs on the top of Fig. 2(c) and the middle part of the
person on the bottom of Fig. 2(c)] of the persons. However,
one can also see that there are many false alarms in Fig. 2(d).
False alarms are the by-product of add connectivity. Fig. 2(e) is
the result of the proposed method (i.e., by adding both saliency
map and connectivity to BAL). Obviously, introducing the
saliency map successfully discards the false alarms existing
in Fig. 2(d).

The results given in Fig. 3(e) demonstrate that adding
saliency map into the objective function is capable of sup-
pressing many false alarms when the size of moving objects
[a person on the top of Fig. 3(a) and a car on the bottom of
Fig. 3(a)] is small, whereas the background is large, complex,
and dynamic. Fig. 3(d) shows that adding connectivity into
the objective function not only enlarges the area of the
objects detected by BAL but also incorrectly classifies moving
leafs and shadows as semantic objects. Adding saliency map
[Fig. 3(e)] plays a role of overcoming the drawbacks of adding
connectivity.

The saliency maps of the top and bottom of Fig. 3(a) are
shown in Fig. 4(b) and (d), respectively. Though the saliency
maps are not ideal, they provide a useful clue for the proposed
method (i.e., by adding both saliency map and connectivity
to BAL).

The proposed algorithm (i.e., adding both saliency map and
connectivity to BAL) (see Algorithm 1) and the ACO algo-
rithm update the background vector b iteratively. Figs. 5 and 6
show how the background vector b varies with iterations.
Fig. 5(a) shows the input image identical to the top of Fig. 3(a).
The top and bottom of Fig. 5 correspond to the iteration results

Fig. 6. Input image and the background vector b obtained in different
iterations of ACO (top) and MODSM (i.e., adding both saliency map
and connectivity to BAL) (bottom). (a) Input image. (b) iteration #1.
(c) iteration #3. (d) iteration #6. (e) iteration #10.

Fig. 7. Convergence of the proposed method (i.e., adding both saliency map
and connectivity to the BAL). (a) For the input image shown in Fig. 5(a).
(b) For the input image shown in Fig. 6(a).

Fig. 8. Reconstructed background updates from the first frame to
the 34th frame. (a) t = 1. (b) t = 4. (c) t = 9. (d) t = 15. (e) t = 20. (f) t = 27.
(g) t = 34.

of the ACO algorithm and the proposed MODSM algorithm,
respectively. One can see from the top of Fig. 5 that the
background vector obtained by ACO contains more regions of
waving leafs as the iteration proceeds. However, one can see
from the bottom of Fig. 5 that the background vector obtained
by the proposed method excludes more regions of waving
leafs as the iteration proceeds and hence the foreground vector
focuses on the true meaningful moving person.

Similar to Fig. 5, the bottom of Fig. 6 also demonstrates that
adding the saliency map into the objective function makes the
estimated background vector iteratively exclude the influence
of moving leafs.

Fig. 7 shows the convergence property of the proposed
algorithm. Generally, the value of the objective function L
decreases drastically at the first five iterations and becomes
stable after iteration # 8. To further show the convergence
of the background of the first few frames, the bottom of
Fig. 8 shows the reconstructed backgrounds corresponding to
the first, fourth, ninth, 15th, 20th, 27th, and 34th frame of the
Shopping Mall (SM) video. We can find that the reconstructed
background improves gradually as more frames are available.
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TABLE III

PARAMETERS OF THE MODSM METHOD

For example, the reconstructed background corresponding to
the first frame [see the bottom of Fig. 8(a)] contains obvi-
ous artifacts caused by moving objects. However, when the
model updates to 20th frame or 34th frame, the reconstructed
backgrounds [see the bottom of Fig. 8(e) and (g)] are mainly
dominated by true backgrounds and the influence of the
moving objects is negligible.

B. Comparison With the State-of-the-Art Methods on
Perception Test Images Sequences

The Perception Test Images Sequences data set [29] is
also used for comparison with the state-of-the-art methods.
The data set consists of nine videos captured in a variety of
indoor and outdoor environments, including offices, campuses,
sidewalks, and other private and public sites.

The weather conditions when collecting the data cover
sunny, cloudy, and rainy weather. The videos with static
background are named Bootstrap (BS), SM, and Hall (Hal).
The videos with dynamic background are called Fountain
(Fou), Escalator (Esc), Water Surface (WS), Curtain (Cur),
and Campus (Cam). The Lobby (Lob) video is captured when
there are drastic variations in illumination. The sizes (widths
and heights) of the frames include [160, 130], [160, 128], [176,
144], [160, 120], [160, 128], and [320, 256].

We compare the proposed MODSM algorithm with
DECOLOR [8], ISC [9], RFDSA [13], Dirichlet process
Gaussian mixture model (DP-GMM) [14], GRASTA [15],
PCP [33], GMM [48], and SOBS [49]. PCP, GRASTA, and
RFDSA are the state-of-the-art subspace-based algorithms.
DP-GMM is the state-of-the-art density-based algorithm and
DECOLOR is the state-of-the-art low-rank-based algorithm.
DP-GMM and GRASTA are incremental algorithms, whereas
PCP, DECOLOR, and RFDSA are batch algorithms. As stated
in Section II, ISC can be considered as an incremental version
of DECOLOR. Note that GRASTA randomly samples a frac-
tion of pixels in an image for subspace modeling and object
detecting. Its detection accuracy increases with the fraction.
To reduce randomness and get its best accuracy, 100% pixels
are used in our experiments.

The parameters (7) of the MODSM method are given in
Table III, where m is the number of columns (basis vectors)
of the matrix U. The parameter β balances the sparsity term
and other terms. In the training stage, β is updated frame by
frame according to β = max( 1

2β, 4.5σ̂ 2). For the first frame,
β is set to be the variance of the first frame. The schemes
of setting β and λ are the same as those in [8]. In Table III,
σ̂ 2 is given by

σ̂ 2 = 1

2|�|
∑
O∈�
||Uv− o||22 (30)

TABLE IV

F1-SCORES OF DIFFERENT METHODS ON PERCEPTION
TEST IMAGES SEQUENCES

where � and |�| are the set and the number of training
images, respectively. sm is the ratio of the number of pixels
whose saliency is larger than the mean of the saliency maps
of training images

sm =
∑

S
∑N

i=1 I (si − sM )

N |�| (31)

with

sM =
∑

S
∑N

i=1 si

N |�| (32)

and

I (x) =
{

1 x > 0

0 x ≤ 0.
(33)

Note that the 	x
 in Table III stands for the floor function
of x .

We have evaluated many formulas for setting α and the
experimental results show that the formula in Table III is the
best.

Table III gives a general rule for parameter setting. However,
the detection performance can be significantly improved if
video-specific parameters are utilized.

The F1-score, the harmonic mean of precision and recall,
is used for objective evaluation

F1 = 2
precision× recall

precision+ recall
. (34)

The F1-score results of the different methods are given in
Table IV. Among the nine videos, the proposed MODSM,
RFDSA, DECOLOR, and ISC get the best performance on
five (i.e., WS, Cur, Hal, Esc, and BS), one (i.e., Lob), two (i.e.,
Fou and Cam), and one (i.e., SM) different videos, respectively.
The average F1-score of the proposed MODSM is the largest.
However, our method does not work well for the Lob video.
The main reason is that the performance of the method [43]
of creating saliency map on the Lob video degraded signifi-
cantly. If the Lob video was excluded, the average F1-score
of MODSM grows from 0.7711 to 0.7955, whereas that of
RFDSA decreases from 0.7489 to 0.7421. It is expected that
the performance of MODSM increases with the performance
of saliency map. Table IV also shows that if proper prior
information (i.e., connectivity, saliency map, and sparsity)
is employed, then the incremental algorithm MODSM can
outperform the batch algorithms DECOLOR and RFDSA.
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Fig. 9. ROC curves on the WS, Esc, Fou, and Cam videos.

Fig. 10. Detected objects for a frame of the Cur video. (a) Input image.
(b) Ground truth. (c) MODSM. (d) RFDSA. (e) DECOLOR.

Moreover, the proposed MODSM is remarkably superior to the
incremental algorithm ISC. The average F1-score of ISC [9]
is 59.33%, whereas the average F1-score of our method is
as large as 77.11%. The proposed MODSM method gives an
average of 17.78% over the ISC method. The benefit of our
method comes not only from introducing saliency map into a
unified objective function but also from employing continuous
foreground vector instead of a binary one.

The ROC curves of the MODSM and RFDSA on the WS,
Esc, Fou, and Cam videos are shown in Fig. 9, where the
superiority of the MODSM can be observed. Take the Fou
video as an example. The true positive rates (i.e., recall) of
MODSM and RFDSA are, respectively, 0.99 and 0.935 when
the false positive rate is 0.05. Note that the DOCOLOR and
ISC methods cannot generate the ROC curves because of their
binary values of the estimated foreground and background.

Several specific results of MODSM, RFDSA, and
DECOLOR are visualized in Figs. 10–13(a)–(e) as the cur-
rent input frame, ground truth of the moving objects, and
the detected results of MODSM, RFDSA, and DECOLOR,
respectively.

Fig. 10(a) shows a frame of the Cur video. Fig. 10(d)
shows that RFDSA incorrectly regards the variation caused
by motion of the curtain as moving objects and RFDSA
results in incomplete neck of the person. Fig. 10(e) shows that
DECOLOR gives rise to even more false alarms. Investigating
Fig. 10(b) and (c), one can find that the result of MODSM is
much closer to that of the ground truth.

Fig. 11. Detected objects for a frame of the Cam video. (a) Input image.
(b) Ground truth. (c) MODSM. (d) RFDSA. (e) DECOLOR.

Fig. 12. Detected objects for a frame of the Esc video. (a) Input image.
(b) Ground truth. (c) MODSM. (d) RFDSA. (e) DECOLOR.

Fig. 13. Detected objects for a frame of the SM video. (a) Input image.
(b) Ground truth. (c) MODSM. (d) RFDSA. (e) DECOLOR.

Fig. 14. Average F1-score versus the average FPSs on Perception Test Images
Sequences.

Fig. 11(a) shows a frame of the Cam video. Fig. 11(d)
shows that RFDSA incorrectly classifies many waving leafs as
meaningful moving objects. Fig. 11(e) tells that DECOLOR
cannot detect the left small person and the head of the
right large person is also mistakenly classified as background.
Fig. 11(c) shows that the proposed method is powerful for
classifying the waving leafs as background and detecting both
of the persons.

Fig. 12(a) shows a frame of the Esc video. Fig. 12(d) shows
that RFDSA classifies the moving escalator as semantically
meaningful moving objects. Because of using the information
of saliency map, the proposed MODSM [Fig. 12(c)] avoids
the errors of RFDSA. Fig. 12(e) shows that DECOLOR has
almost not missed alarms but has many false alarms. The result
[Fig. 12(c)] of MODSM is the best among the three methods.

Fig. 13(a) shows a frame of the SM video. It can be seen that
MODSM is comparable and even slightly better than RFDSA
and DECOLOR.

Fig. 14 shows the average F1-score versus average frames
per second (FPSs) of GRASTA, DECOLOR, RFDSA, ISC,
and the proposed MODSM method. Three conclusions can be
drawn from Fig. 14.
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Fig. 15. Detected result for a frame of the Lob video. (a) Previous frame.
(b) Current frame. (c) Saliency map. (d) Detected result.

TABLE V

F1-SCORES ON THE WS VIDEO AND THE Cam VIDEO VERSUS THE

SALIENCY MAPS WITH DIFFERENT VARIANCES

OF THE GAUSSIAN NOISE

1) The proposed MODSM method is faster than
DECOLOR and is comparable to RFDSA.

2) The proposed MODSM method is able to obtain the best
F1-score.

3) The proposed MODSM method is capable of getting a
good tradeoff between the F1-score and the computa-
tional speed.

Nevertheless, there is space to improve the efficiency of the
proposed method. One way is to speed up the computation of
the saliency map.

As can be seen from Table IV, the proposed method
MODSM results in unsatisfying results on the Lob video.
Fig. 15 attempts to explain the reasons. On the one hand,
switching from light ON [Fig. 15(a)] to light OFF [Fig. 15(b)]
gives rise to large variation, which is difficult for the basis
vectors U to capture. On the other hand, the saliency map is
not satisfying on the regions of the moving object (person).
In this case, introducing the bad saliency map [Fig. 15(c)] has
a negative influence on the task of moving object detection.
The research progress of salient object detection is helpful for
improving the performance of the propose method.

We also investigate how the quality of the saliency map
influences the detection accuracy (F1-score). The Gaussian
noise with different variances and the salt-and-pepper noise
with different density are added into the saliency maps of
the WS video and the Cam video, respectively. The detection
results corresponding to the Gaussian noise are given in
Table V and the detection results corresponding to the salt-and-
pepper noise are given in Table VI. It is observed from Table V
that the loss of F1-score is negligible when the variance of the
Gaussian noise increases to 0.05, 0.1, and 0.15. The decrease
in F1-score is relatively large only when the variance is very
large. The phenomenon can also be seen from Table VI.

Fig. 16 visualizes the detection results when the Gaussian
noise with variances 0, 0.05, 0.15, and 0.35 is added to the
saliency map. As can be seen from Fig. 16, the person can
be detected even when the saliency map contains significant
noise. Of course, when the noise is too heavy that the saliency
map is severely corrupted and is completely immersed in the
noise, the detection accuracy will drop inevitably.

TABLE VI

F1-SCORES ON THE WS VIDEO AND THE Cam VIDEO VERSUS THE
SALIENCY MAPS WITH DIFFERENT DENSITIES OF

THE SALT-AND-PEPPER NOISE

Fig. 16. Detection result on the WS video when the Gaussian noise
with different variances is added to the saliency map. (a) Input image.
(b) var = 0. (c) var = 0.05. (d) var = 0.15. (e) var = 0.35.

TABLE VII

F1-SCORES OF DIFFERENT METHODS ON THE WALLFLOWER DATA SET

C. Comparison With the State-of-the-Art Methods
on the Wallflower Data Set

In this section, experimental results are given on the
Wallflower data set [50]. The Wallflower data set con-
sists of seven different test sequences. The scenarios of
the data set are Moved Object, Time of Day (TOD), Light
Switch (LS), Waving Trees (WT ), Camouflage (CF), BS, and
Foreground Aperture (FA).

The proposed method is compared with two representative
incremental methods (i.e., ISC [9] and GRASTA [15]) and
two representative batch methods (i.e., DECOLOR [8] and
RFDSA [13]). The source codes of the four methods are
publicly available.

The strategy of setting parameters for the proposed
MODSM method is the same as Table III.

Table VII gives the F1-scores of DECOLOR, RFDSA,
GRASTA, ISC, and the proposed MODSM method. The
average scores of DECOLOR, RFDSA, GRASTA, ISC,
and our method MODSM are 60.04%, 53.99%, 33.14%,
44.12%, and 73.89%, respectively. The proposed method is
the best among the five methods. Specially, our method gives
an average 13.85%, 19.90%, 40.75%, 29.77% improvement
over DECOLOR, RFDSA, GRASTA, and ISC, respectively.
Therefore, the superiority of the proposed method is very
significant. The results demonstrate the important role of
introducing saliency map into the objective function.
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Fig. 17. Detection results for frames of the CF video, LS video, and WT video
of the Wallflower data set. (a) Input image. (b) Ground truth. (c) MODSM.
(d) RFDSA. (e) DECOLOR. (f) ISC.

In addition to the above quantitative comparison, we show
in Fig. 17 several detection examples. The input images shown
on the top, middle, and the bottom of Fig. 17(a) are sampled
from the CF video, LS video, and WT video, respectively.
The ground truth is shown in Fig. 17(b). Fig. 17(c)–(f) shows
the detection results of MODSM, RFDSA, DECOLOR, and
ISC, respectively. Among the five methods, the results of our
MODSM are the best in the sense of approximating the ground
truths.

The experimental results on both the Perception Test Images
Sequences data set and the Wallflower data set demonstrate the
effectiveness of the proposed method.

V. CONCLUSION

In this paper, we have presented a moving object detec-
tion method. The method makes use of a saliency map by
incorporating it into a unified objective function for which
the properties of sparsity, low rank, connectivity, and saliency
are integrated. The manner of using a saliency map yields a
smaller number of false alarms and missed alarms. Our future
work will apply the idea of using a saliency map to other state-
of-the-art incremental and batch methods of moving object
detection. Moreover, we will investigate other state-of-the-art
methods of generating a saliency map.

REFERENCES

[1] J. Cao, Y. Pang, and X. Li, “Pedestrian detection inspired by appearance
constancy and shape symmetry,” in Proc. IEEE Int. Conf. Comput. Vis.
Pattern Recognit., Jun. 2016, pp. 1316–1324.

[2] J. Cao, Y. Pang, and X. Li, “Pedestrian detection inspired by appearance
constancy and shape symmetry,” IEEE Trans. Image Process., vol. 25,
no. 12, pp. 5538–5551, Dec. 2016.

[3] Y. Pang, H. Zhu, X. Li, and X. Li, “Classifying discriminative features
for blur detection,” IEEE Trans. Cybern., vol. 46, no. 10, pp. 2220–2227,
Oct. 2016.

[4] Y. Pang, H. Zhu, X. Li, and J. Pan, “Motion blur detection with
an indicator function for surveillance machines,” IEEE Trans. Ind.
Electron., vol. 63, no. 9, pp. 5592–5601, Sep. 2016.

[5] H. Li, H. Lu, Z. Lin, X. Shen, and B. Price, “Inner and inter label
propagation: Salient object detection in the wild,” IEEE Trans. Image
Process., vol. 24, no. 10, pp. 3176–3186, Oct. 2015.

[6] J. Lei et al., “A universal framework for salient object detection,” IEEE
Trans. Multimedia, vol. 18, no. 9, pp. 1783–1795, Sep. 2016.

[7] W. Wang, J. Shen, X. Li, and F. Porikli, “Robust video object coseg-
mentation,” IEEE Trans. Image Process., vol. 24, no. 10, pp. 3137–3148,
Oct. 2015.

[8] X. Zhou, C. Yang, and W. Yu, “Moving object detection by detecting
contiguous outliers in the low-rank representation,” IEEE Trans. Pattern
Anal. Mach. Intell., vol. 35, no. 3, pp. 597–610, Mar. 2013.

[9] J. Pan, X. Li, X. Li, and Y. Pang, “Incrementally detecting moving
objects in video with sparsity and connectivity,” Cognit. Comput., vol. 8,
no. 3, pp. 420–428, 2016.

[10] W. Wang, J. Shen, and L. Shao, “Consistent video saliency using local
gradient flow optimization and global refinement,” IEEE Trans. Image
Process., vol. 24, no. 11, pp. 4185–4196, Nov. 2015.

[11] H. Fu, D. Xu, B. Zhang, S. Lin, and R. K. Ward, “Object-based multiple
foreground video co-segmentation via multi-state selection graph,” IEEE
Trans. Image Process., vol. 24, no. 11, pp. 3415–3424, Nov. 2015.

[12] C. Li, X. Wang, L. Zhang, J. Tang, H. Wu, and L. Lin, “WELD:
Weighted low-rank decomposition for robust grayscale-thermal fore-
ground detection,” IEEE Trans. Circuits Syst. Video Technol., vol. PP,
no. 99, p. 1, 2016, doi: 10.1109/TCSVT.2016.2556586.

[13] X. Guo, X. Wang, L. Yang, X. Cao, and Y. Ma, “Robust foreground
detection using smoothness and arbitrariness constraints,” in Proc. Eur.
Conf. Comput. Vis., 2014, pp. 535–550.

[14] T. S. F. Haines and T. Xiang, “Background subtraction with Dirichlet
process mixture models,” IEEE Trans. Pattern Anal. Mach. Intell.,
vol. 36, no. 4, pp. 670–683, Apr. 2014.

[15] J. He, L. Balzano, and A. Szlam, “Incremental gradient on the
Grassmannian for online foreground and background separation in
subsampled video,” in Proc. IEEE Int. Conf. Comput. Vis. Pattern
Recognit., Jun. 2012, pp. 1568–1575.

[16] X. Ye, J. Yang, X. Sun, K. Li, C. Hou, and Y. Wang, “Foreground–
background separation from video clips via motion-assisted matrix
restoration,” IEEE Trans. Circuits Syst. Video Technol., vol. 25, no. 11,
pp. 1721–1734, Nov. 2015.

[17] M. Shakeri and H. Zhang, “COROLA: A sequential solution to moving
object detection using low-rank approximation,” Comput. Vis. Image
Understand., vol. 146, pp. 27–39, 2016.

[18] X. Zhou, C. Yang, H. Zhao, and W. Yu, “Low-rank modeling and its
applications in image analysis,” ACM Comput. Surveys, vol. 47, no. 2,
2015, Art. no. 36.

[19] J. Xu, V. K. Ithapu, L. Mukherjee, J. M. Rehg, and V. Singh, “GOSUS:
Grassmannian online subspace updates with structured-sparsity,” in Proc.
IEEE Int. Conf. Comput. Vis., Dec. 2013, pp. 3376–3383.

[20] T. Bouwmans, A. Sobral, S. Javed, S. K. Jung, and E.-H. Zahzah,
“Decomposition into low-rank plus additive matrices for background/
foreground separation: A review for a comparative evaluation with
a large-scale dataset,” Comput. Sci. Rev., to be published, doi:
10.1016/j.cosrev.2016.11.001.

[21] P. Dollár, R. Appel, S. Belongie, and P. Perona, “Fast feature pyramids
for object detection,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 36,
no. 8, pp. 1532–1545, Aug. 2014.

[22] M. Isard and A. Blake, “CONDENSATION—Conditional density prop-
agation for visual tracking,” Int. J. Comput. Vis., vol. 29, no. 1, pp. 5–28,
1998.

[23] Y. Pang, K. Zhang, Y. Yuan, and K. Wang, “Distributed object
detection with linear SVMs,” IEEE Trans. Cybern., vol. 44, no. 11,
pp. 2122–2133, Nov. 2014.

[24] Y. Lin, Y. Tong, Y. Cao, Y. Zhou, and S. Wang, “Visual-attention based
background modeling for detecting infrequently moving objects,” IEEE
Trans. Circuits Syst. Video Technol., vol. PP, no. 99, p. 1, 2016, doi:
10.1109/TCSVT.2016.2527258.

[25] A. Neri, S. Colonnese, G. Russo, and P. Talone, “Automatic mov-
ing object and background separation,” Signal Process., vol. 66,
pp. 219–232, Apr. 1998.

[26] K. Wang, L. Xu, Y. Fang, and J. Li, “One-against-all frame dif-
ferences based hand detection for human and mobile interaction,”
Neurocomputing, vol. 120, pp. 185–191, Nov. 2013.

[27] T. Huynh-The, O. Banos, S. Lee, B. H. Kang, E.-S. Kim, and
T. Le-Tien, “NIC: A robust background extraction algorithm for
foreground detection in dynamic scenes,” IEEE Trans. Circuits Syst.
Video Technol., vol. PP, no. 99, p. 1, 2016, doi: 110.1109/TCSVT.
2016.2543118.

[28] I. Haritaoglu, D. Harwood, and L. S. Davis, “W4: Real-time surveillance
of people and their activities,” IEEE Trans. Pattern Anal. Mach. Intell.,
vol. 22, no. 8, pp. 809–830, Aug. 2000.

[29] L. Li, W. Huang, I. Y.-H. Gu, and Q. Tian, “Statistical mod-
eling of complex backgrounds for foreground object detection,”
IEEE Trans. Image Process., vol. 13, no. 11, pp. 1459–1472,
Nov. 2004.

[30] J. Lei, S. Li, C. Zhu, M.-T. Sun, and C. Hou, “Depth coding based on
depth-texture motion and structure similarities,” IEEE Trans. Circuits
Syst. Video Technol., vol. 25, no. 2, pp. 275–286, Feb. 2015.

[31] Y. Pang, S. Wang, and Y. Yuan, “Learning regularized LDA by
clustering,” IEEE Trans. Neural Netw. Learn. Syst., vol. 25, no. 12,
pp. 2191–2201, Dec. 2014.



PANG et al.: INCREMENTAL LEARNING WITH SALIENCY MAP FOR MOVING OBJECT DETECTION 651

[32] Y. Yuan, Y. Pang, J. Pan, and X. Li, “Scene segmentation based on
IPCA for visual surveillance,” Neurocomputing, vol. 72, nos. 10–12,
pp. 2450–2454, 2009.

[33] E. J. Candès, X. Li, Y. Ma, and J. Wright, “Robust principal component
analysis?” J. ACM, vol. 58, no. 3, 2011, Art. no. 11.

[34] P. Favaro, R. Vidal, and A. Ravichandran, “A closed form solution to
robust subspace estimation and clustering,” in Proc. IEEE Int. Conf.
Comput. Vis. Pattern Recognit., Jun. 2011, pp. 1801–1807.

[35] C. Qiu and N. Vaswani, “ReProCS: A missing link between recursive
robust PCA and recursive sparse recovery in large but correlated noise,”
CoRR, vol. abs/1106.3286, 2011.

[36] F. De la Torre and M. J. Black, “A framework for robust subspace
learning,” Int. J. Comput. Vis., vol. 54, no. 1, pp. 117–142, Aug. 2003.

[37] R. Vidal, Y. Ma, and S. Sastry, “Generalized principal component
analysis (GPCA),” IEEE Trans. Pattern Anal. Mach. Intell., vol. 27,
no. 12, pp. 1945–1959, Dec. 2005.

[38] B. Xin, Y. Tian, Y. Wang, and W. Gao, “Background subtraction via
generalized fused lasso foreground modeling,” in Proc. IEEE Int. Conf.
Comput. Vis. Pattern Recognit., Jun. 2015, pp. 4676–4684.

[39] L. Balzano, R. Nowak, and B. Recht, “Online identification and tracking
of subspaces from highly incomplete information,” in Proc. Allerton
Conf. Commun., 2010, pp. 704–711.

[40] R. Achanta, A. Shaji, K. Smith, A. Lucchi, P. Fua, and S. Süsstrunk,
“SLIC superpixels compared to state-of-the-art superpixel methods,”
IEEE Trans. Pattern Anal. Mach. Intell., vol. 34, no. 11, pp. 2274–2282,
Nov. 2012.

[41] Y. Boykov, O. Veksler, and R. Zabih, “Fast approximate energy min-
imization via graph cuts,” IEEE Trans. Pattern Anal. Mach. Intell.,
vol. 23, no. 11, pp. 1222–1239, Nov. 2001.

[42] V. Kolmogorov and R. Zabin, “What energy functions can be minimized
via graph cuts?” IEEE Trans. Pattern Anal. Mach. Intell., vol. 26, no. 2,
pp. 147–159, Feb. 2004.

[43] W. Zhu, S. Liang, Y. Wei, and J. Sun, “Saliency optimization from robust
background detection,” in Proc. IEEE Int. Conf. Comput. Vis. Pattern
Recognit., Jun. 2014, pp. 2814–2821.

[44] S. Boyd, N. Parikh, E. Chu, B. Peleato, and J. Eckstein, “Distributed
optimization and statistical learning via the alternating direction method
of multipliers,” Found. Trends Mach. Learn., vol. 3, no. 1, pp. 1–122,
2011.

[45] S. Mittal and P. Meer, “Conjugate gradient on Grassmann manifolds
for robust subspace estimation,” Image Vis. Comput., vol. 30, nos. 6–7,
pp. 417–427, 2012.

[46] A. Edelman, T. A. Arias, and S. T. Smith, “The geometry of algorithms
with orthogonality constraints,” SIAM J. Matrix Anal. Appl., vol. 20,
no. 2, pp. 303–353, 1998.

[47] D. Zhang and L. Balzano, “Global convergence of a Grassmannian
gradient descent algorithm for subspace estimation,” in Proc. 19th Int.
Conf. Artif. Intell. Statist., 2016, pp. 1–16.

[48] C. Stauffer and W. E. L. Grimson, “Adaptive background mixture models
for real-time tracking,” in Proc. IEEE Int. Conf. Comput. Vis. Pattern
Recognit., Jun. 1999, p. 252.

[49] L. Maddalena and A. Petrosino, “A self-organizing approach to back-
ground subtraction for visual surveillance applications,” IEEE Trans.
Image Process., vol. 17, no. 7, pp. 1168–1177, Jul. 2008.

[50] K. Toyama, J. Krumm, B. Brumitt, and B. Meyers, “Wallflower: Princi-
ples and practice of background maintenance,” in Proc. IEEE Int. Conf.
Comput. Vis., Sep. 1999, pp. 255–261.

Yanwei Pang (M’07–SM’09) received the
Ph.D. degree in electronic engineering from
University of Science and Technology of China,
Hefei, China, in 2004.

He is a Professor with Tianjin University, Tianjin,
China. His research interests include deep learning,
object detection, pattern recognition, and image
processing, in which he has authored more than 100
scientific papers including 27 IEEE TRANSACTION

papers.

Li Ye received the B.S. degree in electronic engi-
neering from Tianjin University, Tianjin, China,
in 2014. She is currently working toward the
M.S. degree at the same university.

Her research interests include object detection and
image recognition.

Xuelong Li (M’02–SM’07–F’12) is a Full Professor with the Center for
Optical Imagery Analysis and Learning, State Key Laboratory of Transient
Optics and Photonics, Xi’an Institute of Optics and Precision Mechanics,
Chinese Academy of Sciences, Xi’an, China.

Jing Pan received the B.S. degree in mechanical
engineering from North China Institute of Tech-
nology (now North University of China), Taiyuan,
China, in 2002 and the M.S. degree in pre-
cision instrument and mechanism from Univer-
sity of Science and Technology of China, Hefei,
China, in 2007. She is currently working toward
the Ph.D. degree with Tianjin University, Tianjin,
China.

She is a Lecturer with the School of Electronic
Engineering, Tianjin University of Technology and

Education, Tianjin. Her research interests include computer vision and pattern
recognition.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


