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Abstract— This paper presents an advanced depth intra-coding
approach for 3D video coding based on the High Efficiency
Video Coding (HEVC) standard and the multiview video plus
depth (MVD) representation. This paper is motivated by the
fact that depth signals have specific characteristics that differ
from those of natural signals, i.e., camera-view video. Our
approach replaces conventional intra-picture coding for the
depth component, targeting a consistent and efficient support of
3D video applications that utilize depth maps or polygon meshes
or both, with a high depth coding efficiency in terms of minimal
artifacts in rendered views and meshes with a minimal number
of triangles for a given bit rate. For this purpose, we introduce
intra-picture prediction modes based on geometric primitives
along with a residual coding method in the spatial domain,
substituting conventional intra-prediction modes and transform
coding, respectively. The results show that our solution achieves
the same quality of rendered or synthesized views with about
the same bit rate as MVD coding with the 3D video extension
of HEVC (3D-HEVC) for high-quality depth maps and with
about 8% less overall bit rate as with 3D-HEVC without
related depth tools. At the same time, the combination of
3D video with 3D computer graphics content is substantially
simplified, as the geometry-based depth intra signals can be
represented as a surface mesh with about 85% less triangles,
generated directly in the decoding process as an alternative
decoder output.

Index Terms— 3D video coding, 3D video extension of
HEVC (3D-HEVC), depth intra coding, High Efficiency Video
Coding (HEVC), inter component prediction, mesh extraction,
multiview video plus depth (MVD), wedgelets.

I. INTRODUCTION

IN RECENT years, 3D video technology has matured along
with intensified research on all stages of the processing

chain from 3D video capture to the display technology. This
especially includes new and advanced 3D video coding meth-
ods for efficient compression and transmission as well as novel
applications that combine 3D video and 3D computer graphics
elements.
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According to [1], 3D video solutions can be categorized
by the representation format, namely, those based on
stereo and multiview signals and those that additionally
use depth maps. Regarding the first category, an important
milestone was the multiview video coding (MVC) extension
of the H.264/Advanced Video Coding (AVC) standard.
Here, the multiview video (MVV) representation format is
used, showing the same scene from two or more different
perspectives. By adding the concept of disparity-compensated
prediction, inter-view dependencies are efficiently exploited
with MVC, resulting in a significant coding gain compared
with that of simulcast coding [2]. Target applications of
MVC were efficient compression and transmission of stereo
video, and consequently, it was adopted for the Blu-ray 3D
format. For supporting backward compatibility and a direct
implementation on top of existing solutions, the design of
MVC is restricted to high-level syntax changes of H.264/AVC.
This concept is now also applied to the High Efficiency
Video Coding (HEVC) standard [3] for defining a simple
stereo and multiview video coding extension (MV-HEVC) [4]
that benefits from the significantly better coding efficiency of
HEVC compared with H.264/AVC.

The second category is based on the multiview video plus
depth (MVD) representation. By enhancing MVV with the
associated depth signal, a new class of 3D video solutions
is enabled: via depth image-based rendering (DIBR),
perspectively correct virtual camera views of the scene can be
synthesized for arbitrary view positions. Typical applications
in this category are the support of autostereoscopic displays
with a large number of views, baseline adaptation for different
screen sizes, and free-viewpoint video.

One key aspect for the success of such applications is
efficient compression and transmission of MVD data. The
depth intra-coding solution we present in this paper is a
continued development of our previous and ongoing work
in this field [5]–[8], but with a new direction, targeting
convergence of 3D video and 3D computer graphics content.
Our approach is motivated by the fact that the characteristics
of depth signals differ from those of natural video signals,
featuring sharp edges (representing object borders) and larger
areas of nearly constant or only slowly varying sample
values (representing object areas). Consequently, hybrid
video codecs like HEVC—that are highly optimized for the
statistics of natural video signals—are not fully suitable for
depth coding. We therefore propose a coding approach that
is adapted to the specific characteristics of depth signals,
replacing intra-prediction modes as well as transform residual
coding of HEVC. Our solution is optimized for both efficient
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compression of depth signals and efficient support of
triangular meshes for representing the scene surface. This
introduces additional constraints on the design of the coding
scheme, resulting in the carefully considered combination of
adapted existing and newly developed methods we present in
this paper.

Specific depth compression methods are a topic of high
interest in the area of 3D video coding. Related to our solu-
tion, approaches for non-rectangular block segmentation and
wedgelets, inter-component prediction, and residual coding
for depth have been studied. Morvan et al. [9] proposed
platelet-based coding of depth maps. By modeling the signal
of depth blocks using piecewise-linear functions and omitting
the residual signal, they reported a bit rate gain of about 25%
compared with that of JPEG2000. For the same method,
Merkle et al. [6] reported that the bit rate is about 25% higher
than that of H.264/AVC intra-only coding, while leading to
a better quality of rendered views using the coded depth
maps. Liu et al. [10] propose a trilateral filter together
with a sparse dyadic mode for depth intra coding. The latter
combines rectangular and diagonal block partitions with an
inter-component predicted contour refinement. The resulting
piecewise-constant depth signals are reconstructed from pre-
dictively coded constant partition value offsets—a similar
approach has later been applied in [8] for residual adaptation
of inter-component predicted wedgelet and contour segmen-
tations. As an extension of H.264/MVC, they report about
1.5 dB total gain in rendered view quality. Oh and Ho [11]
proposed inter-component prediction for motion vectors using
the motion vectors of the corresponding video block also for
the depth block. As an extension of H.264/AVC, they report
bit rate gains of about 10% for low rates, while a worse
performance is achieved for high rates. Winken et al. [12]
propose inter-component prediction for motion vectors by
inheriting motion and block partitioning from video to depth.
As an extension of multiview HEVC, they report about 10%
reduction in the depth bit rate. Mora et al. [13] propose
inter-component prediction of quadtree partitions using the
video quadtree as a reference for limitation and prediction
of the depth quadtree, reporting significant encoder complex-
ity reduction and small depth bit rate gains for 3D video
extension of HEVC (3D-HEVC) [4]. Jäger and Naser [14]
study low-complexity transform coding for depth maps by
replacing the discrete cosine transform (DCT) with Haar or
Walsh–Hadamard transforms in 3D-HEVC, reporting less
complexity and some bit rate reduction for higher depth
qualities. Our previous work on depth intra coding introduced
wedgelet block segmentation with residual adaptation in [8]
and inter-component prediction of wedgelet and contour seg-
mentations in [7], reporting about 11% and 6% reduction for
the depth bit rate, respectively. In contrast to the approaches
proposed in this paper, these extend MV-HEVC by additional
modes and methods, without integrating and evaluating the
effect of the view synthesis optimization (VSO) [15] distortion
metric.

The main achievement of our solution relative to related
work is the consistent and efficient coding scheme for
3D video applications that utilize depth maps or polygon

Fig. 1. Plane model of a depth block. (a) Linear function with offset do and
slopes mu and mv . (b) Resulting depth values dM (u, v).

meshes or both, with all building blocks optimized for a
high depth coding efficiency in terms of minimal artifacts in
rendered views as well as mesh extraction with a minimal
number of triangles for a given bit rate. The important new
contributions are the mesh extraction algorithm that smoothly
integrates in the decoder, the specially adapted set of mod-
eling functions and corresponding prediction modes, and the
enhancement of the constant offset residual concept for fully
replacing transform residual coding in all stages of the depth-
related intra encoder and decoder. The main principle of our
approach is approximation of the signal of a depth block by
modeling functions based on geometric primitives that allow
representing the scene surface with a minimum number of
triangles. In Section II, the two basic types of geometric depth
models are introduced, namely, plane fitting for areas with a
planar characteristic and wedgelet and contour segmentations
for sharp edges. Following this principle, a full intra-coding
solution for depth is developed. The details are explained in
Section III, including intra prediction and inter-component
prediction as well as constant offset residual coding in the
spatial domain. Section IV is on the application of our solution,
including codec integration based on 3D-HEVC and mesh
extraction. Finally, the results are presented in Section V.

II. GEOMETRIC DEPTH MODELING

This section introduces the two approaches for
approximating the signal of a depth block by geometric
modeling functions. Both are adapted to a specific depth signal
feature, namely, plane fitting for areas with constant or slowly
changing values and non-rectangular block segmentation for
sharp edges. Conceptually similar modeling functions have
been applied in previous works, for instance, wedgelet and
plane models in [9] or wedgelet and contour models in [7].

A. Plane Fitting

The basic principle of this depth signal modeling approach
is approximation of the signal of a rectangular block by
a linear model that describes a plane. This type of model
targets a close approximation of depth blocks with a planar
signal characteristic—typically representing flat scene areas
or objects.

As shown in Fig. 1, the plane model of a depth block with
sample values dM (u, v) is defined by a linear function as

dM (u, v) = do + mu · u + mv · v (1)
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Fig. 2. Wedgelet model of a depth block. (a) Segmentation pattern with
partitions P1 and P2. (b) Constant segment values d1 and d2.

with do being the offset at position (0, 0) and mu/v the slope
of the plane in both coordinate directions.

Given a depth block with original sample values d(u, v),
deriving the best approximation by a plane model means
finding the plane with parameters do, mu , and mv that causes
the minimum distortion compared with the original signal. The
general approach for deriving the minimum distortion linear
model for a given set of sample values is known as linear
regression [16]. The most commonly used distortion metric
for this is the mean squared error (MSE), such that the least-
squares linear regression method derives the linear model with
the minimum MSE. For sample values assigned with more
than one coordinate, the method is extended to multiple linear
regression [16]. In the case of two coordinates, like the (u, v)
of our depth block, this is also referred to as least squares
regression plane or plane fitting.

B. Non-rectangular Bisegmentation

According to [7], the basic principle of this depth
signal modeling approach is approximation of the signal of
a rectangular block by a model that segments the area into
two non-rectangular regions, where each of the segments is
represented by a constant value. The information required
for such a model consists of two elements: the segmentation
information, specifying the region each sample belongs to, and
the region value information, specifying a constant value for
each region. For a depth block of size N ×N , the signal model
is constructed as follows: given the segmentation information
in the form of a separation line that determines the two
segments P1 and P2, a segmentation pattern is constructed
by assigning each sample to one segment, depending on its
location relative to the line. Such a pattern consists of an array
of N × N binary elements, containing the information whether
the corresponding sample belongs to segment P1 or P2. Given
the region value information in the form of two constant
depth values d1 and d2, corresponding to segments P1 and P2,
the signal model with sample values dM (u, v) is defined
with k ∈ {1, 2} as

dM (u, v) = dk if (u, v) ∈ Pk . (2)

In the following, we introduce signal modeling with
segmentations of type wedgelet and contour in more detail.
Both target a close approximation of sharp edges in areas
of nearly constant sample values—typically representing the

Fig. 3. Contour model of a depth block. (a) Segmentation pattern with
partitions P1 and P2. (b) Constant segment values d1 and d2.

border between foreground and background scene areas or
objects.

1) Wedgelet Segmentation: Like in [8], this approach uti-
lizes wedgelets as a special type of non-rectangular block
segmentation. According to Fig. 2, the wedgelet segmentation
is characterized by the fact that the two partitions are
separated by a straight line. Consequently, wedgelet models
are very consistent, but restricted to linear approximations of
object edges. The separation line is defined by slope m and
offset n as

v(u) = m · u + n with m = vE − vS

uE − uS
, n = vS − m · uS

(3)

using start point (uS, vS) and end point (uE , vE ). Fig. 2(a)
shows the wedgelet segmentation with partitions P1 and
P2, including the separation line and resulting pattern, and
Fig. 2(b) the wedgelet signal model with the constant segment
values d1 and d2.

We employ such wedgelet models for approximating the
signal of a given depth block of size N × N with values
d(u, v). In the context of image and video processing, the
best reconstruction of a signal for a given set of candidate
reconstructions is usually defined as the one that causes
the minimum distortion compared with the original signal.
Translated to our wedgelet approach, this means finding the
model that results in the closest approximation of the original
depth values d(u, v) by carrying out a minimum distortion
search with a set of candidate segmentation patterns. Given a
wedgelet pattern with partitions P1 and P2, the distortion is
derived as follows: first, value dk for each segment k ∈ {1, 2}
is calculated as the mean value of the depth samples covered
by the corresponding segment as

dk = 1

nk
·

∑

∀(u,v)∈Pk

d(u, v) with nk =
∑

∀(u,v)∈Pk

1. (4)

From the segmentation pattern and the resulting segment
values d1 and d2, the wedgelet model with sample values
dM (u, v) is constructed using (2). Finally, the distortion is
calculated from the difference between d(u, v) and dM (u, v).

The algorithm for the minimum distortion search consists
of calculating the distortion for each candidate segmentation
pattern and selecting the one with the minimum value as the
best wedgelet model approximation of the depth signal. The
set of candidate partitions depends on the particular application
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and its constraints. For definitely finding the wedgelet model
with the overall minimum distortion, the candidate set has to
consist of the wedgelet patterns for all possible combinations
of the line start and end positions.

2) Arbitrary Contour Segmentation: Like in [7], this
approach utilizes arbitrary contours as a special type of
non-rectangular block segmentation. According to Fig. 3, the
contour segmentation is characterized by the fact that the
two partitions are separated by an arbitrarily shaped line that
can even consist of several parts. In contrast to wedgelet
models, any complex shaped object edge can be approximated
by a contour model, but the segmentation line cannot be
described by a simple geometrical function. Fig. 3(a) and (b)
shows the contour segmentation with partitions P1 and P2
and the contour signal model with segment values d1 and d2,
respectively.

We employ such contour models for approximating the
signal of a given depth block of size N × N with values
d(u, v). Here, the partition is not derived based on a set of
candidate segmentations, but by direct image segmentation of
the depth block. The most suitable method for this purpose
is (adaptive) thresholding [17]. Thresholding is known from
digital image processing as a very simple image segmentation
approach, extracting two arbitrarily shaped regions from a
grayscale image, separating bright from dark areas. Adaptive
thresholding means that the image is subdivided into individual
subimages and the thresholding is separately applied to each
of them.

We apply adaptive thresholding for deriving the contour
segmentation of a depth block. Here, subimages correspond to
depth blocks of size N × N and bright and dark image regions
to depth values d(u, v) of foreground and background objects,
respectively. The segmentation threshold dc is set equal to the
mean value of the depth block as

dc = 1

N2 ·
∑

∀(u,v)

d(u, v). (5)

Finally, each sample is assigned to one of the two partitions,
depending on whether its value is above or below the thresh-
old, i.e., all samples with d(u, v) � dc are assigned to P1 and
all samples with d(u, v) < dc to P2.

III. DEPTH CODING BASED ON GEOMETRIC PRIMITIVES

The geometry-based depth modeling approach introduced
in Section II can be used for efficient depth compression by
taking advantage of its quality to closely approximate the
signal of a depth block for predictive coding. Accordingly,
the information or parameters describing the model need to
be available for reconstruction at the decoder. In principle,
the required information is either derived from the available
information of previously decoded pictures and blocks (pre-
diction) or determined at the encoder and transmitted in the
bitstream (estimation)—often combined in a way that only
the difference between predicted and estimated information
is transmitted. At the encoder, the decision on whether and
to what extend estimated information is transmitted to the
decoder is typically based on a cost function that balances
the tradeoff between rate and distortion [18], referred to as

Fig. 4. Prediction of plane geometry. (a) Reference samples for offset and
slope. (b) Reference samples for single constant value.

rate-distortion optimization (RDO). The following four
sections introduce the estimation, prediction, and signaling
methods that are required for implementing our depth signal
modeling in an MVD coding framework.

A. Intra-Picture Prediction

According to [19], intra coding of HEVC basically consists
of a number of prediction modes together with transform
coding of the residual. The prediction modes can be grouped
into those for homogeneous regions (Planar and DC mode)
and those for directional structures (33 angular modes). Based
on the geometric plane and wedgelet models introduced in
Section II, we developed the following novel intra-picture
prediction methods for depth coding.

1) Intra Prediction of the Plane: The principle of this
intra-coding method is predicting a plane model from the
information of previously coded blocks in the same picture,
i.e., intra prediction. Like for Planar and DC intra modes in
HEVC [19], the reference information for prediction consists
of the spatially neighboring samples from left and top adjacent
blocks. Our plane coding method is purely predictive (encoder
estimation and decoder reconstruction processes are identical),
such that no additional information has to be signaled in the
bitstream.

The plane prediction process is shown in Fig. 4(a).
According to (1), the plane model of a depth block is described
by the three parameters: offset do, horizontal slope mu and
vertical slope mv . For a depth block of size N × N , these
parameters are derived from the three corner reference samples
according to Fig. 4(a) as

mu/v = 1

N
(dref,A/L − dref,C)

do = dref,C + mu + mv . (6)

The predicted signal dp(u, v) then results from applying (1),
describing a perfectly plane surface, which will be referred
to as Plane mode. In contrast to that the Planar mode in
HEVC [19] has no simple geometric description, as it linearly
interpolates neighboring samples, which results in a smooth
surface with a plane-like characteristic.

2) Intra Prediction of Constant Value: A special case of
the general geometric plane model described above is a plane
with both slopes defined as zero, i.e., all samples of the depth
block have a constant value. This concept is equivalent to
the DC intra mode in HEVC [19]. In this case, as shown
in Fig. 4(b), the constant value for a depth block of size N ×N
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is derived as the mean value of left and top reference samples
as

mu/v
def= 0

do = 1
2N

(∑
dref,L +

∑
dref,A

)
. (7)

The predicted signal then is dp(u, v) = do for all samples
of the block, describing a perfectly flat plane, which will be
referred to as DC∗ mode. In contrast to that the DC mode in
HEVC has no simple geometric description, as the predicted
signal is subsequently filtered along the left and top edges,
which results in a smooth transition between neighboring
blocks with a varying signal characteristic and the current
block.

3) Estimation of Wedgelet Segmentation: According to [8],
the principle of this intra-coding method is estimating the
optimum wedgelet segmentation at the encoder by carrying
out the minimum distortion search introduced in Section II-B1
and transmitting the segmentation information in the bitstream.
In general, the coding performance of this approach benefits
from a low distortion using the best wedgelet segmentation for
reconstruction at the decoder, but suffers from the additional
rate required for transmitting the segmentation information.

To realize an efficient coding mode, two main requirements
have to be considered: One is the cost for signaling the
segmentation to the decoder and the other the computational
complexity of encoder estimation and decoder reconstruction.
A solution that meets both requirements is given as wedgelet
pattern lookup table: for a given coding block of size N × N ,
the lookup table is a list of w wedgelet segmentation patterns
that result from combining all possible line start and end
positions. Duplicate or redundant patterns are excluded from
the lookup table, such that w = 6(N − 1)2 < 6N2. Compared
with other solutions, these lookup tables have the following
advantages.

• The complexity of the estimation process is reduced,
as segmentation patterns do not have to be generated
every time the minimum distortion search is carried out
and redundant segmentations are implicitly excluded from
being tested.

• Signaling the segmentation information to the decoder
can be realized simple and efficient by transmitting an
index in the range [0, w − 1] that represents the pattern
position in the list, implicitly omitting redundancies.

• The complexity of the reconstruction process is reduced,
as the segmentation pattern just needs to be looked up in
the list with the transmitted index.

4) Intra Prediction of Wedgelet Segmentation: According
to [8], the principle of this intra-coding method is predicting
the wedgelet segmentation from the information of previously
coded blocks in the same picture. Here, the signal approxi-
mation can be improved by additional refinement information,
which is estimated at the encoder and signaled in the bitstream.
At the decoder, the signal of the block is reconstructed by
combining the predicted segmentation with the transmitted
refinement information.

The intra prediction of a wedgelet segmentation is shown in
Fig. 5. Following the principle of directional intra prediction

Fig. 5. Intra prediction of wedgelet partition from neighboring wedgelet
block.

in HEVC, the wedgelet segmentation of the current block is
predicted from the information of the left and top neighboring
blocks that are already decoded and reconstructed. In this case,
the reference block has to be of type wedgelet, such that the
gradient mref can be calculated from the start and end points of
the separation line (Sref and Eref ). Given that the line defined
by Sref and mref intersects the current block, Sp and E p are
derived as their intersection points with border samples of the
current block. The overall process first considers the top block
for prediction and if it is not available or applicable, the left
block is used.

The coding process for this mode works as follows: At the
encoder, the wedgelet segmentation is predicted as described
above. For a better approximation, the predicted wedgelet is
then refined by testing different values for an offset �E to
the position of E p (Fig. 5). Due to complexity and coding
efficiency reasons, we restrict the range of �E depending
on the block size. The �E value that leads to the minimum
distortion is signaled in the bitstream. For reconstruction at
the decoder, the wedgelet segmentation is first predicted as
described above and then the separation line end position is
adjusted as E p +�E . Regarding coding efficiency, this mode
gains from rather low rate and distortion values, given that the
edge in a neighboring block continues into the current block.

B. Inter-Component Prediction

According to [7], the principle of this intra-coding method is
predicting a non-rectangular bisegmentation of a depth block
(Section II-B) from the signal of the co-located block of
the associated video picture, i.e., inter-component prediction.
Inter-component prediction is based on the assumption that
the signals of the video and depth component are correlated,
as they only represent different aspects of the same scene.
Conceptually, this has some similarities with the layer design
of the HEVC extensions for scalable and multiview coding [4].
For depth intra pictures with inter-component prediction, the
video slice represents an intra base layer and the depth slice
represents an intra enhancement layer. Thus, the information
of the video reference picture has to be transmitted before the
depth picture.

Based on [7], inter-component prediction for the wedgelet
and contour segmentations introduced in Section II-B are
considered. For both of them, estimation at the encoder and
reconstruction at the decoder are identical and only consist of
the inter-component prediction process, such that no additional
information has to be signaled in the bitstream. The reference
for predicting the segmentation is the luminance signal
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Fig. 6. Partition value prediction from reference samples for wedgelet
segmentation.

of the co-located block in the decoded video picture.
Regarding coding efficiency, these two modes gain from a
very low rate, while the distortion depends on how consistent
the object edges in video and depth are.

1) Inter-Component Prediction of Wedgelet Segmentation:
The wedgelet segmentation of the current depth block is
predicted from the video reference block by carrying out the
minimum distortion search for the best matching wedgelet
segmentation, as described in Section II-B1.

2) Inter-Component Prediction of Arbitrary Contour
Segmentation: The contour segmentation of the current
depth block is predicted from the video reference block by
carrying out the thresholding segmentation, as described
in Section II-B2.

C. Partition Value Prediction for Bisegmentation

According to Section II-B, the bisegmentation
model of a depth block consists of the segmentation
information and the region value information.
Sections III-A3, III-A4, III-B1, and III-B2 introduced four
methods for deriving a wedgelet or contour bisegmentation
of a depth block, which will be referred to as bisegmentation
model (BSM) modes. Given the segmentation information,
the process for predicting the constant value for each of
the two partitions is identical. Like for the dc∗ mode,
reference information for prediction consists of the left and
top neighboring samples.

As shown in Fig. 6, the predicted constant value dp,k for
partition Pk with k ∈ {1, 2} is derived as the mean value of the
reference samples dref adjacent to the samples of partition Pk

according to the segmentation pattern. In cases where one of
the two partitions does not touch the left and top borders
at all, dp,k would be undefined and is therefore set to the
default value 2n−1 for sample bit depth n. The predicted signal
dp(u, v) then results from applying (2) with values dp,k .

D. Residual Coding

The residual signal dr of a depth block is defined as
the difference between original and predicted signals with
dr (u, v) = d(u, v) − dp(u, v). In conventional video coding
such as HEVC, residual coding basically consists of apply-
ing a 2D separable DCT to the residual signal of a block
and a subsequent quantization of the transform coefficients.
This set of values is transmitted in the bitstream. At the
decoder, the dequantization and inverse 2D DCT are applied.
This method will be referred to as transform quantization

Fig. 7. Layers and dependencies for three-view MVD coding with inter-view
(black arrows) and inter-component (blue arrows) prediction.

residual (TQR) coding. In general, the distortion introduced
by lossy video coding originates from the quantization error.
Consequently, the reconstructed residual signal at the
decoder d̂r differs from the original residual signal dr , result-
ing in the reconstructed signal d̂(u, v) = dp(u, v) + d̂r (u, v)
with distortion D as

D(u, v) = d̂(u, v) − d(u, v) = d̂r (u, v) − dr (u, v). (8)

Given the specific signal and distortion characteristics of
depth, we propose an alternative residual coding approach
for depth intra that accompanies our concept of prediction
signals based on geometric models, as introduced in Sec-
tions III-A and III-B. Instead of per-sample differences, the
transmitted residual of our method only consists of one
constant offset value per partition in the spatial domain. This
method will be referred to as constant offset residual (COR)
coding. Here, the residual signal consists of two COR values
for BSM and one for Plane and DC∗ mode blocks. For
the BSM mode blocks, the transmitted residual is derived
with k ∈ {1, 2} as

d̂r,k = dk − dp,k if (u, v) ∈ Pk (9)

with dk according to (4). For Plane and DC∗ modes, the
transmitted residual is derived as

d̂r = 1

N2 ·
∑

∀(u,v)

d(u, v) − dp(u, v) (10)

assuming a block size of N × N . For a given geometric model
(plane, wedgelet, or contour), these COR values together
with the predicted signal lead to the closest approximation
of the original signal by the respective model, i.e., minimum
distortion D.

IV. APPLICATION

This section is about the application of our depth intra-
coding approach based on geometric primitives, with the
first part addressing codec integration and the second mesh
extraction.

A. Codec Integration

For integrating the proposed depth intra-coding methods,
we select 3D-HEVC as a basic framework for MVD com-
pression. 3D-HEVC builds upon MV-HEVC, which supports
efficient compression of MVV with inter-view prediction. Due
to the layer design, MV-HEVC can be extended by addi-
tional depth layers for supporting MVD in a straightforward
way [4]. Fig. 7 shows the layers and dependencies of our basic
3D-HEVC framework with three original camera views.
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3D-HEVC contains several additional and modified
block-level tools for improving the coding performance. These
can be categorized by those specific to video or depth and
those for intra or inter coding [4]. The depth coding perfor-
mance is further improved by disabling deblocking filters and
including some special encoder optimizations in 3D-HEVC.
The most important one is VSO [15], a distortion metric for
multiview depth coding that relates distortions in the depth
directly to the overall synthesized view distortion. By changing
the distortion metric for depth, VSO has an significant effect
on RDO and the related decisions at the encoder.

The reference framework for the integration of our depth
intra-coding approach is the above-described 3D-HEVC
codec, but without the two depth intra-coding tools referred
to as DMM and SDC [4], which methodically overlap with
parts of our BSM and COR approaches and were originally
included in 3D-HEVC as part of our 3D video standardization
proposal [20].

Given this reference, the integration of the methods
described in Section III requires the following changes for
depth intra blocks. As the first main module, the regu-
lar intra-prediction modes are fully replaced by our six
geometry model modes, namely, Plane, DC∗, and the four
BSMs, including the support of inter-component prediction for
depth according to Fig. 7. As the second main module,
the regular TQR coding is replaced by our COR coding
method. The integration of these main modules includes sev-
eral minor changes and optimizations for depth intra coding,
such as signaling and binarization of related syntax elements
or disabling reference sample smoothing (to preserve sharp
edges for prediction). Furthermore, we use the fast search
strategy for minimum distortion wedgelet derivation according
to [8], which leads to a substantial complexity reduction,
especially in combination with VSO. Regarding the encoder
estimation of COR values, VSO has the effect that values
derived according to (9) and (10) not necessarily result in the
minimum distortion. Thus, with VSO the optimal COR values
are derived by a minimum distortion search. Altogether, the
resulting codec will be referred to as geometry-based depth
intra (GDI) extension.

B. Mesh Extraction

Interoperability between 3D video based on the MVD
representation and applications in the 3D computer graph-
ics domain can be achieved by converting the depth signal
to a polygon mesh representation. Merkle et al. [6],
Farin et al. [21], and Sarkis et al. [22] presented approaches for
extracting the surface mesh from depth or disparity images for
different applications. Such surface meshes typically consist of
triangular faces, described by the position of so-called vertices
in 3D scene space and their connectivity. Assuming a set of
n vertices that represents the scene surface, the number of
triangles T is

T = 2 · (n − 1) − k (11)

with k being the number of vertices on the convex hull of the
surface. Deriving the connectivity for a given set of vertices is

Fig. 8. Mesh extraction for GDI blocks. (a) Plane/DC∗ . (b) Wedgelet.
(c) Contour.

also referred to as triangulation and one very popular algorithm
is the Delaunay triangulation [23].

The main step of converting a depth map to a surface mesh
thus consists of extracting the set of vertices: basically every
sample of a depth picture in MVD data represents a vertex,
with position (x, y, z) in 3D scene space determined by the
sample position (u, v) and the depth value d via projective
geometry. Assuming a depth map with M × N samples, the
number of triangles would be T = 2 · (M − 1)(N − 1),
e.g., more than four million triangles for high-definition (HD)
resolution. Rendering such an extremely large number of
triangles for every frame causes complexity problems in 3D
computer graphics applications; however, by removing redun-
dant information, the number of vertices can be reduced
without introducing additional distortions. In the case of depth
maps, adjacent samples with an identical depth value lead to
collinear and coplanar vertices, such that regions of constant
depth require a smaller number of vertices: all vertices inside
the region are redundant and only those along the boundary
are relevant.

In contrast to this general approach, GDI is explicitly
designed for supporting mesh extraction with a very small
number of triangles. Due to the geometry-based models in
combination with COR and disabling smoothing/deblocking
filtering of reconstructed samples, Plane and DC∗ mode
blocks can be represented by four and wedgelet blocks by
six to eight vertices—independent of the block size. Contour
blocks require more vertices depending on the shape of the
segmentation, however, delimited by the characteristic that all
vertices of each segment are coplanar. Fig. 8 shows mesh
extraction for the different GDI types, with vertices as blue
dots and connectivity as blue lines.

For evaluating the impact of our depth coding approach on
mesh extraction, we apply the following method: in the case
of GDI, the set of vertices is compiled from the geometry
model parameters within the decoding process as described
above. For contour blocks as well as for all other blocks (e.g.,
inter), the set of vertices is compiled from the reconstructed
depth signal of the block. The initial set consists of the four
corner vertices. Now, all vertices that represent horizontal and
vertical pairs of samples with a different depth value are added
to the set, except for the redundant case that both adjacent
pairs have the same depth values as the current pair. From the
resulting set of vertices for all blocks of a picture, the number
of triangles T can be calculated with (11). Here, the convex
hull is formed by the k vertices that correspond to samples on
the picture border. The described method is integrated in our
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TABLE I

AVERAGE RELATIVE BD-RATE VALUES FOR ALL SEQUENCES (TOP) AND

FOR GROUPS WITH HIGH AND LOWER DEPTH QUALITY (BOTTOM)

Fig. 9. Average relative BD-rate values per sequence.

3D-HEVC framework as an alternative decoder output, with
aligned new processes on all levels of the decoder from blocks
to layers.

V. RESULTS

In this section, the experimental results are reported and
analyzed. The experiments were conducted following the
common test conditions for experiments based on 3D-HEVC
developed by the 3D video standardization group [24] as
far as possible: this includes eight test data sets, a camera
setup with three original and six synthesized views, layer
coding order and inter-layer dependencies according to Fig. 7,
random access coding structure, video and depth quantization
parameter (QP) settings for four rate points, renderer soft-
ware and configuration, and the evaluation methodology for
the resulting objective quality. As usually done for intra-
coding tools, we additionally test an all-intra coding structure,
where neither temporal prediction nor inter-view prediction is
enabled. Regarding the test data sets, two groups of sequences
must be distinguished for depth coding, namely, those with
high quality depth maps (synthetic sequences GhostTownFly,
UndoDancer, and Shark) and those with lower quality depth
maps (five other, natural sequences with estimated depth). Due
to the large impact on the encoder RDO decisions and thus
on the depth coding performance, some additional experiments
are conducted with VSO disabled. Unless explicitly specified
differently, all results in this section refer to the configuration
with all-intra coding structure and VSO enabled.

For implementing the reference framework and our GDI
extension according to Section IV-A, we use version 11 of

Fig. 10. R-D performances of Newspaper (S3) and UndoDancer (S7)
sequences (total bit rate versus average PSNR-Y of the synthesized views).

Fig. 11. Distortion of synthesized and original views (view position
versus average PSNR-Y ) for QP30. (a) Newspaper sequence. (b) UndoDancer
sequence.

the 3D-HEVC reference software (HTM-11.0) [24], which is
backward compatible with version 1 of the HEVC standard [3].
Moreover, the decoder of our coding framework is extended
by the mesh extraction method introduced in Section IV-B.

To identify and analyze all effects of GDI, two reference
methods are selected: one is full 3D-HEVC with all tools
(3DH) and the other is the 3D-HEVC implementation refer-
ence (3DR), namely, 3D-HEVC without two overlapping depth
coding tools (Section IV-A). This second configuration allows
one to clearly evaluate and classify the impact of GDI on top
of the reference.

A. Objective Results

The results for the overall coding performance are shown
in Table I (top) as the average Bjøntegaard delta (BD)
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Fig. 12. Subjective examples of UndoDancer sequence (frame 53) for QP30, highlighting large distortions (orange: PSNR-Y < 30 dB and
red: PSNR-Y < 20 dB): depth view is L (top) and synthesized view is −0.5 (bottom).

rate [25] for all sequences in terms of total bit rate versus
luminance peak signal-to-noise ratio (PSNR-Y ) of the syn-
thesized views. GDI achieves a significant coding gain for
all configurations compared with 3DR—note that a negative
BD-rate means a gain. For assessing the magnitude of the
gains, it has to be taken into account that only a very
small portion of the total rate can be influenced by GDI
(about 5% for all-intra configuration), while the video cod-
ing parts of reference methods and GDI are identical. It is
noted that enabling VSO leads to an average coding gain
of about 19% compared with the VSO off case for all
configurations, but also to a huge increase in the encoder
complexity.

The results further indicate that the overall perfor-
mance of GDI is slightly worse than that of 3DH.
However, as highlighted by the sequence-specific results in
Fig. 9, the coding efficiency differs for individual sequences,
depending on factors like scene complexity and quality
of depth signals. Splitting the results for the two groups
introduced above in Table I (bottom) discloses that the per-
formance of GDI relative to 3DH strongly depends on the
depth quality: For the group with high-quality depth, notice-
able gains are achieved with VSO off and only marginal
losses with VSO on. For the other group, COR and inter-
component prediction suffer from the worse depth quality,
resulting in some losses. Fig. 10 shows the corresponding

rate-distortion (R-D) curves for one representative sequence
of each group.

Fig. 11 shows the distortion of synthesized and original
views relative to the view position. It is important to note
that distortion values of synthesized and original views cannot
be directly compared, because they are calculated against a
different type of reference. These results highlight that both
VSO and GDI lead to a significant improvement in the quality
of synthesized views. Without VSO, the characteristic of the
curves is the same as observed in [6] with decreasing synthe-
sized view quality for increasing distance from the original
views. With VSO, the characteristic of the curves changes,
resulting in a rather constant synthesized view quality. For
GDI, the diagrams confirm the great positive effect of our
approach on the objective quality of synthesized views relative
to 3DR.

B. Subjective Results

Fig. 12 shows examples of the subjective quality, compar-
ing the amount and type of artifacts of 3DR and GDI by
highlighting large distortions. These examples clearly illustrate
that especially distortions around edges between foreground
and background objects are significantly reduced by GDI.
These types of depth distortions have the largest impact on
the synthesized view quality, leading to subjectively annoying
inconsistencies in the depth perception.
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TABLE II

AVERAGE NUMBER OF TRIANGLES PER 32 × 32 BLOCK

FOR ALL SEQUENCES

Fig. 13. Average number of triangles per 32 × 32 block per sequence.

C. Triangulation Results

The overall results for mesh extraction according to
Section IV-B are shown in Table II for all sequences as the
average number of triangles per 32×32 depth block (the largest
coding unit in our experiments). For a classification of the
absolute values, it should be noted that the number of triangles
for a 32 × 32 block, in principle, ranges from 2 to 2048.

The values for all-intra configuration clearly indicate the
major advantage of our GDI coding method as the number
of triangles required for representing the scene surface by a
mesh is significantly smaller than for both reference methods,
corresponding to a reduction of about 88% and 84% relative
to 3DR and 3DH, respectively. Comparing 3DH and 3DR
shows that the additional geometry-based depth coding tools
in 3DH only lead to a relatively small reduction. Regarding
the random access configuration, the values are overall higher,
as the reconstructed signal of inter-coded blocks and pictures
has a somewhat different characteristic. Here, motion- and
disparity-compensated prediction together with TQR results in
rather smoothly changing signals and, consequently, a higher
number of triangles for the surface mesh.

The sequence-specific results in Fig. 13 highlight that the
number of triangles differs for individual sequences, depending
on factors like scene complexity and quality of depth signals.
The factor of reduction by GDI ranges from about 5 up to 14
for the different sequences. Another advantage of GDI is
the considerably smaller relative deviation between individual
sequences, with an average of 24% compared with 49%
for 3DR.

D. Statistical Analysis

For better understanding the impact of our depth
intra-coding approach, this section presents additional

TABLE III

AVERAGE RUNTIMES OF GDI RELATIVE TO THE REFERENCE METHODS

FOR ALL SEQUENCES AND RATE POINTS

Fig. 14. Average portion of samples coded with specified mode type as part
of all intra-coded depth samples for all sequences and rate points.

Fig. 15. Example of UndoDancer sequence (depth view L and frame 53)
for QP30, highlighting BSM coded blocks (blue).

statistical results. First, the complexity in terms of encoder
and decoder runtimes is analyzed. Table III shows the rel-
ative runtimes of our experiments. Although these runtime
values should be considered as rough estimates, GDI obvi-
ously leads to an increased computational complexity rela-
tive to 3DR, but a smaller encoder complexity than 3DH.
The main reason for the increase in decoder complexity is
the minimum distortion search of optimum wedgelet seg-
mentations for inter-component prediction, even with the
fast search strategy we apply. Note that the level of opti-
mization regarding implementation complexity is of course
much higher for the 3D-HEVC reference codec than for our
implementation.

Fig. 14 shows the depth intra mode distribution: for 3DR
about two-thirds of the samples are covered by angular mode
blocks, followed by Planar and DC modes. In contrast to that
with GDI, about two-thirds of the samples are covered by
Plane mode blocks, followed by DC∗ and BSM. The reason
for the relatively small portion of BSM coded blocks is that
this kind of bisegmentation primarily comes into consideration
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TABLE IV

AVERAGE PORTION OF INTRA-CODED DEPTH SAMPLES WITH SPECIFIED

RESIDUAL FOR ALL SEQUENCES AND RATE POINTS

TABLE V

AVERAGE BD-RATE VALUES OF GDI WITH SPECIFIED RESIDUAL

RELATIVE TO 3DR FOR ALL SEQUENCES

for certain areas of a depth picture, i.e., along the edges
between objects, as highlighted by the example in Fig. 15.
Within the BSM coded blocks, about 85% are of type wedgelet
and about 30%–35% are inter-component predicted for all
configurations.

Regarding the residual coding, Table IV shows the portion
of samples covered by depth intra blocks with a non-zero
residual signal, i.e., with TQR and COR values transmitted
in the bitstream, respectively. The amount of blocks with an
additional residual neither increases nor decreases significantly
for GDI. A detailed analysis including the additional results
for GDI with TQR instead of COR in Table V shows that COR
is very efficient for depth coding in terms of RDO, especially
in combination with BSM and VSO.

VI. CONCLUSION

We presented a depth intra-coding approach for 3D video
based on geometric primitives. Our method is optimized for
the specific characteristics of the depth signals in MVD data.
Based on the 3D-HEVC extension, our approach fully
substitutes the intra-prediction modes as well as the resid-
ual coding method of HEVC for depth intra pictures and
intra blocks.

The main objective for the design of these two func-
tional units was increasing the depth coding efficiency and
at the same time improving the mesh extraction capabilities
for bridging the gap between 3D video and 3D computer
graphics applications. We achieve this by combining prediction
modes based on geometric primitives with COR residual
coding, ensuring that all reconstructed sample values in a
segment or block are either constant or coplanar.

Regarding the coding efficiency, GDI has the advantage of
being optimized for the specific depth signal characteristics
of sharp object edges and larger areas of nearly constant or
slowly varying sample values. This means that GDI achieves a
closer approximation of such depth signals at a lower bit rate
than HEVC intra coding, with the BSM modes well adapted
to sharp object edges and Plane/DC∗ modes well adapted to
constant and slowly varying areas with a planar characteristic.

The results show that GDI achieves about the same coding
performance as 3D-HEVC for high quality depth maps, with
some losses for lower-quality depths. Relative to 3D-HEVC
without overlapping tools, GDI leads to significant coding
gains in synthesized views.

Regarding the mesh extraction, GDI has the advantage of
being optimized for representing the scene geometry of a
block by a very limited number of vertices and triangles. This
means that the vertices of the surface mesh can be directly
derived within the decoding process from the geometry-based
signal model parameters and constant offset residual values.
The results show that GDI leads to surface meshes with
significantly less triangles than generated from an ordinary
decoder output of the reference codecs.

In summary, we showed that GDI is superior to HEVC intra
coding for depth, resulting in a considerably higher quality
of synthesized views for 3D video applications and, at the
same time, in a significantly less complex surface mesh for
3D computer graphics applications. One of the remaining
issues for further research on this topic is the extension of our
approach to inter-picture coding. Here, additional challenges
are foreseen with regard to motion- and disparity-compensated
prediction as well as the temporal- and inter-view consistency
of surface meshes.
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