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Abstract—The Internet of Vehicles (IoV) is an emerging
paradigm, which is expected to be an integral component of
beyond-fifth-generation and sixth-generation mobile networks.
However, the processing requirements and strict delay constraints
of IoV applications pose a challenge to vehicle processing units.
To this end, multi-access edge computing (MEC) can leverage the
availability of computing resources at the edge of the network
to meet the intensive computation demands. Nevertheless, the
optimal allocation of computing resources is challenging due to
the various parameters, such as the number of vehicles, the avail-
able resources, and the particular requirements of each task. In
this work, we consider a network consisting of multiple vehicles
connected to MEC-enabled roadside units (RSUs) and propose
an approach that minimizes the total energy consumption of the
system by jointly optimizing the task offloading decision, the
allocation of power and bandwidth, and the assignment of tasks
to MEC-enabled RSUs. Due to the original problem complex-
ity, we decouple it into subproblems and we leverage the block
coordinate descent method to iteratively optimize them. Finally,
the numerical results demonstrate that the proposed solution can
effectively minimize total energy consumption for various num-
bers of vehicles and MEC nodes while maintaining a low outage
probability.

Index Terms—6G, B5G, block coordinate descent, computation
offloading, energy efficiency, Internet of Vehicles, mobile edge
computing.
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I. INTRODUCTION

THE SIXTH-GENERATION (6G) of mobile networks
aims to integrate the advances in wireless communica-

tion technologies to deliver enhanced performance compared
to fifth-generation (5G) mobile networks and realize new
applications and services [1], requiring increased comput-
ing capabilities and low computing latency. The Internet of
Vehicles (IoV) is an emerging paradigm derived from the con-
cept of the Internet of Things and features great potential in
the Beyond 5G/6G era [2]–[5]. The IoV paradigm aims to
deliver an intelligent and efficient transportation system able
to support applications such as autonomous driving, traffic
prediction, and road security and safety [6]. Such applica-
tions often have strict delay constraints and require intensive
computations [7]. Although the computing capabilities of vehi-
cles are higher than conventional mobile devices, the complex
processing requirements and strict delay constraints of IoV
applications pose a challenge to vehicle processing units. In
addition, an individual vehicle’s available computing resources
may not be able to meet the aforementioned requirements and
constraints.

Multi-access edge computing (MEC), formerly known as
mobile edge computing, can leverage the availability of com-
puting resources located at the edge of the network to effi-
ciently realize computing resource sharing, in order to meet
the intensive computing demands posed by IoV applications.
In this direction, a device can offload a task to a MEC-enabled
small cell (SC), where sufficient computation resources exist.
Nevertheless, the orchestration of resource sharing among var-
ious devices and SCs is challenging due to the heterogeneity
of the resources and the time-varying topology of vehicu-
lar networks. Furthermore, the dense deployment of MEC-
enabled SCs will result in higher total energy consumption.
Consequently, minimizing the total energy consumption while
taking into account the quality of service (QoS) requirements
of the application, is challenging [8], [9].

A. Related Works

In this direction, research efforts are being focused on
exploiting the ample computing resources of the edge nodes
by offloading the tasks of mobile devices or vehicles. In more
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detail, the minimization of the task processing time is the
focus of the research works in [10]–[19]. The authors in [10]
developed a task offloading optimization approach that aims
to minimize task computation delay and energy consumption.
Xu et al. [11] investigated an offloading system, where the
QoS depends on the task response time and developed a deep
reinforcement learning approach that minimizes the response
time. Zhao et al. [12] considered the partial offloading of
vehicle tasks to multiple smart devices, such as drones and
edge nodes, and minimized the execution time of a task tak-
ing into account energy consumption and rental rate of the
smart device. In [13], the authors combined reinforcement
learning and heuristic algorithms to optimize the alloca-
tion of user applications to vehicular computation resources.
Moreover, Luo et al. [14] designed a dynamic programming-
based algorithm that minimizes the processing latency of tasks
in heterogeneous MEC environments. In [15], the authors
leveraged reinforcement learning to develop a mobile offload-
ing method aiming to minimize the cost of task migration
under energy constraints. The authors of [16] proposed a fed-
erated learning-based offloading scheme for minimizing the
total latency in vehicular environments, where each task can
be divided into three parts so it can be respectively pro-
cessed locally, offloaded to another vehicle, or offloaded to a
MEC node. Yadav et al. [17] developed an algorithm to min-
imize the task latency by optimally selecting the tasks to
be offloaded to the MEC nodes. In [18], the authors formu-
lated the minimization of task latency by jointly optimizing
the offloading decision, as well as the wireless and comput-
ing resource allocation in satellite-assisted vehicle-to-vehicle
communications. The authors of [19] utilized the particle
swarm optimization algorithm to minimize the processing time
of each task by offloading portions of the task to multiple
vehicles.

Alternatively, the maximization of the throughput is the
focus of the research works presented in [20]–[22] The authors
in [20] investigated the resource allocation in networks con-
sisting of unmanned aerial vehicles and formulated a mixed-
integer non-linear problem, aiming to maximize the average
throughput while satisfying energy constraints. In addition,
Ning et al. [21] leveraged non-orthogonal multiple access and
MEC technologies to develop a method that maximizes the
link throughput, by optimizing power allocation, subchannel
assignment, and task assignment. Furthermore, Lu et al. [22]
considered a network, where two unmanned aerial vehicles
(UAVs) provide wireless power transfer to two ground devices
and developed a solution based on successive convex pro-
gramming in order to maximize the sum average transmission
rate.

The approaches presented in [23]–[29] are focused on maxi-
mizing the system utility. Specifically, Dai et al. [23] proposed
a low-complexity algorithm to jointly optimize the offload-
ing decision and resource allocation toward maximizing the
system utility. In [24], the authors proposed a vehicle-assisted
offloading scheme that aims to maximize the long-term util-
ity rate of a vehicular network using a reinforcement learning
method. The authors in [25] addressed the maximization of
the system offloading utility rate taking into account the task

execution order and the available computing resources. The
authors of [26] designed a collaborative resource allocation
and offloading decision optimization scheme for maximizing
the utility rate of the system. In [27], Zhang et al. adopted
a deep Q-learning method for optimizing the offloading deci-
sion and the data uploading method (i.e., vehicle-to-vehicle,
vehicle-to-base-station) with the aim of maximizing the system
utility rate. The authors in [28] presented a joint resource
allocation and task scheduling scheme for maximizing the
system’s utility by formulating the corresponding optimization
problem as a Stackelberg game. Xu et al. [29] leveraged a
multi-objective evolutionary algorithm based on decomposi-
tion to minimize the task processing latency and maximize
the utilization of the system resources.

Finally, the research works in [30]–[40] are focused on min-
imizing the system energy consumption through the optimal
allocation of the available resources. Particularly, the authors
in [30] formulated the computation offloading as a mixed-
integer non-linear programming problem and proposed a
genetic algorithm that minimizes the energy consumption.
In [31], the authors leveraged a deep reinforcement learning
approach for minimizing the energy consumption through the
joint optimization of the offloading decision and the assign-
ment of tasks to the MEC nodes. The authors in [32] investi-
gated the trade-off between the task latency and energy con-
sumption and developed an approach to find the optimal task
offloading decision and the allocation of wireless resources.
Zhou et al. [33] developed a scheme based on the alternating
direction method of multipliers for minimizing the total energy
consumption of the system by finding the optimal offload-
ing decision for each task. In [34], the authors presented a
method based on the Lagrange dual decomposition method
for minimizing the energy consumption through the joint
optimization of the offloading decision, the allocation of trans-
mission power, and the scaling of computing resources. The
authors in [35] proposed an approach that maximizes the
system energy efficiency by optimally allocating the offload-
ing transmission power and time, as well as scaling the device
chip computing frequency. Jang et al. [36] investigated the
energy consumption assuming partial and complete offload-
ing in vehicular edge computing environments and proposed
a solution for optimally assigning the offloading of the task in
time-slots. The authors in [37] developed an energy-efficient
fog computation offloading scheme in order to meet the strin-
gent requirements of the industrial Internet of Things. The
scheme leverages an accelerated gradient descent algorithm
that optimizes the offloading ratio, the transmission power and
time, and the local central processing unit (CPU) computation
speed. Wang et al. [38] focused on the energy consumption
of an edge system and proposed an imitation learning-enabled
scheduling algorithm that takes into account the latency con-
straints of the tasks. In [39], the authors presented a deep
reinforcement learning method to minimize the long-term
energy consumption and task processing latency through the
optimization of the offloading decision and the allocation of
computing resources. Lagkas et al. [40] developed a joint allo-
cation scheme, involving three optimization phases for the
edge, radio, and optical resources, respectively.
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B. Contributions

The aforementioned works presented some interesting
results, however, some of them are focused on optimizing
only a particular aspect of the offloading process (e.g., the
offloading decision), while most of the are focused on jointly
optimizing the offloading decision and the allocation of the
transmission power. Furthermore, some of the research works
are focused on the joint optimization of the wireless and com-
puting resources. Of note, the solutions presented in most of
the works are based on deep learning or reinforcement learn-
ing algorithms to optimize the long-term system performance.
However, these algorithms are considered computationally
expensive. Moreover, deep learning algorithms require large
datasets volumes to achieve high performance.

Motivated by these remarks, we develop a solution that aims
to minimize the total energy consumption of the system by
optimally offloading the tasks to the MEC-enabled roadside
units (RSUs), taking into account the latency requirements
and the availability of wireless and computing resources.
In particular, the solution aims to jointly optimize the task
offloading decision, the allocation of power and bandwidth
resources, the assignment of tasks to MEC-enabled RSUs, and
the frequency scaling of MEC-enabled RSUs. In more detail,
the contributions of this work are as follows:

• We present a scenario consisting of multiple vehicles
that are served by a number of RSUs. In the considered
scenario, each vehicle may choose to compute its task
locally or offload a portion of it in a MEC-enabled RSU.
Additionally, the scenario supports task migration, mean-
ing that a task can be migrated from a RSU to another,
based on the computation requirements and availability
of resources.

• We formulate the minimization of the total energy con-
sumption as a joint optimization of the task offloading
decision, the allocation of power and bandwidth, the
assignment of tasks to MEC-enabled RSUs, and the
frequency scaling of MEC-enabled RSUs. We also dis-
cuss the convexity of the original optimization problem
and transform it into convex equivalents.

• As the joint optimization problem is challenging to solve,
we decouple the original optimization problem into three
problems and solve each one in an iterative way by
leveraging the block coordinate descent (BCD) method.

• Particularly, for optimizing the task offloading deci-
sion, we derive closed-form expressions taking into
account each task’s latency constraints. Towards opti-
mizing the power and bandwidth allocation, as well as
the task assignment and frequency scaling, the Lagrange
multipliers and subgradient methods are employed.

• We evaluate the performance of the proposed approach
through system-level Monte Carlo simulations in terms
of total energy consumption and outage probability.

• To highlight the impact of the allocation of wireless
and computing resources on the total energy consump-
tion, we designed three evaluation scenarios. Particularly,
in the first scenario, only the offloading decision is
optimized, whereas in the second scenario we optimize

TABLE I
SUMMARY OF NOTATIONS

Fig. 1. Computation Offloading for Internet of Vehicles.

the offloading decision and the allocation of wireless
resources. Finally, in the third scenario, the allocation
of both wireless and computing resources is optimized in
addition to the offloading decision.

The remainder of the paper is structured as follows: In
Section II we develop the model and the problem formula-
tion, while, in Section III, we present the proposed solution.
We provide the evaluation results in Section IV and we con-
clude the work in Section V. Additionally, all notations used
throughout the paper are summarized in Table I.

II. SYSTEM MODEL AND PROBLEM FORMULATION

Fig. 1 depicts the considered system model. In particu-
lar, a number of vehicles are served by RSUs equipped with
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MEC capabilities. Each vehicle is served by its nearest RSU
via a wireless link, while RSUs are interconnected using
high-capacity optical backhaul links [41]. The wireless com-
munication between the RSUs and the vehicles can be enabled
by a mobile network (e.g., B5G or 6G), while the optical
backhaul links can be enabled by the latest optical communi-
cations standards, such as the 10-Gigabit Symmetrical Passive
Optical Network (10GS-PON) or the Next-Generation PON 2
(NG-PON2), that are able to provide data rates up to 10 Gbps
[42], [43].

Let N = {1, . . . ,N } denote the set of vehicles, while
S = {1, . . . ,S} denotes the set of RSUs. To mitigate the
energy required for the wireless data transmission, each vehi-
cle is assumed to be connected to the closest RSU in its
proximity and the corresponding distance is denoted by dn,s .
We assume that the optimization process takes place in cycles,
in which the vehicles may offload a portion of a task.
Consequently, the terms vehicle and task can be used inter-
changeably. In addition, for the duration of the cycle, the
vehicle position is assumed to remain steady. The offloaded
tasks can be part of various IoV applications, including
navigation assistance, image or video recognition, collision
or obstacle detection, or autonomous driving [44], [45]. In
addition, task profilers can be leveraged to provide valu-
able insights to operators about the computing and delay
requirements of each task [46], [47].

A. Communication Model

The wireless link capacity between a vehicle and an RSU
is calculated by

Rn = wnW log2
(
1 + SNRn,s

)
(1)

where wn denotes the bandwidth portion allocated to vehicle
n, while W is the total available bandwidth. The respective
signal-to-noise ratio (SNR) is obtained by

SNRn,s =
pnd

−δ
n,s

σ2
(2)

where pn is the power of the transmitted signal, d−δ
n,s is

distance pathloss based on δ coefficient, and σ2 is the
noise variance. Orthogonal frequency-division multiple access
(OFDMA) is selected for minimizing interferences among
vehicles.

B. Computation Model

Each task n is described by the tuple (Ln ,Cn ,T
max
n ),

where Ln denotes the data length in bits to be processed
and Cn (cycles/bit) denotes the number of cycles required
to process a single bit of the task [21], [48]. Consequently,
the total number of cycles required for processing the task
can be obtained by LnCn . Also, Tmax

n denotes the maximum
tolerable latency for the task.

1) Local Computation: The total time for the local com-
putation is obtained by

T loc
n =

LnCn

f locn
(3)

where f locn (cycles/s) denotes the computing capability of
the n-th vehicle. As in [48], [49], and [50], we model the
energy consumption of the processor as φlocn (f locn )3 (joules
per second), where φlocn stands for the processor’s chip energy
coefficient [49]. By multiplying the aforementioned equation
with the right hand side of (3), we obtain the energy consumed
for the processing of the n-th task as

E loc
n = LnCn

(
f locn

)2
φlocn (4)

2) Offloaded Computation: The total time for the offloaded
computation consists of the time required for the vehicle to
upload the data to the nearest MEC-enabled RSU and the time
required for the RSU to process the data. Moreover, the near-
est RSU may not have enough available computing resources
and thus, the task will be migrated to another RSU through the
backhaul optical link. Also, since that the size of the offloaded
task is much smaller than the backhaul link capacity, we can
assume that the task migration time is zero in order to sim-
plify the optimization process. To indicate where each task is
processed, we use the binary variable an,s as follows:

an,s =

{
1, the n − th task is proccessed at the s − th node

0, otherwise
(5)

Based on the aformenioned remarks, the upload time is
calculated as

Tup
n =

Ln

Rn
(6)

The processing time of the n-th task at the s-th node can
obtained by

T proc
n,s =

LnCn

fn,sFmax
s

(7)

where fn,s is the frequency scaling coefficient that denotes the
utilization ratio of the processor. For example, when fn,s = 1,
the current processor frequency will be equal to Fmax

s , where
Fmax
s denotes the maximum computing capability of the s-th

RSU (in Hz).
Assuming that the downlink transmission delay is consid-

ered negligible, due to the result of the computation being very
small ([51], [52]), the total time for the offloaded computation
of the n-th task is

T off
n = Tup

n +

S∑

s=1

an,sT
proc
n,s (8)

The total energy consumed in the offloaded computation
includes the energy consumed at the vehicle for the task upload
and the energy consumed at the RSU for the processing. In
particular, the energy consumed for the task upload will be
the transmission power of the n-th vehicle multiplied by the
time required to upload the task and can be calculated by

Eup
n = pnT

up
n (9)

Using the same energy consumption model as in local com-
putation, the energy consumed for the processing of n-th task
at the s-th node is obtained by

Eproc
n,s = LnCn

(
fn,sF

max
s

)2
φmec
s (10)



1472 IEEE TRANSACTIONS ON GREEN COMMUNICATIONS AND NETWORKING, VOL. 6, NO. 3, SEPTEMBER 2022

where φmec
s is the energy consumption coefficient of the RSU.

Eoff
n = Eup

n +

S∑

s=1

an,sE
proc
n,s (11)

For the communication between RSUs, a high-capacity passive
optical network is utilized [53], [54]. As a result, in case of
task migration, the respective data can be promptly transferred
among RSUs, with minimal delay, leading to a small energy
overhead.

C. Problem Formulation

We aim to minimize the total power consumption of the
system by jointly optimizing the task offloading decision,
the allocation of power and bandwidth, the assignment of
tasks to MEC-enabled RSUs, and the frequency scaling of
MEC-enabled RSUs. Moreover, we adopt a partial offloading
scheme, meaning that a task can be concurrently computed
locally and in a MEC-enabled RSU. The portion of local and
offloaded computation is denoted by xn . Specifically, when
xn = 0 the whole task is computed locally at a vehicle,
whereas when xn = 1, the whole task is offloaded to a MEC-
enabled RSU. Combining (1) - (11), the total computation time
is expressed as

Tn
(
xn , pn ,wn , an,s , fn,s

)
= (1− xn)T

loc
n + (xn)T

off
n (12)

Similarly, the total energy consumption is formulated as

En
(
xn , pn ,wn , an,s , fn,s

)
= (1− xn)E

loc
n + (xn )E

off
n (13)

Consequently, the optimization problem is expressed
as follows:

P0: min
xxx ,ppp,www ,aaa,fff

N∑

n=1

En
(
xn , pn ,wn , an,s , fn,s

)
(14a)

subject to:

max
{
T off
n ,T loc

n

}
≤ Tmax

n , ∀n (14b)

0 ≤ xn ≤ 1, ∀n (14c)

0 ≤ pn ≤ Pmax
n , ∀n (14d)

0 ≤ wn ≤ 1, ∀n (14e)
N∑

n=1

wn ≤ 1 (14f)

an,s = {0, 1}, ∀n, s (14g)
N∑

n=1

an,s ≤ 2, ∀s (14h)

0 ≤ fn,s ≤ 1, ∀n, s (14i)
N∑

n=1

fn,s ≤ 1, ∀s (14j)

In P0, xxx denotes the vector of the task offloading deci-
sion, while ppp and www denote the vectors of the transmission
power and bandwidth allocation, respectively. Furthermore, aaa
denotes the task-MEC assignment vector, while fff denotes the
frequency scaling coefficient vector. Constraint (14b) enforces
that the total computation time of the task does not exceed

the maximum tolerable delay. Additionally, constraint (14c)
enforces the task offloading portion in the range [0, 1],
while (14d) enforces the transmission power between 0 and
the Pmax

n . Similarly, (14e) and (14f) are employed to limit
the bandwidth coefficient up to 1. Furthermore, (14g) enforces
binary values to an,s , while (14g) limits the tasks computed in
a single RSU up to two. Finally, (14i) and (14j) are imposed
to limit frequency scaling coefficient up to 1.

In P0, the objective function and constraint (14b) are
non-linear due to the logarithm in (1). Moreover, there
are product relationships between the optimization variables
in the objective function. For example, for the offloaded
computation case, xn , pn , fn,s , an,s are multiplied based
on (11). Additionally, (14b) and (14g) make the feasible set
non-convex. Therefore, P0 is a non-convex mixed-integer
non-linear problem.

III. PROPOSED SOLUTION

This section presents the solution to the formulated
optimization problem. In this direction, the original problem is
decoupled into three problems, which are iteratively optimized
through the BCD method. Particularly, closed-form expres-
sions are derived for solving the task offloading decision.
Moreover, the Lagrange multipliers and subgradient methods
are employed for solving the wireless and computing resource
allocation problems.

A. Optimizing Offloading Decision While Fixing the Rest
Optimization Variables

In P0, constraint (14b) makes the feasible set non-convex.
Therefore, to transform the feasible set into a convex one, we
propose Lemma 1.

Lemma 1: The equivalent of (14b) is expressed as

1− f locn Tmax
n

LnCn
≤ xn ≤ Tmax

n Rn

Ln + RnT
proc
n

(15)

Proof: The proof of Lemma 1 is provided in the
Appendix.

Assuming fixed ppp,www ,aaa, fff , P0 can be decoupled into N sub-
problems that can be independently optimized. By leveraging
Lemma 1, the following optimization problem is formulated
for each task:

P1:min
xn

En (xn) (16a)

subject to 1− f locn Tmax
n

LnCn
≤ xn ≤ Tmax

n Rn

Ln + RnT
proc
n

(16b)

The first derivative of P1’s objective function is

∂En (xn)

∂xn
= Eoff

n − E loc
n (17)

According to (17), the objective function is monotonically
increasing or decreasing based on the sign of the first deriva-
tive. By exploiting this monotonocity, xn can be set to the
lower/upper bound of (16b) when the objective function is
increasing/decreasing. Therefore, the following Theorem is
proposed:
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Theorem 1: The optimal offloading decision is obtained as

x∗n =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

max

{

0, 1− f locn Tmax
n

LnCn

}

, if E
off
n − E loc

n ≥ 0,

min

{
1,

Tmax
n Rn

Ln + RnT
proc
n

}
, otherwise

(18)

B. Optimizing Wireless Resources While Fixing the Rest
Optimization Variables

After obtaining the optimal offloading decision for each
task, we consider xxx ,aaa, fff to be fixed in order to determine the
optimal power and bandwidth allocation. Consequently, P2 is
formulated as

P2:min
ppp,www

N∑

n=1

En(pn ,wn ) (19a)

subject to:

Tn (pn ,wn ) ≤ Tmax
n , ∀n (19b)

0 ≤ pn ≤ Pmax
n , ∀n (19c)

0 ≤ wn ≤ 1, ∀n (19d)
N∑

n=1

wn ≤ 1 (19e)

To find the optimal power and bandwidth allocation, we
employ the Lagrange multiplier and subgradient methods.
Consequently, the respective Lagrangian of P2 is obtained
by (22) shown at the bottom of the page. In (22), set
Xp,w = {βn , λn , μ, πn} denotes the non-negative Lagrange
multipliers. Therefore, the dual function is written as follows:

D1
(Xp,w

)
= min

pn ,wn
L
(
pn ,wn ,Xp,w

)

subject to: (19b)− (19e) (20)

Consequently, the dual problem is expressed as

max
βn ,λn ,μ,πn

D1
(Xp,w

)

subject to: Xp,w � 0, ∀n (21)

In accordance to the Karush–Kuhn–Tucker (KKT) condi-
tions, the derivative of the Lagrangian function with respect to
pn is provided in (23), shown at the bottom of the page. Since

Algorithm 1 Bisection Method for Finding pn
Input: Maximum transmission power Pmax

n
Output: Optimal pn

1: Set pLBn = 0 and pUB
n = Pmax

n
2: repeat

3: Set X =
pLBn + pUB

n

2

4: if
∂Lp,w (p

LB
n )

∂pn
· ∂Lp,w (X )

∂pn
< 0 then

5: pUB
n = X

6: else
7: pLBn = X
8: end if
9: until |pUB

n − pLBn | < 0.001
10: Return pn

it is challenging to obtain a closed-form expression for (23),
we utilize the bisection method for finding the root. The
bisection method for finding pn is presented in Algorithm 1.

To obtain the optimal bandwidth allocation, we calculate
the first derivative of the Lagrangian with respect to wn . The
result is provided by (24), shown at the bottom of the page.
Solving for wn , the root can be obtained by

wn =

√√
√
√
√

xnLn (pn + λn ) ln 2

(βn + μ)W log2

[
1 +

pnd
−δ
n,s

σ2

] (25)

After obtaining the solution for problem D1 through
Algorithm 1 and (25), the Lagrange multipliers are updated as

λt+1
n =

[
λtn + s1

(
xnLn

Rn
+ xnT

proc
n − Tmax

n

)]+
(26)

πt+1
n =

[
πtn + s2(pn − Pmax

n )
]+

(27)

βt+1
n =

[
βtn + s3(wn − 1)

]+
(28)

μt+1 =

[

μt + s4

(
N∑

n=1

wn − 1

)]+

(29)

where s1, s2, s2, and s4 are the positive step sizes. The subgra-
dient method for optimizing the wireless resource allocation
is presented in Algorithm 2.

Lp,w
(
pn ,wn ,Xp,w

)
=

N∑

n=1

En(pn ,wn ) +

N∑

n=1

λnTn(pn ,wn ) +

N∑

n=1

πn (pn − pmax )

+

N∑

n=1

βn(wn − 1) + μ

(
N∑

n=1

wn − 1

)

(22)

∂Lp,w
(
pn ,wn ,Xp,w

)

∂pn
= πn +

xnLn

(

log2

[
1 +

pnd−a
n,s

σ2

]
− pn+λn

ln 2
(
pn+d−δ

n,sσ2
)
)

wnW log2

[
1 +

pnd
−a
n,s

σ2

]2 (23)

∂Lp,w
(
pn ,wn ,Xp,w

)

wn
= βn + μ− xnLn (pn + λn )

wnRn
(24)
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Algorithm 2 Subgradient Method for Optimizing ppp,www

Input: Maximum transmission power Pmax
n , ∀n and system

bandwidth W
Output: Optimal ppp,www

1: Initialize pn = Pmax
n and wn = W

|N | , ∀n
2: Initialize the Lagrange multipliers: βn , λn , μ, πn
3: set t = 0
4: repeat
5: for n = 1 to N do
6: Calculate pn using Algorithm 1
7: Calculate wn according to (25)
8: Update the Lagrange multipliers using (26) - (29)
9: end for

10: Set E [t ] =∑N
n=1 En(pn ,wn )

11: until |E [t ]− E [t − 1]| < 0.01
12: Return ppp,www

C. Optimizing Computing Resources While Fixing the Rest
Optimization Variables

Having obtained the optimal offloading decision and wire-
less resource allocation, we will determine the optimal MEC
assignment, as well as the optimal MEC frequency allocation
to each task. Therefore, in this step, xxx , ppp, www are assumed to
be fixed. Also, to address the non-convexity introduced by the
binary constraint (14g), we relax it by setting it in [0, 1] range.
This relaxation can be perceived as dividing the offloaded por-
tion of the task into multiple parts and processing them in
different RSUs. Consequently, P3 is expressed as

P3:min
aaa,fff

N∑

n=1

En
(
an,s , fn,s

)
(30a)

subject to:

Tn
(
an,s , fn,s

) ≤ Tmax
n , ∀n (30b)

0 ≤ an,s ≤ 1, ∀n, s (30c)
N∑

n=1

an,s ≤ 2, ∀s (30d)

0 ≤ fn,s ≤ 1, ∀n, s (30e)
N∑

n=1

fn,s ≤ 1, ∀s (30f)

To solve P3, the Lagrage multiplier and subgradient meth-
ods can be employed. The Lagrangian of P3 is given
by (39), shown at the bottom of the next page. In (39),
set Xa,f = {κn , λn,s , μs , ξn,s , τs} denotes the non-negative
Lagrange multipliers. Thus, the dual function is written as
follows:

D2
(Xa,f

)
= min

an,s ,fn,s
La,f

(
an,s , fn,s ,Xa,f

)

subject to: (19b)− (19e) (31)

Consequently, the dual problem is expressed as

max
κn ,λn,s ,μs ,ξn,s ,τs

D2
(Xa,f

)

subject to: Xa,f � 0, ∀n, s (32)

Algorithm 3 Bisection Method for Finding fn,s

Input: Maximum RSU frequency Fmax
s

Output: Optimal fn,s
1: Set f LBn,s = 0 and f UB

n,s = 1
2: repeat

3: Set X =
f LBn,s + f UB

n,s

2

4: if
∂La,f (w

UB
n )

∂fn,s
· ∂La,f (X )

∂fn,s
< 0 then

5: f UB
n,s = X

6: else
7: f LBn,s = X
8: end if
9: until |f UB

n,s − f LBn,s | < 0.001
10: Return fn,s

To obtain the optimal task assignment, we take the first
derivative of La,f (an,s , fn,s , κn , λn,s , μs) with respect to
an,s . According to (40), shown at the bottom of the next page,
the n-th task can be assigned to the s-th RSU as follows:

an,s = 1|s = arg mins
∂La,f

(
an,s , fn,s ,Xa,f

)

∂an,s
(33)

Using (33), binary values for an,s can be obtained without
introducing errors due to the relaxation of (14g).

On the other hand, we utilize the bisection method shown
in Algorithm 3 to obtain the optimal frequency scaling.

After problem D2 is solved and the optimal task assigment
and frequency vectors are obtained, the Lagrange multipliers
are updated as

λt+1
n =

[
λtn + s1

(
xnLn

Rn
+ xnT

proc
n − Tmax

n

)]+
(34)

κt+1
n,s =

[
κtn,s + s2

(
an,s − 1

)]+
(35)

μt+1
s =

[

μts + s3

(
N∑

n=1

an,s − 2

)]+

(36)

ξt+1
n,s =

[
ξtn,s + s4

(
fn,s − 1

)]+
(37)

τ t+1
s =

[

τ ts + s5

(
N∑

n=1

fn,s − 1

)]+

(38)

where s1, s2, s3, s4 and s5 are the positive step sizes.The
subgradient method for optimizing the computing resource
allocation is presented in Algorithm 4.

D. Iterative Optimization Using Block Coordinate Descent

The solution to the joint optimization problem is achieved
by iteratively optimizing the subproblems. The employed BCD
method is presented in Algorithm 5. During the initialization
phase, the initial values for the optimization variables and the
Lagrange multipliers are set. In each step, the correspond-
ing optimal value for each optimization variable is calculated
and the algorithm ends after tmax iterations or if the energy
consumption improvement is lower than 1%.
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Algorithm 4 Subgradient Method for Optimizing aaa, fff

Input: Maximum RSU frequency Fmax
s , ∀s

Output: Optimal aaa, fff
1: Initialize an,s = 1 and fn,s = 1, ∀n, s
2: Initialize the Lagrange multipliers: κn , λn,s , μs , ξn,s , τs
3: set t = 0
4: repeat
5: for n = 1 to N do
6: Calculate an,s using (33)
7: Calculate fn,s using Algorithm 3
8: Update the Lagrange multipliers using (34) - (38)
9: end for

10: Set E [t ] =∑N
n=1 En(an,s , fn,s )

11: until |E [t ]− E [t − 1]| < 0.01
12: Return aaa, fff

Algorithm 5 Block Coordinate Descent for the Joint
Optimization

1: Initialize the optimization variables and the Lagrange
multipliers

2: Set t=0;
3: repeat
4: Find xn , ∀n using (18)
5: Find pn and wn using Algorithm 2
6: Find an,s and fn,s using Algorithm 4
7: Set E [t ] =∑N

n=1 En(xn , pn ,wn , an,s , fn,s )
8: Set t = t + 1

9: until t > tmax or
|E [t ]− E [t − 1]|

E [t − 1]
< 0.01

10: Return xxx ,ppp,www ,aaa, fff

IV. PERFORMANCE EVALUATION

To evaluate the performance of our proposed solution, we
utilize system-level Monte Carlo simulations. Table II sum-
marizes the simulation parameters. The numbers of vehicles
is set to {5, 10, 15, 20, 25}, while the number of RSUs
is set to {1, 5, 10, 15, 20}. The maximum available trans-
mission power of each vehicle is 36 dBm, while the available
system bandwidth is 20 MHz. Additionally, the path loss coef-
ficient is set to 2 and 4, while noise variance is set to 10−8.
Regarding the computation model, the task size is uniformly

TABLE II
SIMULATION PARAMETERS

distributed in the range [500, 3500] Kbits, while the required
cycles to process 1 bit and maximum latency are respectively
set to 297.6 cycles/bit and 0.5s-3.5s ([30], [37], [46]). The
energy consumption coefficients for the vehicles and RSUs are
set to 10−28. Furthermore, the computing frequency of vehi-
cles ranges from 500 MHz to 800 MHz, while the maximum
computing frequency of RSUs is set to 10 GHz.

Three evaluation scenarios are designed in order to high-
light the impact of the allocation of wireless and computing
resources on the total energy consumption in addition to
the optimization of the offloading decision. In more detail,
Scenario 1 is focused on optimizing only the offloading
decision is optimized, whereas Scenario 2 is focused on opti-
mizing the offloading decision and the allocation of wireless
resources. Finally, in Scenario 3, the allocation of both wire-
less and computing resources is optimized in addition to the
offloading decision.

Fig. 2 shows the total energy consumption as a function of
the number of vehicles, for various numbers of RSUs. The
task size is randomly selected in the range [500, 3500] Kbits,
while the maximum delay tolerance is randomly selected in the
range [0.5, 3] seconds. In particular, Fig. 2-(a) shows the total
energy consumption when the path loss exponent is set to 2,
whereas Fig. 2-(b) shows the corresponding energy consump-
tion when the path loss exponent is set to 4. It is apparent

La,f

(
an,s , fn,s ,Xa,f

)
=

N∑

n=1

En
(
an,s , pn,s

)
+

N∑

n=1

λnTn
(
an,s , pn,s

)
+

N∑

n=1

S∑

s=1

κn,s
(
an,s − 1

)

+

S∑

s=1

μs

(
N∑

n=1

an,s − 2

)

+

N∑

n=1

S∑

s=1

ξn,s
(
fn,s − 1

)
+

S∑

s=1

τs

(
N∑

n=1

fn,s − 1

)

(39)

∂La,f

(
an,s , fn,s ,Xa,f

)

an,s
= κn,s + μs +

xnLnCn

(
λn +

(
fn,sF

max
s

)3
φs

)

fn,sFmax
s

(40)

∂La,f

(
an,s , fn,s ,Xa,f

)

fn,s
= ξn,s + τs +

an,sxnCnLn

(
−λn + 2

(
fn,sF

max
s

)3
φs

)

f 2n,sF
max
s

(41)
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Fig. 2. Total energy consumption as a function of the number of vehicles for various numbers of RSUs.

that as the number of vehicles is increased, the total con-
sumption also increases. This is expected because there exist
more tasks to be computed leading to increased energy con-
sumption. Furthermore, for a given number of vehicles, the
total energy consumption is slightly increased as the number
of RSUs increases. Thus, the number of RSUs has a small
effect on the energy consumption for fixed vehicle numbers.
Note that, the MEC-enabled RSUs have the capability to scale
the allocated computing resources, therefore increasing the
energy efficiency. With respect to the path loss exponent, for
a given number of vehicles and RSUs, the total energy con-
sumption of the system is increased as the path loss exponent
increases. This is expected as additional power will be needed
for uploading the respective tasks. Also, higher path loss will
lead to lower channel capacity. Therefore, additional process-
ing resources will be employed in order to timely process the
task, resulting in higher energy consumption.

Fig. 3 presents the outage probability as a function of the
number of vehicles, for various numbers of RSUs. The max-
imum latency is randomly selected in the range of [0.5, 3.5]
seconds, while the outage probability is calculated as the num-
ber of tasks that have not been computed in the required time
to the total number of tasks. According to the results, the
number of vehicles does not have a considerable impact on
the outage probability. On the other hand, when there exist
more RSUs, more tasks can be offloaded, leading to a reduced
outage probability.

Fig. 4 shows the total energy consumption as a function
of the maximum tolerable latency. The numbers of vehicles
and RSUs are set to 20 and 10, respectively. Also, the energy
consumption is evaluated for two cases of path loss expo-
nents, particularly when δ = 2 and δ = 4. Based on the
results, the total energy consumption is decreasing as the max-
imum tolerable latency is increased. This is due to the fact that
lower computing resources are allocated, leading to reduced

Fig. 3. Outage probability as a function of the number of vehicles for various
numbers of RSUs.

energy consumption. As far as the task size is concerned, it is
expected that when the task size is increased, more computing
resources should be allocated, leading to increased energy con-
sumption. Regarding the path loss exponents, the total energy
consumption is increased for higher values of δ because of
the additional transmission power and computing resources
that will be employed.

Fig. 5 depicts a comparison between the three scenarios in
terms of the total energy consumption for a varying number
of devices. The task sizes are randomly selected in the range
[500, 3500] Kbits, while the maximum delay tolerance values
are randomly selected in the range [0.5, 3] seconds. Also, the
number of RSUs is set to 10 and 20. In all cases, when the
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Fig. 4. Total energy consumption as a function of the maximum task latency
for various task sizes.

Fig. 5. Comparison between three scenarios in terms the total energy
consumption for varying number of devices.

number of vehicles is increased the total energy consumption
is also increased since there are more tasks to be processed,
thereby consuming more energy (both for the upload and pro-
cessing). Particularly, Scenario 1 results in the highest energy
consumption as only the offloading decision is optimized. As
a result, the vehicles transmit with the highest power (i.e.,
36 dBm), while the RSUs process each task by assigning all
available computing resources. On the other hand, Scenario
2 results in lower energy consumption as the allocation of
wireless resources has been optimized, thus, lower levels of
vehicle transmission power are required. Finally, Scenario 3
features the lowest total energy consumption since, in addition
to the offloading decision, it optimizes the allocation of both
wireless and computing resources.

Finally, Fig. 6 shows a comparison between the scenarios
with respect to the total energy consumption as a function
of the maximum tolerable latency. The numbers of vehicles
and RSUS are respectively set to 25 and 20, while the task

Fig. 6. Comparison between three scenarios in terms the total energy
consumption for varying tolerable delay.

sizes are randomly selected in the range [500, 3500] Kbits.
Similarly to Fig. 4, the total energy consumption is decreased
as the maximum tolerable latency of each task is increased.
However, Scenario 1 features the highest overall energy con-
sumption followed by Scenario 2, while Scenario 3 results in
the lowest overall energy consumption. This is expected, as in
Scenario 3 all the system variables are optimized, in contrast
to Scenarios 2 and 3 where only a subset of the variables is
optimized.

V. CONCLUSION

In this work, we considered the energy consumption
minimization of a vehicular network. Specifically, we for-
mulated the optimization problem as a joint optimization
of the task offloading decision, the allocation of power and
bandwidth, the assignment of tasks to MEC-enabled RSUs,
and the frequency scaling of MEC-enabled RSUs. Since the
optimization of the aforementioned problem is challenging,
we decoupled it into three problems and leveraged the BCD
method to iteratively optimize them. For the performance
evaluation, we carried out system-level Monte Carlo sim-
ulations and evaluated the total energy consumption and
the outage probability. The simulation results show that the
proposed BCD-based approach can minimize the system
energy consumption while maintaining a low outage probabil-
ity. Moreover, three evaluation scenarios have been designed
in order to highlight the impact of optimizing the allocation
of both wireless and computing resources in addition to the
offloading decision.

In the future, we aim to extend this work towards mini-
mizing the average energy consumption over time, taking into
account the mobility of the vehicles, as well as the arrival of
new tasks. Furthermore, we aim to leverage our previous work
in [55] in order to incorporate UAVs to provide on-demand
computation offloading. In this direction, the design of the
offloading policy and resource allocation should also consider
the limited energy reserves of the UAVs. Finally, in light of
the exponential increase of Internet of Things devices, we will
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also evaluate the impact of novel multiple access methods in a
scenario consisting of numerous devices and vehicles sharing
the same wireless and computing resources.

APPENDIX

For a given xn the required time for the local computation
is expressed as

xn

(
Ln

Rn
+ T proc

n

)
≤ Tmax

n ⇒ xn ≤ Tmax
n Rn

Ln + RnT
proc
n

(42)

On the other hand, the required time for the offloaded
computation is expressed as

(1− xn)

(
LnCn

f locn

)
≤ Tmax

n ⇒ xn ≥ 1− f locn Tmax
n

LnCn
(43)

Combining (42) and (43) Lemma 1 is proved.

REFERENCES

[1] I. Tomkos, D. Klonidis, E. Pikasis, and S. Theodoridis, “Toward the
6G network era: Opportunities and challenges,” IT Prof., vol. 22, no. 1,
pp. 34–38, Jan. 2020.

[2] Y. Lu and X. Zheng, “6G: A survey on technologies, scenarios, chal-
lenges, and the related issues,” J. Ind. Inf. Integr., vol. 19, Sep. 2020,
Art. no. 100158.

[3] M. Giordani, M. Polese, M. Mezzavilla, S. Rangan, and M. Zorzi,
“Toward 6G networks: Use cases and technologies,” IEEE Commun.
Mag., vol. 58, no. 3, pp. 55–61, Mar. 2020.

[4] J. Wang, K. Zhu, and E. Hossain, “Green Internet of Vehicles
(IoV) in the 6G era: Toward sustainable vehicular communications
and networking,” IEEE Trans. Green Commun. Netw., vol. 6, no. 1,
pp. 391–423, Mar. 2022.

[5] D. P. M. Osorio et al., “Towards 6G-enabled Internet of Vehicles:
Security and privacy,” IEEE Open J. Commun. Soc., vol. 3, pp. 82–105,
2022.

[6] L.-M. Ang, K. P. Seng, G. K. Ijemaru, and A. M. Zungeru, “Deployment
of IoV for smart cities: Applications, architecture, and challenges,” IEEE
Access, vol. 7, pp. 6473–6492, 2019.

[7] A. Sacco, F. Esposito, and G. Marchetto, “Resource inference for sus-
tainable and responsive task offloading in challenged edge networks,”
IEEE Trans. Green Commun. Netw., vol. 5, no. 3, pp. 1114–1127,
Sep. 2021.

[8] T. Lagkas, G. Papadimitriou, P. Nicopolitidis, and A. Pomportsis, “A new
approach to the design of MAC protocols for wireless LANs: Combining
QoS guarantee with power saving,” IEEE Commun. Lett., vol. 10, no. 7,
pp. 537–539, Jul. 2006.

[9] L. D. Nguyen, H. D. Tuan, and T. Q. Duong, “Energy-efficient signalling
in QoS constrained heterogeneous networks,” IEEE Access, vol. 4,
pp. 7958–7966, 2016.

[10] T. Q. Dinh, J. Tang, Q. D. La, and T. Q. S. Quek, “Offloading in mobile
edge computing: Task allocation and computational frequency scaling,”
IEEE Trans. Commun., vol. 65, no. 8, pp. 3571–3584, Aug. 2017.

[11] X. Xu et al., “Service offloading with deep Q-network for digital
twinning-empowered Internet of Vehicles in edge computing,” IEEE
Trans. Ind. Informat., vol. 18, no. 2, pp. 1414–1423, Feb. 2022.

[12] L. Zhao et al., “Vehicular computation offloading for industrial
mobile edge computing,” IEEE Trans. Ind. Informat., vol. 17, no. 11,
pp. 7871–7881, Nov. 2021.

[13] S.-S. Lee and S. Lee, “Resource allocation for vehicular fog comput-
ing using reinforcement learning combined with heuristic information,”
IEEE Internet Things J., vol. 7, no. 10, pp. 10450–10464, Oct. 2020.

[14] J. Luo, X. Deng, H. Zhang, and H. Qi, “Ultra-low latency service pro-
vision in edge computing,” in Proc. IEEE Int. Conf. Commun. (ICC),
2018, pp. 1–6.

[15] F. Brandherm, L. Wang, and M. Mühlhäuser, “A learning-based frame-
work for optimizing service migration in mobile edge clouds,” in
Proc. 2nd Int. Workshop Edge Syst. Anal. Netw. (EdgeSys), 2019,
pp. 12–17.

[16] H. Wang, X. Li, H. Ji, and H. Zhang, “Federated offloading scheme to
minimize latency in MEC-enabled vehicular networks,” in Proc. IEEE
Globecom Workshops (GC Wkshps), 2018, pp. 1–6.

[17] R. Yadav, W. Zhang, O. Kaiwartya, H. Song, and S. Yu, “Energy-latency
tradeoff for dynamic computation offloading in vehicular fog comput-
ing,” IEEE Trans. Veh. Technol., vol. 69, no. 12, pp. 14198–14211,
Dec. 2020.

[18] G. Cui, Y. Long, L. Xu, and W. Wang, “Joint offloading and resource
allocation for satellite assisted vehicle-to-vehicle communication,” IEEE
Syst. J., vol. 15, no. 3, pp. 3958–3969, Sep. 2021.

[19] S. Chen, Y. Zheng, W. Lu, V. Varadarajan, and K. Wang, “Energy-
optimal dynamic computation offloading for industrial IoT in fog com-
puting,” IEEE Trans. Green Commun. Netw., vol. 4, no. 2, pp. 566–576,
Jun. 2020.

[20] H. Wang, J. Wang, G. Ding, L. Wang, T. A. Tsiftsis, and P. K. Sharma,
“Resource allocation for energy harvesting-powered D2D communica-
tion underlaying UAV-assisted networks,” IEEE Trans. Green Commun.
Netw., vol. 2, no. 1, pp. 14–24, Mar. 2018.

[21] Z. Ning, X. Wang, J. J. P. C. Rodrigues, and F. Xia, “Joint computation
offloading, power allocation, and channel assignment for 5G-enabled
traffic management systems,” IEEE Trans. Ind. Informat., vol. 15, no. 5,
pp. 3058–3067, May 2019.

[22] W. Lu et al., “Trajectory and resource optimization in OFDM-based
UAV-powered IoT network,” IEEE Trans. Green Commun. Netw., vol. 5,
no. 3, pp. 1259–1270, Sep. 2021.

[23] Y. Dai, D. Xu, S. Maharjan, and Y. Zhang, “Joint offloading and resource
allocation in vehicular edge computing and networks,” in Proc. IEEE
Global Commun. Conf. (GLOBECOM), 2018, pp. 1–7.

[24] Y. Liu, H. Yu, S. Xie, and Y. Zhang, “Deep reinforcement learning
for offloading and resource allocation in vehicle edge computing and
networks,” IEEE Trans. Veh. Technol., vol. 68, no. 11, pp. 11158–11168,
Nov. 2019.

[25] J. Sun, Q. Gu, T. Zheng, P. Dong, A. Valera, and Y. Qin, “Joint
optimization of computation offloading and task scheduling in vehic-
ular edge computing networks,” IEEE Access, vol. 8, pp. 10466–10477,
2020.

[26] J. Zhao, Q. Li, Y. Gong, and K. Zhang, “Computation offloading and
resource allocation for cloud assisted mobile edge computing in vehicu-
lar networks,” IEEE Trans. Veh. Technol., vol. 68, no. 8, pp. 7944–7956,
Aug. 2019.

[27] K. Zhang, Y. Zhu, S. Leng, Y. He, S. Maharjan, and Y. Zhang, “Deep
learning empowered task offloading for mobile edge computing in urban
informatics,” IEEE Internet Things J., vol. 6, no. 5, pp. 7635–7647,
Oct. 2019.

[28] X. Jianbin, H. Qingchun, A. Yaning, and W. Lu, “Joint task offloading
and resource allocation in vehicle-assisted multi-access edge comput-
ing,” Comput. Commun., vol. 177, pp. 77–85, Sep. 2021.

[29] X. Xu, X. Zhang, X. Liu, J. Jiang, L. Qi, and M. Z. A. Bhuiyan,
“Adaptive computation offloading with edge for 5G-envisioned Internet
of Connected Vehicles,” IEEE Trans. Intell. Transp. Syst., vol. 22, no. 8,
pp. 5213–5222, Aug. 2021.

[30] F. Guo, H. Zhang, H. Ji, X. Li, and V. C. M. Leung, “An efficient
computation offloading management scheme in the densely deployed
small cell networks with mobile edge computing,” IEEE/ACM Trans.
Netw., vol. 26, no. 6, pp. 2651–2664, Dec. 2018.

[31] Z. Ning et al., “Deep reinforcement learning for Intelligent Internet of
Vehicles: An energy-efficient computational offloading scheme,” IEEE
Trans. Cogn. Commun. Netw., vol. 5, no. 4, pp. 1060–1072, Dec. 2019.

[32] C. Yang, Y. Liu, X. Chen, W. Zhong, and S. Xie, “Efficient mobility-
aware task offloading for vehicular edge computing networks,” IEEE
Access, vol. 7, pp. 26652–26664, 2019.

[33] Z. Zhou, J. Feng, Z. Chang, and X. Shen, “Energy-efficient edge com-
puting service provisioning for vehicular networks: A consensus ADMM
approach,” IEEE Trans. Veh. Technol., vol. 68, no. 5, pp. 5087–5099,
May 2019.

[34] S. Guo, J. Liu, Y. Yang, B. Xiao, and Z. Li, “Energy-efficient dynamic
computation offloading and cooperative task scheduling in mobile cloud
computing,” IEEE Trans. Mobile Comput., vol. 18, no. 2, pp. 319–333,
Feb. 2019.

[35] H. Sun, F. Zhou, and R. Q. Hu, “Joint offloading and computation energy
efficiency Maximization in a mobile edge computing system,” IEEE
Trans. Veh. Technol., vol. 68, no. 3, pp. 3052–3056, Mar. 2019.

[36] Y. Jang, J. Na, S. Jeong, and J. Kang, “Energy-efficient task offloading
for vehicular edge computing: Joint optimization of offloading and bit
allocation,” in Proc. IEEE 91st Veh. Technol. Conf. (VTC-Spring), 2020,
pp. 1–5.

[37] C. Chen et al., “Delay-optimized V2V-based computation offloading in
urban vehicular edge computing and networks,” IEEE Access, vol. 8,
pp. 18863–18873, 2020.



PLIATSIOS et al.: JOINT WIRELESS RESOURCE AND COMPUTATION OFFLOADING OPTIMIZATION 1479

[38] X. Wang, Z. Ning, S. Guo, and L. Wang, “Imitation learning enabled task
scheduling for online vehicular edge computing,” IEEE Trans. Mobile
Comput., vol. 21, no. 2, pp. 598–611, Feb. 2022.

[39] W. Zhan et al., “Deep-reinforcement-learning-based offloading schedul-
ing for vehicular edge computing,” IEEE Internet Things J., vol. 7, no. 6,
pp. 5449–5465, Jun. 2020.

[40] T. Lagkas, D. Klonidis, P. Sarigiannidis, and I. Tomkos, “Optimized
joint allocation of radio, optical, and MEC resources for the 5G and
beyond Fronthaul,” IEEE Trans. Netw. Service Manag., vol. 18, no. 4,
pp. 4639–4653, Dec. 2021.

[41] A. Ebrahimzadeh and M. Maier, “Cooperative computation offloading in
FiWi enhanced 4G HetNets using self-Organizing MEC,” IEEE Trans.
Wireless Commun., vol. 19, no. 7, pp. 4480–4493, Jul. 2020.

[42] T. Sizer et al., “Integrated solutions for deployment of 6G mobile
networks,” J. Lightw. Technol., vol. 40, no. 2, pp. 346–357, Jan. 15,
2022.

[43] H. Guo, Y. Wang, J. Liu, and N. Kato, “Super-broadband optical
access networks (OANs) in 6G: Vision, architecture, and key tech-
nologies,” IEEE Wireless Commun., early access, May 9, 2022, doi:
10.1109/MWC.007.2100550.

[44] C. Zhu, G. Pastor, Y. Xiao, and A. Ylajaaski, “Vehicular fog computing
for video crowdsourcing: Applications, feasibility, and challenges,” IEEE
Commun. Mag., vol. 56, no. 10, pp. 58–63, Oct. 2018.

[45] H. Lu, Q. Liu, D. Tian, Y. Li, H. Kim, and S. Serikawa, “The cognitive
Internet of Vehicles for autonomous driving,” IEEE Netw., vol. 33, no. 3,
pp. 65–73, May/Jun. 2019.

[46] X. Lyu et al., “Selective offloading in mobile edge computing for
the green Internet of Things,” IEEE Netw., vol. 32, no. 1, pp. 54–60,
Jan./Feb. 2018.

[47] Y. Mao, C. You, J. Zhang, K. Huang, and K. B. Letaief, “A sur-
vey on mobile edge computing: The communication perspective,” IEEE
Commun. Surveys Tuts., vol. 19, no. 4, pp. 2322–2358, 4th Quart., 2017.

[48] W. Zhang, Y. Wen, K. Guan, D. Kilper, H. Luo, and D. O. Wu,
“Energy-optimal mobile cloud computing under stochastic wireless
channel,” IEEE Trans. Wireless Commun., vol. 12, no. 9, pp. 4569–4581,
Sep. 2013.

[49] Y. Wang, M. Sheng, X. Wang, L. Wang, and J. Li, “Mobile-edge com-
puting: Partial computation offloading using dynamic voltage scaling,”
IEEE Trans. Commun., vol. 64, no. 10, pp. 4268–4282, Oct. 2016.

[50] S. Bi and Y. J. Zhang, “Computation rate maximization for wireless pow-
ered mobile-edge computing with binary computation offloading,” IEEE
Trans. Wireless Commun., vol. 17, no. 6, pp. 4177–4190, Jun. 2018.

[51] M. Chen and Y. Hao, “Task offloading for mobile edge computing in
software defined ultra-dense network,” IEEE J. Sel. Areas Commun.,
vol. 36, no. 3, pp. 587–597, Mar. 2018.

[52] S.-W. Ko, K. Han, and K. Huang, “Wireless networks for mobile edge
computing: Spatial modeling and latency analysis,” IEEE Trans. Wireless
Commun., vol. 17, no. 8, pp. 5225–5240, Aug. 2018.

[53] D. Pliatsios, P. Sarigiannidis, S. Goudos, and G. K. Karagiannidis,
“Realizing 5G vision through cloud RAN: Technologies, challenges, and
trends,” EURASIP J. Wireless Commun. Netw., vol. 2018, no. 1, p. 136,
May 2018.

[54] S. Huang, C. Yang, S. Yin, Z. Zhang, and Y. Chu, “Latency-aware task
peer offloading on overloaded server in multi-access edge computing
system interconnected by metro optical networks,” J. Lightw. Technol.,
vol. 38, no. 21, pp. 5949–5961, Nov. 1, 2020.

[55] D. Pliatsios, P. Sarigiannidis, S. K. Goudos, and K. Psannis, “3D
placement of drone-mounted remote radio head for minimum trans-
mission power under connectivity constraints,” IEEE Access, vol. 8,
pp. 200338–200350, 2020.

Dimitrios Pliatsios (Member, IEEE) received the
Diploma degree from the Department of Electrical
and Computer Engineering, Aristotle University of
Thessaloniki, Greece. He is currently pursuing the
Ph.D. degree with the Department of Electrical
and Computer Engineering, University of Western
Macedonia (UOWM), Kozani, Greece. His research
interests lie in the areas of wireless communica-
tions, mobile networks, virtualization technologies,
and computer and network security, while his Ph.D.
research is funded by the Greek State Scholarship

Foundation. He has participated as a Research Associate of UOWM in
European and National Research Projects. He is also member of the Technical
Chamber of Greece.

Panagiotis Sarigiannidis (Member, IEEE)
received the B.Sc. and Ph.D. degrees in com-
puter science from the Aristotle University of
Thessaloniki, Thessaloniki, Greece, in 2001 and
2007, respectively.

He is the Director of the ITHACA Lab, the
Co-Founder of the 1st spin-off of the University of
Western Macedonia: MetaMind Innovations P.C.,
and an Associate Professor with the Department
of Electrical and Computer Engineering, University
of Western Macedonia, Kozani, Greece. He has

published over 260 papers in international journals, conferences, and book
chapters, including IEEE COMMUNICATIONS SURVEYS AND TUTORIALS,
IEEE TRANSACTIONS ON COMMUNICATIONS, IEEE INTERNET OF

THINGS, IEEE TRANSACTIONS ON BROADCASTING, IEEE SYSTEMS

JOURNAL, IEEE Wireless Communications Magazine, IEEE OPEN

JOURNAL OF THE COMMUNICATIONS SOCIETY, IEEE/OSA JOURNAL

OF LIGHTWAVE TECHNOLOGY, IEEE TRANSACTIONS ON INDUSTRIAL

INFORMATICS, IEEE ACCESS, and Computer Networks. He has been
involved in several national, European and international projects. He is
currently the Project Coordinator of three H2020 Projects, namely a) H2020-
DS-SC7-2017 (DS-07-2017), SPEAR: Secure and PrivatE smArt gRid, b)
H2020-LC-SC3-EE-2020-1 (LC-SC3-EC-4-2020), EVIDENT: bEhaVioral
Insgihts anD Effective eNergy policy acTions, and c) H2020-ICT-2020-1
(ICT-56-2020), TERMINET: nexT gEneRation sMart INterconnectEd ioT,
while he coordinates the Operational Program MARS: sMart fArming
with dRoneS (Competitiveness, Entrepreneurship, and Innovation) and the
Erasmus+ KA2 ARRANGE-ICT: SmartROOT: Smart faRming innOvatiOn
Training. He also serves as a Principal Investigator in the H2020-SU-DS-2018
(SU-DS04-2018), SDN-microSENSE: SDN-microgrid reSilient Electrical
eNergy SystEm and in three Erasmus+ KA2: a) ARRANGE-ICT: pArtneR-
ship foR AddressiNG mEgatrends in ICT, b) JAUNTY: Joint undergAduate
coUrses for smart eNergy managemenT sYstems, and c) STRONG: advanced
firST RespONders traininG (Cooperation for Innovation and the Exchange of
Good Practices). His research interests include telecommunication networks,
Internet of Things, and network security. He participates in the editorial
boards of various journals.

Thomas D. Lagkas (Senior Member, IEEE)
received the B.Sc. degree (Hons.) and the Ph.D.
degree in wireless networks from the Department
of Computer Science, Aristotle University of
Thessaloniki, in 2002 and 2006, respectively, and
the M.B.A. degree from Hellenic Open University,
in 2012, and the postgraduate certificate on Teaching
and Learning from the University of Sheffield
in 2017. He is an Assistant Professor with the
Department of Computer Science, International
Hellenic University. He has been a Scholar of the

Aristotle University Research Committee, as well as a Postdoctoral Scholar
of the National Scholarships Institute of Greece. His research interests are in
the areas of IoT communications with more than 110 publications at a number
of widely recognized international scientific journals and conferences. He is
a Fellow of the Higher Education Academy in U.K. Moreover, he actively
participates in the preparation, management, and implementation of several
EU funded research projects.

Vasileios Argyriou (Member, IEEE) received the
B.Sc. degree in computer science from the Aristotle
University of Thessaloniki, Greece, in 2001, and
the M.Sc. and Ph.D. degrees in electrical engineer-
ing working on registration from the University of
Surrey, in 2003 and 2006, respectively. From 2001
to 2002, he held a research position with Aristotle
University, working on image and video water-
marking. He joined the Communications and Signal
Processing Department, Imperial College, London,
in 2007, where he was a Research Fellow work-

ing on 3D object reconstruction. He is currently a Professor with Kingston
University London, working on computer vision and AI for crowd and human
behaviour analysis, computer games, entertainment, and medical applications.
Also, research is conducted on educational games and on HCI for augmented
and virtual reality (AR/VR) systems.

http://dx.doi.org/10.1109/MWC.007.2100550


1480 IEEE TRANSACTIONS ON GREEN COMMUNICATIONS AND NETWORKING, VOL. 6, NO. 3, SEPTEMBER 2022

Alexandros-Apostolos A. Boulogeorgos
(Senior Member, IEEE) was born in Trikala,
Greece, in 1988. He received the Diploma degree
in electrical and computer engineering (ECE) and
the Ph.D. degree in wireless communications from
the Aristotle University of Thessaloniki (AUTh) in
2012 and 2016, respectively.

In 2017, he joined the Department of Digital
Systems, University of Piraeus, where he conducts
research in the area of wireless communications.
From October 2012 to September 2016, he was

a Teaching Assistant with the Department of ECE, AUTh, and from
February 2017, he serves as an Adjunct Professor with the Department
of ECE, University of Western Macedonia, and as a Visiting Lecturer
with the Department of Computer Science and Biomedical Informatics
and Department of Computer Science, University of Thessaly and with
the Department of Computer Science, International Hellenic University,
Greece. He has authored and coauthored more than 90 technical papers,
which were published in scientific journals and presented at prestigious
international conferences. Furthermore, he has filed two (one national and
one European) patents. His current research interests span the area of
wireless communications and networks with emphasis in high frequency
communications, optical wireless communications, and signal processing and
communications for biomedical applications.

Dr. Boulogeorgos was awarded the Distinction Scholarship Award from
the Research Committee of AUTh in 2014, and was recognized as an
Exemplary Reviewer for IEEE COMMUNICATION LETTERS in 2016 (top
3% of reviewers). Moreover, he was named a Top Peer Reviewer (top 1% of
reviewers) in Cross-Field and Computer Science in the Global Peer Review
Awards 2019, which was presented by the Web of Science and Publons. He
received the best oral presentation award in the International Conference on
Modern Circuits and Systems Technologies 2021. He has been involved as a
member of organizational and technical program committees in several IEEE
and non-IEEE conferences and served as a reviewer and the guest editor
in various IEEE and non-IEEE journals and conferences. He is a Member
of the Technical Chamber of Greece. He is currently an Editor for IEEE
COMMUNICATIONS LETTERS and an Associate Editor for the Frontier in
Communications and Networks and Telecom (MDPI).

Peristera Baziana (Member, IEEE) received the
Dr.-Ing. degree in electrical and computer engi-
neering from the National Technical University of
Athens (NTUA), Greece. She is currently serv-
ing as an Assistant Professor with the Department
of Computer Science and Telecommunications,
University of Thessaly, Greece. Her research
interests include optical communications, networks
architectures and transmission protocols, networks
analytical modeling and optimization, and telecom-
munication networks simulation. She has several

publications in international journals and conferences proceedings with
reviewers, related to these fields. From 2000 to 2002, she was a Research
Fellow of the University of Patras, Greece, while from 2002 to 2015 she was
a Researcher of the NTUA. From 2015 to 2019, she was an Adjunct Lecturer
with the Department of Engineering Informatics and Telecommunications,
University of Western Macedonia, Greece and the Department of Computer
Science and Telecommunications, University of Thessaly.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /HelveticaBolditalic-BoldOblique
    /Helvetica-BoldOblique
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryITCbyBT-MediumItal
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


