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Abstract—We study the benefits of adopting server disaggre-
gation in the fog computing tier by evaluating energy efficient
placement of interactive apps in a future (6G) fog network.
Using a mixed integer linear programming (MILP) model, we
compare the adoption of traditional server (TS) and disaggre-
gated server (DS) architectures in a fog network that comprises
selected fog sites. We also propose a heuristic for energy effi-
cient and delay aware placement of interactive fog apps in a fog
network which effectively mimics the MILP model formulated
in this paper. Compared to a non-federated fog computing layer,
federation of selected fog computing sites over the metro-access
network enables significant reductions of the total fog comput-
ing power consumption (TFPC). Relative to the use of TSs in
the fog network, the adoption of DSs improves the energy effi-
ciency of the fog network and enables up to 18% reduction in
TFPC. To minimize response time, more instances of interactive
fog apps are provisioned in a fog network that is implemented
over a network topology with high delay penalty. Our result also
shows that the proximity of metro-central offices and radio cell
sites to geo-distributed users makes them important fog sites for
provisioning delay-sensitive fog applications.

Index Terms—Disaggregated servers, fog network, disaggrega-
tion, fog computing, composable infrastructures, optical access
and metro networks, software defined infrastructures, energy
efficient networks, MILP.

I. INTRODUCTION

CLOUD computing became an integral part of the global
society over the last two decades because it enabled

improved capital and operational efficiencies relative to the
traditional distributed computing architecture. Adoption of
cloud computing in its different service offerings such as
Infrastructure as a Service (IaaS), Platform as a Service (PaaS)
and Software as a Service (SaaS) spans across a variety
of personal, enterprise and public applications. Some of
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the key drivers of this trend include digital transformation,
artificial intelligence and machine learning and Internet of
Things (IoT) [1]. By 2022, it is estimated that the global spend-
ing on IoT will reach $1.2 trillion [2]. Furthermore, Cisco
predicts that about 500 billion smart devices will be connected
by 2030 [3].

The growing uptake of the cloud computing and IoT
paradigms is expected to enable a new range of emerging and
future Internet applications at the edge of telecommunication
networks. However, the centralized architecture of the tradi-
tional cloud computing paradigm is a major inhibiting factor
to the emergence of some of these applications which require
real-time or near-real-time computation. In addition, the vol-
ume, velocity, and variety of data generated by geo-distributed
IoT-devices and end-users of these emerging Cloud-IoT appli-
cations combined with traditional network traffic can also
overwhelm network infrastructures. Therefore, leading to sig-
nificant increase in the cost of owning and operating networks
and their carbon footprint. Furthermore, the centralized cloud
computing architecture can degrade the performance of some
future applications due to increased network congestion.
Hence, the concept of edge/fog computing [4]–[6] has been
proposed in recent times to address some of these challenges.

The fog computing paradigm extends cloud computing to
the network edge to support emerging and future Internet
applications and services. This is enabled via the introduc-
tion of a new intermediate computation tier called the fog
computing tier. The fog computing tier is located between
the centralized cloud computing tier and geo-distributed IoT-
devices and end-users of emerging applications at the network
edge. The fog tier comprises heterogeneous devices and nodes
called fog nodes. These heterogeneous fog nodes/devices
adopt heterogeneous network infrastructures (both wireless
and wired) for connectivity. The geo-distributed heteroge-
neous nodes may also be orchestrated collectively as a fog
federation within a given area to enable a fog as a ser-
vice (FaaS) or fog Infrastructure as a service (IaaS, FIaaS)
business model [7]–[9].

Like the cloud computing tier, fog nodes possess com-
pute, storage, and networking capabilities. Virtualization might
also be supported in fog nodes to ensure efficient use of
the computation capacity as obtainable in the cloud comput-
ing tier [7]. However, fog nodes are unable to enjoy other
benefits obtainable in centralized cloud computing infras-
tructures. For example, the ability to strategically position
massive computational resources at little or no opportunity
cost is limited in the fog computing tier. Furthermore, the
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fog computing nodes cannot fully maximize the benefits of
using commodity hardware as obtainable in hyper-scale cloud
datacenters (DCs) because they are relatively smaller in size.
In recent times, large DC infrastructure providers such as
Facebook and Microsoft have also begun to explore the use of
the server disaggregation concept as a tool to further improve
the overall efficiency of DC infrastructure [10].

Server disaggregation proposes the physical or logical sep-
aration of traditional server (TS) intrinsic resources into pools
of homogeneous resources, which can be composed, decom-
posed, and recomposed on-demand over high bandwidth and
low latency networks, to support applications. This concept
addresses the limitations associated with TSs such as poor
resource modularity and lifecycle management, the need for
purpose-built servers in computing clusters, high power con-
sumption and capital expenditure resulting from inefficient
resource utilization [11]–[14]. Adoption of server disaggre-
gation concept in the fog computing tier could improve
fog computing efficiency to approach efficiencies that are
traditionally attributed to the cloud computing tier.

In this paper, we explore the gains that server disaggregation
can enable in fog networks relative to TS architecture and
study the impact of fog computing on metro networks. In [15],
we conducted an initial study to demonstrate some potential
benefits of adopting disaggregated servers (DSs) in the fog
computing tier, concluding that the network bottlenecks may
inhibit optimal performance and that users experience may
suffer due to the resulting increased hop counts between users
and fog app instances. This paper extends our initial work as
follows; (i) it provides for the first time the complete MILP
model, which has been extended by considering queuing delay
in the network topology; (ii) it considers emerging fog apps
with varying delay sensitivity; (iii) it investigates the impact
of user distribution on the fog network; and finally, (iv) it
develops a fast and scalable policy (heuristic) which mimics
the MILP model for practical deployment in large scenarios,
and to verify the MILP.

The rest of this paper is organized as follows. We review
the concepts of fog nodes federation and resource disag-
gregation and related literatures in Section II. Section III
presents the system setup and the MILP model formulated
to investigate the placement of applications in fog networks.
Section IV presents a scalable heuristic that is compara-
ble to the formulated MILP model. Section V gives the
evaluation scenarios along with numerical results and dis-
cusses the insights obtained by solving the MILP model
and heuristic. Finally, the paper is concluded in Section VI
along with a brief discussion of future work and future
directions.

II. FOG NETWORKS AND DISAGGREGATION

A. Fog Networks

The fog computing layer is an intelligent intermediate
layer between centralized cloud computing servers and geo-
distributed connected devices and end-users. This layer
provides distributed computing infrastructure at network
edges (i.e., metro-access network). Hence, the fog com-
puting layer complements the centralized cloud computing

infrastructure by extending cloud-like services closer to end-
users and connected things for improved performance and
to support new classes of applications. The fog computing
layer can also enable reductions in computing and network
infrastructures [16]–[18].

The traditional definition of fog computing classifies
any device with compute, storage and network connec-
tivity as a fog node [19]. However, some locations and
devices may be more optimal than others because of factors
such as energy efficiency, resource capacity, node availabil-
ity, resource reusability and utilization efficiency. In recent
times, wired edge network devices [20] and wireless edge
network devices alike are often equipped with extra com-
puting capability to support the hosting of non-network
functions and Machine Learning (ML) and Artificial intelli-
gence (AI) functions at the edge of the network. This trend
is expected to be sustained in future 6G networks as the
use of ML and AI capability increases at the edge of future
networks [21]. Therefore, the traditional network locations,
i.e., central offices (COs) and radio cell sites (CSs) where such
devices are located may be relatively more optimal for some
applications.

For instance, compared to the use of dedicated fog com-
puting nodes, the availability and use of spare computing
capacities at traditional network locations, i.e., COs and
radio CSs for fog computing can promote sustainability and
improved energy efficiency. This is because such locations are
centralized at the network edge and can be easily accessed
by multiple distributed devices and end-users at the network
edge. Therefore, reducing the number of active dedicated fog
computing nodes at the network edge and their correspond-
ing power consumption. The adoption of commodity hardware
to support network function virtualization at the edge of the
network also supports the use of some traditional network
locations to provide shared fog computing capability. As a
result, the energy efficiency of NFV [22] can be leveraged
in the fog computing layer. Additionally, existing computing
capacities at other edge locations such as enterprise offices
and public locations can also be made available to all end-
users and devices to further promote sustainability in the fog
computing layer.

However, efficient sharing of fog computing capacity at the
network edge requires the federation of independent fog nodes
via coordinated orchestration and control of distributed fog
nodes over the network infrastructure. Such a group of linked
fog nodes with non-application specific resource is called a
federated fog network [23]. To ensure low latency, the span
of each federation of fog nodes could be limited to satisfy
the requirements of some applications. The rising demand
for the federation of distributed fog nodes (fog network) is
motivating the emergence of service-oriented access mod-
els for computing resource in the fog computing tier in the
form of Fog Infrastructure as a Service (FIaaS) and Fog as
a Service (FaaS) [23], [24]. The adoption of service-oriented
consumption of federated fog computing capacity can reduce
the number of required fog nodes. Fog networks can also
enable new revenue streams which can offset the total cost of
ownership incurred by providers that deploy fog computing
nodes [23].
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In spite of the opportunities that the federation of fog
nodes enables, a practical implementation of federated fog
node in the multi-domain network edge has inherent chal-
lenges. For instance, a holistic framework is required to
manage the federation of fog node across multiple operat-
ing domains [25], [26]. Such as a framework should support
the discovery of fog nodes, dynamic management of compute,
network and storage resources, ensure compliance with service
level agreements and establish trust and security mechanisms
in the fog network.

B. Resource Disaggregation

Resource disaggregation proposes the separation of the
resource components of traditional computing servers into
physical or logical pools of homogenous resource types, i.e.,
homogenous resources are in the same pool. The concept
addresses the problems of resource stranding and fragmenta-
tion which inhibit efficiencies, modularity, agility, and effective
resource lifecycle management in traditional computing infras-
tructure. Resource disaggregation solves these problems by
relaxing the rigid physical resource utilization boundary of
traditional servers to permit on-demand use of un-collocated
resource components (via networks) to form logical computing
hosts. Disaggregation of the server intrinsic resource compo-
nents can be performed at different scales, i.e., rack-scale,
pod-scale and DC-scale [14], [27], [28]. Furthermore, the con-
cept of resource disaggregation can be implemented physically
or logically over a corresponding physical hardware. On the
one hand, physical disaggregation ensures that the alloca-
tion of physical components leads to the creation of physical
pools (nodes/racks/pods) of homogenous components. On
the other hand, logical disaggregation virtually implements
resource disaggregation on homogenously and/or heteroge-
neously resourced pools to support on-demand creation of
logical servers to run applications.

Resource disaggregation promises significant improvements
in the efficiency of computing infrastructure at both the
fog and cloud computing tiers of the cloud of things
continuum. However, such infrastructure requires software
defined (SD) techniques [29] and appropriate network connec-
tivity to maximize the potential benefits enabled by resource
disaggregation. A computing infrastructure that implements
resource disaggregation builds on the efficiencies, flexibil-
ity and agility enabled by SD-techniques to enable even
greater efficiency. Additionally, an appropriate network topol-
ogy that supports on-demand creation of logical hosts from
disaggregated resource components is essential for practical
implementation of any form of resource disaggregation [30].
This is because resource disaggregation exposes high band-
width and low latency intra-host communication of traditional
servers onto the DC network.

C. Related Works

Comprehensive studies of energy efficient communication
networks have been done in [31]–[36] as a result of increas-
ing adoption of digital solutions and services, which are
often domiciled in remote DCs of cloud computing services

providers. However, the recent introduction of the fog com-
puting layer motivates an extension of similar studies to
the fog computing layer. The authors of [16]–[18] have also
conducted extensive studies on how the introduction of the
fog computing layer can enable significant power savings
in the cloud of things architecture relative to the adoption
of a 2-tier architecture. The work in [9] also showed that
a 3-tier cloud of things architecture is better than a 2-tier
cloud of things architecture especially when energy consump-
tion and latency are used as comparison metrics; hence, a
3-tier cloud of things architecture is adopted in this paper.
However, the goal of this paper is to minimize the num-
ber of computational nodes in the lowest tier of the 3-tier
architecture by employing the concept of server disaggre-
gation for the first time in this context. In [7], the authors
showed that the execution of large tasks experiences significant
processing delay in the fog computing layer. Hence, scaling
fog computing capacity at the expense of higher financial
cost is required. In [23], a platform which orchestrates dis-
tributed fog nodes over the network to form fog networks that
support on-demand deployment of applications and services
was proposed. The authors in [37] introduced a programming
model for present and emerging geo-distributed, massive and
latency-sensitive applications. The programming model was
validated using two latency sensitive applications. In [19],
the authors proposed a high-level policy for placing applica-
tions in the fog computing tier based on application latency
requirements only. The policy is generic and does not con-
sider the impact of factors such as energy efficiency, resource
utilization, networks, and disaggregation on optimal applica-
tion placement. Workload offloading [38], [39] and workload
assignment [40], [41] are two different approaches used to
study the minimization of response time in fog computing
tier in the literature. Given a set of fog workloads, the work-
load assignment approach attempts to assign such workloads
to fog computing nodes while optimizing a specific cost such
as response time or energy. On the other hand, the workload
offloading approach aims to design policies that offload fog
computing requests to other fog nodes or to the cloud while
optimizing a specific cost.

The workload assignment approach is adopted in this paper
by formulating a MILP model to assign varying classes of
interactive fog applications. This is because the workload
offloading approach may be less appropriate for interactive
workloads with stringent delay requirements. A heuristic is
proposed from the insights obtained from the MILP model.
In contrast to existing literatures, this work is focused on the
fog computing tier only and its associated access and metro
networks. The things and cloud computing layers of the cloud
of thing architecture are not explicitly considered. However,
the impact of cloud destined network traffic on the overall
performance of the fog computing system is modeled and a
cost is associated with fog servers that are deployed very close
to the things layer.

Like the works of the authors in [16]–[18], [40], this work
explores power consumption, cost and latency in the fog com-
puting layer. However, the novelty of this work is that it
considers disaggregation of fog servers and different classes
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TABLE I
A COMPARISON OF THE CONTRIBUTIONS OF THIS PAPER WITH THAT OF THE RELATED WORKS IN THE LITERATURE

of delay sensitive (interactive) applications. Other factors that
may influence performance in such a setup are also studied.
The adoption of DSs in place of TSs in fog networks departs
from the state of the art since server disaggregation is expected
to improve efficiency. In spite of expected improvement, it is
also important to evaluate how adoption of DS in fog networks
would affect the performance of metro-access network. This
is because metro-access network provides the enabling con-
nectivity between federated fog nodes that form fog networks.
Furthermore, the consideration of different classes of delay
sensitive applications allows a comprehensive study that can
inform the development of effective placement strategies for
diverse interactive fog applications in fog networks.

In contrast to [13] where the authors focused on the design
of an energy efficient network for DCs with disaggregated
servers, we do not consider DC networks in this paper
to simplify our evaluation scenario. Moreover, in previous
works [30], [42], we formulated a MILP model that placed
workloads energy efficiently in composable DC networks.
Therefore, this paper focuses on the application of the resource
disaggregation concept in the fog computing layer of the
cloud of things architecture. Furthermore, we adopt logical
disaggregation of TSs as a representation of the resource
disaggregation concept. Table I gives a comparison of the con-
tributions of this paper with those of other related works in
the literature.

III. MILP MODEL FOR FOG APPLICATIONS PLACEMENT

A. System Setup

Only functions of emerging fog applications that can be per-
formed in the fog computing tier, such as data pre-processing,
aggregation, and intelligence (e.g., facial recognition) are
considered. Distributed fog nodes in selected locations are
federated by linking fog computing capacity together via
metro-access network to create a pool of computing capacity

Fig. 1. Metro fog network.

in the fog network. The federated fog nodes include special-
ized wired/wireless network equipment in centralized locations
which can support generic application. Additionally, exist-
ing computing infrastructure owned by enterprises and public
institutions, as shown in Fig. 1, are also included to the metro
fog network. The preferred fog computing sites support mis-
sion critical traditional applications, i.e., virtual machine (VM)
and/or virtual network functions (VNF) required by their own-
ers. Each traditional app (TA) is associated with specific fog
computing sites in the network topology and the spare com-
puting resource capacity in such sites is made available in the
pool of federated fog computing capacity.

Furthermore, a scenario where the fog computing layer must
process all delay sensitive application is considered. This is
because such applications cannot be supported by the cen-
tralized cloud computing architecture. If a delay sensitive
application is not provisioned in the fog network, a local fog
node must be provisioned at the source of the request for that
application. Every provisioned instance of any fog applica-
tion leads to corresponding pre-processing and post-processing
traffic in the network. Regular network traffic from (to) each
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Fig. 2. Access layer use cases and network architectures in metro fog
network.

access node comprises of traditional network traffic and the
traffic from (to) other applications which are processed in
centralized cloud computing node. We only consider delay
in metropolitan area network (MAN) and access network by
evaluating total delay as a sum of propagation delay and
congestion delay experienced on each link in the network
topology.

A scenario where fog applications traffic between a fog
computing site and end-users follows a single path is consid-
ered to simplify delay calculations. Such single low latency
path is provisioned by the network service provider to sup-
port instances of interactive fog apps created in the fog
network. Similar to the work of the authors in [41], a maxi-
mum delay threshold is adopted for interactive fog apps during
delay-aware placement. Two classes of emerging fog apps are
considered. The first class comprises mission critical fog appli-
cations such as vehicle-to-everything and industrial process
control which require sub-milliseconds (end-to-end) delay, and
at most a delay of 20 ms or less. The second class comprises
emerging fog apps which are moderately sensitive to delay and
can tolerate delay that is above 20 ms. As there are different
use cases at the access network layer for a federation of fog
nodes in the network, it is expected that the network com-
ponents traversed by network traffic in the access layer will
also differ according to each use case. Fig. 2 gives illustra-
tions of such use cases and their corresponding access network
architecture.

B. MILP Model Description

In this sub-section, a MILP model that efficiently assigns
instances of interactive applications into distributed fog com-
puting nodes within a MAN topology is presented. The model
minimizes network power consumption, fog computing power
consumption, resulting power consumption of rejected fog
applications and the approximated total queuing delay incurred
in the network. Given:

i A MAN topology that comprises sets of metro
and access network nodes and corresponding inter-
connecting physical link capacities as illustrated in
Fig. 1.

ii The availability of fog computing capacity in selected
fog sites/network nodes in the MAN topology.

iii The locations of clusters of end-users/IoT-
devices with explicit demand for an instance of
fog applications.

The MILP model determines the number of instances of
each fog app that can be provisioned and the optimal location
of each provisioned instance while enforcing defined con-
straints. The data traffic at a given node is proportional to
the number of users in that node. Hence, both pre-processing
and post processing data traffic of each fog app instance are
defined in Gbps per user. Furthermore, only one instance of
a given fog app is allocated to all users of that fog app
in each access node. The model parameters are given in
Table II, Table III, and Table IV. The model variables are given
in Table V. Linear approximations are made as required to
ensure linearity.

Delay related variables in the MILP model are derived as
follows:

PDsdec
mn = PDmnH

sdec
mn

∀s , d ∈ N , ∀e ∈ E , ∀c ∈ C , ∀m ∈ N , ∀n ∈ NBm (1)

Equation (1) gives the propagation delay experienced by
flow Lsdecon physical link (m, n) on the path selected for
the flow.

WLsdec =
∑

m∈N

∑

n∈NBm

(
TLsdec

mn + PDsdec
mn

)

∀s , d ∈ N , ∀e ∈ E , ∀c ∈ C (2)

Equation (2) gives the total delay experienced by flow
Lsdec on all physical links, it is a sum of congestion delay
and propagation delay experienced on all physical links on
the path.

RDsdec = WLsdec +WLdsec

∀s , d ∈ N , ∀e ∈ E , ∀c ∈ C (3)

Equation (3) gives the round-trip delay experienced between
a node with users of an emerging fog app and the network node
hosting the instance assigned to the users at that node.

TQ =
∑

m∈N

∑

n∈NBm

Wmn (4)

Equation (4) gives the approximated total delay experienced
on all physical links of the network topology.

The following equations present the derivation of vari-
ables that aid the calculation of network traffic and power
consumption.

ϕesa =
∑

c∈C

∑

x∈A
xecaCNcxAM xs

∀s ∈ N , ∀a ∈ AN , ∀e ∈ E (5)

Equation (5) gives the variable ϕesa which depends on the
placement of emerging fog application. A scenario where the
compute capacity of an instance of emerging fog app e ∈ E is
greater than the maximum compute capacity required by the
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TABLE II
LIST OF MILP MODEL NETWORK SETS AND PARAMETERS

cluster of users of that app in all access node is considered.
Hence, ϕesa > 1 is avoided.

ysdec =
∑

x∈A

∑

a∈AN

xecaFUeUAeaΔasCNcxAM xd

∀s , d ∈ N , ∀e ∈ E , ∀c ∈ C (6)

Equation (6) gives the pre-processing traffic between users
in access nodes and instances of emerging fog applications
placed in fog computing sites.

zsdec =
∑

x∈A

∑

a∈AN

xecaFDeUAeaΔadCNcxAM xs

∀s , d ∈ N , ∀e ∈ E , ∀c ∈ C (7)

TABLE III
LIST OF MILP MODEL FOG APPLICATIONS SETS AND PARAMETERS

Equation (7) gives the post-processing traffic between users
in access nodes and instances of emerging fog applications
placed in fog computing sites.

Lsdec = ysdec + zsdec

∀s , d ∈ N , ∀e ∈ E , ∀c ∈ C (8)

Equation (8) gives the total traffic between a pair of nodes
due to the creation of an instance of an emerging fog app in
the fog network.

ksd =
∑

a∈AN

∑

e∈E
ϕesaFDeUAeaEGed

∀s ∈ N , ∀d ∈ G (9)

Equation (9) gives the post-processing traffic between
instances emerging fog applications placed in fog computing
sites and gateway metro nodes.

Λmn =
∑

s∈N

∑

d∈N

∑

e∈E

∑

c∈C
Hsdec

mn

∀m ∈ N , ∀n ∈ NBm (10)

Equation (10) gives the delay sensitive traffic routed over
a physical link by summing all the delay sensitive flows over
the link.

λmn =
∑

s∈N

∑

d∈N
hsdmn + RTmn

∀m ∈ N , ∀n ∈ NBm (11)
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TABLE IV
LIST OF MILP MODEL FOG COMPUTING NODES SETS AND PARAMETERS

Equation (11) gives the delay tolerant traffic routed over a
physical link by summing all the delay tolerant flows over the
link with the given regular traffic on that physical link.

Γmn = Λmn + λmn

∀m ∈ N , ∀n ∈ NBm (12)

TABLE V
LIST OF MILP MODEL VARIABLES

(continued)

Equation (12) gives the total traffic over a link by summing
delay sensitive and delay tolerant traffic routed over the link.

Total network power consumption TNPC is given by:

TNPC = ANPC +MNPC (13)

MNPC is the total metro network power consumption and
is given by

MNPC =
∑

m∈U
(um + gm + qm )MG (14)
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TABLE V
(Continued.) LIST OF MILP MODEL VARIABLES

where um is the traffic relayed by a metro node m and is
given by

um =
∑

s∈N

∑

d∈N

∑

n∈NBm

hsdmn

+
∑

n∈NBm

∑

s∈N

∑

d∈N

∑

e∈E

∑

c∈C
Hsdec

mn

∀m ∈ U , s , d ∈ N , s �= m, d �= m (15)

gm is the traffic received by a metro node m and is given by

gm =
∑

s∈N

∑

n∈NBm

hsmnm

+
∑

s∈N

∑

n∈NBm

∑

e∈E

∑

c∈C
Hsmec

nm

+
∑

n∈NBm

RTnm

∀m ∈ U (16)

and finally, qm is the traffic transmitted by a metro node m
and is given by

qm =
∑

d∈G

∑

n∈NBm

hmd
mn

+
∑

d∈N

∑

n∈NBm

∑

e∈E

∑

c∈C
Hmdec

mn

+
∑

n∈NBm

RTmn

∀m ∈ U (17)

ANPC is the total access network power consumption and
is given by

ANPC =
∑

a∈AN

(CE ACa + NU APa)

+
∑

a∈AN

∑

m∈ANa

(Γam + Γma)(MA+ APa OL)

(18)

The total fog computing power consumption (TFPC ) is
given by:

TFPC = TCPC + TMPC + TSPC (19)

where TCPC is the total power consumption of CPU resources
in fog network and is given by

TCPC =
∑

c∈C

⎛

⎝(IC CPccc) +
∑

f ∈F
ΔCc cfcFC f

⎞

⎠ (20)

TMPC is the total power consumption of memory resources
in fog network and is given by

TMPC =
∑

m∈M

⎛

⎝(IMMPmmm) +
∑

f∈F

ΔMm mfmFM f

⎞

⎠

(21)

and TSPC is the total power consumption of storage resources
in fog network and is given by

TSPC =
∑

s∈S

⎛

⎝(IS SPsss) +
∑

f ∈F
ΔSs sfsFS f

⎞

⎠ (22)

The total cost of rejected traditional fog apps in the
distributed fog network is given by

TCRTA =
∑

t∈T
αt (23)

where

αt = ((IC CPM +MΔCFCt )

+ (IM MPM +MΔM FMt )

+ (IS SPM +MΔSFD t ))tt

∀t ∈ T (24)

where the state of traditional application t is given by

tt =
∑

c∈C
(1− ctc)

∀t ∈ T (25)

The total cost of rejected emerging fog apps in the dis-
tributed fog network is given by

TCREA =
∑

e∈E
βe (26)
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where

βe = ((IC CPM +MΔC FCe)

+ (IM MPM +MΔM FMe)

+ (IS SPM +MΔS FSe))
∑

a∈AN

(1− vea) UAea

∀e ∈ E (27)

where vea indicates if the emerging application e requested
by node a has been provisioned or not, and is given by

vea =
∑

c∈C
xeca

∀e ∈ E , ∀a ∈ AN (28)

It is important to note that the cost of rejecting an app is
defined as the maximum power consumed if it is accepted, i.e.,
the power consumption in the case where inactive components
must be turned-on to support the app.

The model is defined as follows:
Objective: Minimize

TNPC + TFPC + γTCRTA+ ∅TCREA+ δTQ (29)

The objective of the model is to minimize a weighted sum of
the TNPC, TFPC, the total cost of rejected traditional, emerg-
ing fog applications and the cost of approximated total delay in
the network as given by the expression in (29). Note that both
traditional and emerging fog apps are provisioned or rejected
based on the cost coefficient of terms in the objective. The
unit of the terms in the objective function and their corre-
sponding cost-coefficients jointly ensure a consistent unit (i.e.,
Watt) for the sum of terms in the objective function. Setting
γ to a high value ensures that TCRTA is significantly higher
than TCREA. Hence, higher priority is given to provisioning
traditional fog apps in the objective function. ∅ may also be
varied to increase or decrease the cost of rejected emerging
fog apps. By modelling the TCRTA and TCREA, the addi-
tional power that will be consumed by provisioning traditional
apps and emerging fog apps respectively with dedicated fog
servers are modelled as cost of apps rejection. The value of
δ dictates the weight of approximated total queuing delay in
the objective function. δ � 1 represents a network with trivial
queuing delay penalty while δ � 1 represents a network with
significant queuing delay penalty.

Subject to the following constraints:
Fog DC related constraints

∑

c∈C
cfc =

∑

m∈M
mfm

∀f ∈ F (30)∑

c∈C
cfc =

∑

s∈S
sfs

∀f ∈ F (31)

Constraints (30) and (31) ensure that the number of
instances of CPU resources provisioned for any (traditional
or emerging) fog app is equal to the number of instances of
memory and storage resources provisioned for that app across

the distributed fog sites.
∑

c∈C
cfcCNcx =

∑

m∈M
mfmMNmx

∀f ∈ F , ∀x ∈ A (32)∑

c∈C
cfcCNcx =

∑

s∈S
sfsSNsx

∀f ∈ F , ∀x ∈ A (33)

Constraints (32) and (33) are the locality constraints when
the traditional server architecture is adopted in compute nodes.
They ensure that the CPU, memory, and storage components
used to provision a given instance of a fog app are in the same
compute nodes.

∑

x∈A

∑

c∈C
cfcCNcxAM xn =

∑

x∈A

∑

m∈M
mfmMNmxAM xn

∀f ∈ F , ∀n ∈ N (34)∑

x∈A

∑

c∈C
cfcCNcxAM xn =

∑

x∈A

∑

s∈S
sfsSNsxAM xn

∀f ∈ F , ∀n ∈ N (35)

Constraints (34) and (35) are the locality constraints when
the disaggregated server architecture is adopted in compute
nodes. They ensure that the CPU, memory, and storage compo-
nents used to provision a given instance of a fog app are in the
same fog computing site (network node) but not necessarily
in the same compute node.

∑

x∈A

∑

c∈C
ctcCNcxAM xn = TStn

∀t ∈ T , ∀n ∈ N (36)

Constraint (36) is the workload locality constraint for
traditional fog apps associated with a given network node.

∑

c∈C
cfcCNcx ≤ 1

∀f ∈ F , ∀x ∈ A (37)∑

m∈M
mfmMNmx ≤ 1

∀f ∈ F , ∀x ∈ A (38)∑

s∈S
sfsSNsx ≤ 1

∀f ∈ F , ∀x ∈ A (39)

Constraints (37) - (39) are SLA constraints which ensure
robustness of the fog network. They ensure that only an
instance of fog app f is provisioned within a given com-
pute node. Hence, the impact of a compute node failure is
minimized for a fog app with multiple instances.

∑

f ∈F
FC f cfc ≤ Cc

∀c ∈ C (40)∑

f ∈F
FMfmfm ≤ Mm

∀m ∈ M (41)
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∑

f ∈F
FS f sfs ≤ Ss

∀s ∈ S (42)

Constraints (40) - (42) denote resource capacity constraints
for each CPU, memory, and storage component in the fog
network. They ensure that each resource component’s capacity
across all fog computing sites is not exceeded.

∑

f ∈F
cfc ≥ cc

∀c ∈ C (43)∑

f ∈F
cfc ≤ Qcc

∀c ∈ C (44)∑

f ∈F
mfm ≥ mm

∀m ∈ M (45)∑

f ∈F
mfm ≤ Qmm

∀m ∈ M (46)∑

f ∈F
sfs ≥ ss

∀s ∈ S (47)∑

f ∈F
sfs ≤ Qss

∀s ∈ S (48)

Constraints (43) - (48) derive the state of CPU, memory, and
storage resources components across all fog computing sites.

Fog app instance related constraints
∑

c∈C
xeca ≤ 1

∀e ∈ E , ∀a ∈ AN (49)

Constraint (49) ensures that the cluster of users requesting
an emerging fog app is assigned at most one instance of that
application.

∑

a∈AN

xeca ≥ cec

∀c ∈ C , e ∈ E (50)∑

a∈AN

xeca ≤ Qcec

∀c ∈ C , e ∈ E (51)

Constraints (50) and (51) ensure that each instance of an
emerging fog app in a CPU component is allocated to one
or more user clusters in access nodes. Otherwise, the instance
should not be created.

xeca = EAeaveacec

∀c ∈ C , e ∈ E , a ∈ AN (52)

xeca ≤ EAeacec

∀c ∈ C , e ∈ E , a ∈ AN (53)

xeca ≤ EAeavea

∀c ∈ C , e ∈ E , a ∈ AN (54)

xeca ≥ EAea (vea + cec)− 1

∀c ∈ C , e ∈ E , a ∈ AN (55)

Constraint (52) derives xeca which gives the instance of an
emerging fog app in a CPU that is assigned to users of that
fog app in an access node. xeca = 1 if and only if users of an
emerging fop app are present in an access node, an instance
of that fog app is in a CPU component and that instance has
been assigned to users of that fog app in the corresponding
access node. Constraints (53) - (55) implement linearly the
product of parameter and variables given in Constraint (52).

Network related constraints

∑

n∈NBm

hsdmn −
∑

n∈NBm

hsdnm =

⎧
⎨

⎩

ksd m = s
−ksd m = d
0 otherwise

∀s ,m ∈ N , ∀d ∈ G : s �= d (56)

Constraint (56) enforces flow conservation for post-
processing traffic to the cloud in the physical layer of the
network.

∑

n∈NBm

Hsdec
mn −

∑

n∈NBm

Hsdec
nm

=

⎧
⎨

⎩

Lsdec m = s
−Lsdec m = d
0 otherwise

∀s , d ,m ∈ N , e ∈ E , c ∈ C : s �= d (57)

Constraint (57) enforces flow conservation for delay sensi-
tive flows in the physical layer of the network.

Hsdec
mn ≥ H

sdec
mn

∀s , d ,m,n ∈ N , e ∈ E , c ∈ C : s �= d (58)

Hsdec
mn ≤ Q H

sdec
mn

∀s , d ,m,n ∈ N , e ∈ E , c ∈ C : s �= d (59)

Constraints (58) and (59) give the binary equivalent of
Hsdec

mn .
∑

n∈NBm

H
sdec
mn ≤ 1

∀s , d ,m ∈ N , e ∈ E , c ∈ C : s �= d (60)

Constraint (60) ensures that the flow Lsdec is not bifurcated
over multiple paths.

Γmn ≤ PLmn

∀m ∈ N , n ∈ NBm (61)

Constraint (61) enforces capacity constraint on each physi-
cal link (m, n).

Network delay related constraints

TLsdec
mn = WmnH

sdec
mn

∀s , d ,m ∈ N ,n ∈ NBm , e ∈ E , c ∈ C : s �= d (62)

TLsdec
mn ≤ LUmnH

sdec
mn

∀s , d ,m ∈ N ,n ∈ NBm , e ∈ E , c ∈ C : s �= d (63)

TLsdec
mn ≤ Wmn

∀s , d ,m ∈ N ,n ∈ NBm , e ∈ E , c ∈ C : s �= d (64)
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TLsdec
mn ≥ Wmn − LUmn

(
1−H

sdec
mn

)

∀s , d ,m ∈ N ,n ∈ NBm , e ∈ E , c ∈ C : s �= d (65)

Constraint (62) estimates the queuing delay experienced by
flow Lsdec on physical link (m, n) which is given by the
product of Wmn and H

sdec
mn . Constraints (63) - (65) linearize

Constraint (62). LUmn is the upper bound of the queuing delay
experienced on each physical link, it is required to ensure that
the delay experienced on a physical link does not exceed a
predefined threshold.

Wmn ≥ ∇mnqΓmn + ζmnq

∀m ∈ N ,n ∈ NBm , q ∈ LPmn (66)

Constraint (66) represent piecewise linear approximation of
queuing delay experienced on physical link (m, n). This is
required because M/M/1 delay is a non-linear function.

RDsdec ≤ EDe

∀s , d ∈ N , e ∈ E , c ∈ C : s �= d (67)

Constraint (67) represents the round-trip delay constraint for
an emerging fog app e. The round-trip delay experienced by an
emerging fog app e must not exceed the predefined threshold.

IV. HEURISTIC FOR ENERGY EFFICIENT AND DELAY

AWARE PLACEMENT OF FOG APPLICATIONS

The complexity of the MILP model formulation increases
exponentially as the size of the fog network is scaled-up. This
is because MILP models are known to be NP-hard and are con-
sequentially computationally intractable [43]. For instance, the
satisfiability problem, a known NP-hard problem, is directly
reducible to a special case of a MILP resource allocation
problem (where the non-binary variables are replaced with
binary variables) [44]. Therefore, MILP problem is also NP-
hard and a fast heuristic that mimics the MILP model is
more effective for large fog networks. Consequently, a heuris-
tic that leverages a centralized orchestration and management
framework for a network of distributed fog computing nodes
is proposed. Centralized control is an essential tool that can
enable the efficiencies that will approach exact solutions of
obtained from solving a MILP model formulation. The heuris-
tic depends on centralized control of distributed fog nodes
and on global knowledge derived from control information
exchange to achieve high efficiency in a fog network. The
heuristic optimally provisions both mission critical traditional
applications and (delay sensitive) emerging fog applications in
a fog network when possible.

Given a set of input fog apps (i.e., mission critical tradi-
tional apps and emerging fog apps), the algorithm attempts to
provision instance(s) of these applications in a fog network
in an energy efficient manner while considering the delay
requirements of each application. Applications that cannot be
provisioned are rejected and users whose delay requirements
are not satisfied by provisioned instance(s) are also rejected.
The algorithm supports the use of TS and DS architectures in
the fog network. Other inputs to the algorithm include the user
distribution and delay requirement of each emerging fog app;
the distribution of fog compute nodes in the network topology;

the features and characteristics of each resource components
at each fog site; and the load and propagation delay on each
network link.

A. HEEDAP Algorithm Description

A high-level description of the heuristic for energy efficient
and delay aware placement (HEEDAP) of applications in fog
networks is illustrated in Fig. 3. At inception, the HEEDAP
algorithm processes the set of input mission critical TAs which
are associated with specific network nodes by sorting the list
of TAs (in each network node) in descending order of CPU
demand intensity. If a tie occurs, memory demand intensity is
initially adopted to break the tie followed by storage demand
intensity. The output of this process is the “local job list”
(LJ-list) created at each network node.

Secondly, the HEEDAP algorithm processes the set of input
emerging fog apps to the fog network in two stages. The initial
stage identifies fog apps that are highly sensitive to network
delay. These fog apps form the secondary job list at each
fog computing site if some users of such delay sensitive fog
app are directly connected to the corresponding network node
via wireless media. This secondary job list created at each
fog computing site is called the “pseudo-local job list” (PLJ-
list). Emerging fog apps that are classified as delay sensitive
are subsequently ejected from the list of input emerging fog
apps. The PLJ-list at each network node is also arranged in
descending order of resource demand intensity as described
for the LJ-list. In the second stage, the HEEDAP algorithm
sorts the list of input (moderately sensitive) emerging fog apps
in descending order of resource intensity to create the “real
fog job list” (RFJ-list). The RFJ-list also (implicitly) holds
information about the number of users at each network node
which is a source of any request made for each emerging fog
app. After input apps processing, HEEDAP creates a tempo-
rary copy of the RFJ-list. This temporary copy is the “pseudo
fog job list” (PFJ-list) which is refreshed after each com-
plete iteration of the algorithm. It is important to note that
an iteration of the HEEDAP algorithm is complete when the
PFJ-list of that iteration is empty. Furthermore, a union of LJ-
list and PLJ-list at each network node and the RFJ-list form
the list of applications in the fog network.

Whilst the list of applications in the fog network is not
empty (this is the first check of the HEEDAP algorithm), at
each network node with compute capacity, the mission crit-
ical traditional fog app at the top of the LJ-list is set as a
“query app”. The query app at each network node is placed
energy-efficiently; new components may be activated to sup-
port the query app as required. If the query app could not
be placed, it is rejected and removed from the LJ-list. The
state of all compute components in each network node is
recorded and stored by the central orchestrator. Thereafter, at
each network node, a candidate app in the LJ-list is identified
to maximize the utilization of the idle resource capacity (IRC)
of active components in this network node where possible.
If a candidate app is not found in the LJ-list, the PLJ-list
is checked for a candidate app. The search for a candidate
local or pseudo-local app in each network node gives higher
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Fig. 3. Flow chart of HEEDAP algorithm.

priority to maximum utilization of the IRC of active CPU
components because CPU components consume more power
than memory and storage components (as illustrated later in

Table VI). When the DS architecture is adopted, inactive
memory and storage components within the same network
node may be used to complement available IRC of CPU
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component. A similar approach may be adopted when the
TS architecture is deployed and a single compute node has
multiple intrinsic CPU, memory, and storage components; oth-
erwise, the resource locality constraint of TS architecture is
enforced.

If a candidate app is not found in the LJ-list or PLJ-list of a
network node, the PFJ-list is searched to identify a moderately
sensitive emerging fog app that can maximize utilization of
the IRC of active resource components at such network node.
This search gives priority to the emerging fog app with more
stringent delay requirement if the node is within the round-
trip delay threshold of one or more unserved users of that
fog app. The search conducted at each network node provides
control data that supports the placement of emerging fog apps
in the PFJ-list in subsequent steps of the HEEDAP algorithm.
Such control information provides the global knowledge to the
algorithm.

In each network node, if a candidate app is found in the
LJ-list, the app is selected as the new query app and placed
energy-efficiently. Hence, the algorithm gives higher priority
to mission critical traditional fog apps of the fog computing
infrastructure provider. Otherwise, if a candidate app is found
in the PLJ-list, the app is also selected as the new query app
and is placed energy-efficiently. Relative to moderately sensi-
tive emerging fog apps, this gives greater priority to emerging
fog apps that have greater delay sensitivity. On the other hand,
if a candidate app is not found in LJ-list or PLJ-list in each
network node and one is found in the PFJ-list, the algorithm
checks if other network nodes can also host this candidate
emerging fog app using IRC before a best network node is
selected. Thus, global knowledge of the central orchestrator
must be consulted before the best network node is selected
from the list of all contending network nodes that can host the
candidate moderately sensitive emerging fog app using IRC.

The best network node for a given moderately sensitive
emerging fog app in the PFJ-List is the network node that
leads to the smallest increase in TFPC after the placement
of the candidate emerging fog app, i.e., the most energy effi-
cient network node. However, ties may occur when energy
efficiency is used as the decision metric. Hence, the CO that is
closest to the metro gateway node is given the highest priority
when a tie occurs. This ensures that the (number of hops tra-
versed or) traffic in the network is minimized. Furthermore, if
the list of contending network nodes for the emerging fog app
comprise of only access network nodes, the network node with
the highest user density is given higher priority. Otherwise, if
some contending network nodes have the same user density
for the emerging fog app, then lower delay to the metro gate-
way node is used as the decision metric to select the best
network node.

Once the best network node for a given emerging in the PFJ-
list fog app is found, an instance of the app is provisioned in
that network node and all users of the app that can be served
by this new instance (without violating delay requirements and
network capacity constraints) are removed from the RFJ-list.
Furthermore, the fog app and its served users are also removed
from the PFJ-list of the present iteration. Additionally, the pro-
visioned emerging fog app is replaced as a candidate emerging

fog app at all corresponding fog computing sites where it was
previously a candidate by electing a new candidate fog app
from the PFJ-list to maximize the utilization of the IRC of
active CPU component at such network nodes. This approach
ensures fair placement for each emerging fog app in the fog
network. This placement strategy, which fills the IRC of active
CPU components in the fog network with emerging fog apps
in the PFJ-list, is repeated at all network nodes to place all
elected candidate emerging fog apps in the active iteration.

After exhausting all opportunities to use the IRC to pro-
vision an instance of each candidate emerging fog app in the
PFJ-list in the active iteration, the size of the LJ-list is checked.
If the LJ-list is not empty, the HEEDAP algorithm repeats all
procedures described above; hence, the algorithm attempts to
provision all mission critical traditional apps before consider-
ing emerging fog apps for placement. On the other hand, if
the LJ-list is empty, another check is made to confirm that the
PLJ-list in each network node is empty. If the PLJ-list in a
network node is not empty, the HEEDAP algorithm attempts
to provision the fog apps at the top of the PLJ-list in each
network node. Such attempts may activate inactive resource
components as required since the LJ-list in the network node
is now empty. Hence, after mission critical TAs, emerging fog
apps with higher sensitivity to delay have the highest prior-
ity. Emerging fog apps in the PLJ-list of a network node that
are placed successfully are removed from the PLJ-list of that
network node. Fog apps that are rejected are also removed
from the PLJ-list of the corresponding network node. The
HEEDAP algorithm thereafter repeats all procedures described
above to place all moderately-sensitive emerging fog apps with
available IRC of active resource components. It is important
to note that if both LJ-list and PLJ-list of a network node
are empty, only fog apps in the PFJ-list of the active iteration
will be considered for energy efficient placement using IRC
as given in the previous procedures described above.

On the other hand, if the PLJ-list is empty, a new check is
made to confirm if the PFJ-list of the active iteration of the
fog network is empty or not. If the PFJ-list is not empty, the
emerging fog app with the highest delay sensitivity in the PFJ-
list is set as query app and energy-efficient placement of the
query app is attempted. Inactive resource components may be
activated as required to place an instance of this query app. If
a query app cannot be placed, the app is deleted from the PFJ-
list and RFJ-list along with the information about all un-served
distributed users of that app. Otherwise, if an instance of the
query app was successfully provisioned, users of the query app
whose delay threshold has been satisfied by the new instance
are removed from both PFJ-list and RFJ-list. To ensure fairness
when placing emerging fog apps, the provisioned query app is
also removed from the PFJ-list of the active iteration, but the
details of unserved distributed users are kept in the RFJ-list.
Thereafter, the HEEDAP algorithm repeats all previous steps
in this paragraph to place one instance of each moderately
sensitive emerging fog apps in the PFJ-list until the list is
emptied.

An empty PFJ-list implies that an active iteration of the
HEEDAP algorithm has been completed and that a single
instance of each emerging fog app has been provisioned.
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Since the HEEDAP algorithm uses the RFJ-list to maintain
global knowledge of users of some emerging fog apps whose
delay requirement remain unfulfilled, this knowledge is used to
refresh PFJ-list. The refreshed PFJ-list comprise of all emerg-
ing fog apps with one or more unsatisfied users. The HEEDAP
algorithm subsequently returns to the first check at the top of
the algorithm to begin a new iteration since this check will be
negative. However, if the delay requirements of all users of
all emerging fog apps have been satisfied or the emerging fog
apps has been rejected because their delay threshold could not
be satisfied, the first check of the algorithm will be positive
and the HEEDAP algorithm stops.

The HEEDAP algorithm calculates delay by considering the
sum of the delay experienced on a link and link’s propa-
gation delay as the delay cost on each link in the network
topology as given in the MILP model. The path with the
smallest total delay is always selected as the shortest path
between two nodes. It is assumed that the information of the
network topology such as propagation delay and historical traf-
fic (load) on each network link is available as input to the
HEEDAP algorithm. Given this information, Dijkstra’s short-
est path algorithm is used determine the shortest path between
two network nodes using total (propagation plus congestion)
delay as the cost metric.

In the HEEDAP algorithm, resource locality constraint dis-
tinguishes a fog computing site with DS architecture from a
fog computing site with TS architecture. To reduce the com-
plexity of control and orchestration required for the algorithm
in a large fog network deployment, i.e., big fog networks can
be sub-divided into multiple small units. The algorithms can be
deployed in a stand-alone mode in each small unit. Criteria for
deciding the division thresholds for big fog networks include
delay, number of network nodes and fog application user distri-
bution. It is also important to note that an emerging fog app is a
candidate app in a network node if and only if network capac-
ity exists on a selected shortest path that satisfies the delay
threshold of some users of that fog app after the placement
of that fog app into the node. Otherwise, the fog app is not
an acceptable candidate for that network node. Similarly, the
users of placed fog app at a given network node are removed
from the RFJ-list if and only if the delay threshold of such
users are satisfied within specified link capacity constraint of
links on the selected shortest path between users of that app
and the network node where the instance has been provisioned.

B. HEEDAP Computational Complexity

The computational complexity of HEEDAP algorithm
depends on the following input parameters.

l The total number of unique requests for an instance
of each application in the fog network.

n The number of network nodes in the fog network.
s The maximum number of compute nodes (servers)

in any network node in the fog network.
c The maximum number of unique compute compo-

nents in any compute node in the fog network.
x The maximum number of VMs/VNFs in the LJ-list

of any network node.

y The maximum number of fog apps in the PLJ-list of
any network node.

z The maximum number of delay tolerant emerging fog
apps in the RFJ-list or PFJ-list of the fog network.

The number of unique requests for an instance of each appli-
cation in the fog network is derived by (68). It depends on the
number of application instance demands in FJ-list, PFJ-list and
RFJ-list at each network node.

l = (x + y + z )n (68)

It is important to note that the Dijkstra’s shortest path
algorithm which can be implemented with a computation com-
plexity of O(n2) is always implemented by HEEDAP when
an emerging fog app in PFJ-list and RFJ-list is considered for
placement in any network node. In the worst case, the com-
plexity of different segments of the HEEDAP algorithm is as
follows.

• The computational complexity of placing or rejecting all
requested instances of each application in the fog network
is O(l). This determines when HEEDAP will stop.

• The computation complexity of attempting to place or
reject a query app in all network node is O(n ·s ·3·c). This
is because in the worst case, all CPU, memory and storage
components in each compute node of each network node
must be considered before placing a query app.

• The computational complexity of attempting to find the
next query app in each network node of the fog network
is O(n(x +n2y+3n2 · z )). This is because, in the worst
case, all application instance requested at each network
node would be considered in the search to fill active
components.

• The computational complexity of placing or rejecting a
candidate query app from the PFJ-list at each network
node is O(n2 ·3n2). This because a network wide search
is conducted to determine the best network node for a
candidate query app from the PFJ-list before the final
decision is made on the placement location of an instance
of the candidate query app.

• The computational complexity of searching for a new
candidate query app from PFJ-list following the place-
ment of a candidate query app from PFJ-list is O(n2 · z ·
3n2).

• The computation complexity of placing (or rejecting) the
most resource intensive application in the PFJ-list of each
network node energy efficiently following the placement
of all fog apps in the LJ-list is O(n · s · 3 · c · n2).

• Following the placement (or rejection) of all fog apps in
the FJ-list and PLJ-list in the fog network, the worst-case
computation complexity of finding a suitable fog app in
the PFJ-list and then placing or rejecting an instance of
that app in PFJ-list is O(z (n · 3n2 + n · s · 3 · c)).

An expression of the worst-case computational complexity
of the HEEDAP algorithm is given by O(h), where h is as
given in (69). The expression in (69) can be further simplified
as given in (70). Hence, the worst-case computational com-
plexity of HEEDAP is as given in (70). Therefore, HEEDAP
is a polynomial time algorithm. Compared to the computa-
tionally intractable MILP model formulation, HEEDAP is a
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Fig. 4. Fog network system setup. The figure shows the evaluated network
topology, the preferred fog computing sites, and the allocation of compute
nodes to the fog sites. The figure also shows the traditional fog apps associated
with each fog computing site and un-provisioned emerging fog apps.

much faster and efficient algorithm. Additionally, effective
use global knowledge in the algorithm is expected to ensure
lower average execution time in a practical scenario. This is
because global knowledge of fog network is obtained after
placing or rejecting the first application in all network nodes.
Such knowledge would often facilitate rapid instantiation of
application instances by HEEDAP.
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V. EVALUATION AND RESULTS

A. Evaluation Scenarios and Input Parameters

The MILP model and HEEDAP algorithm are used to study
the impact of adopting DS architecture in the fog computing
layer of the cloud of things continuum relative to the use of
TS architecture. A small network topology comprising of 4
(metro) central offices (COs) and 16 access nodes is adopted
as the default evaluation scenario. This helps to minimize
execution time of the MILP model which grows as the size
and complexity of the problem increases. The access nodes
comprise 4 radio cell sites (CSs), 4 enterprise offices (EOs),
which are connected to the metro ring via 40Gbps links, and
8 homes, which are connected to the metro ring via 40Gbps
Next-Generation Passive Optical Network 2 (NG-PON2) links.
Connected to each metro CO are an EO, a radio CS and two
residential houses as illustrated in Fig. 4. By using 40Gbps last
mile links between metro and access network nodes, network
bottlenecks that can lead to the rejection of emerging fog apps
as reported in [15] are avoided.

To further maintain simplicity, the evaluation scenario allo-
cates two servers (or compute nodes comprising of commodity
hardware) to each fog computing sites. The fog computing
sites comprise metro COs, EOs, and radio CSs in the network
topology as illustrated in Fig. 4. When the TS architecture

TABLE VI
COMPONENT CAPACITY AND POWER FEATURES

is adopted, the utilization scope of each server’s intrinsic
resource components is limited to that server. On the other
hand, when the DS architecture is adopted, servers are log-
ically disaggregated to expand the utilization scope of the
intrinsic resources present in each server at fog computing
sites. However, access to such disaggregated resource com-
ponents is limited to the corresponding fog computing site
hosting each component. A common configuration is adopted
for all servers distributed across the metro network topology,
each server comprises of one CPU, one memory and one
storage components. The characteristics of each compute com-
ponent used to evaluate the MILP model are given in Table VI.
The power consumption profile of each compute component
comprises of an idle portion and another portion that is lin-
early dependent on the component’s utilization. Servers are
not allocated to residential houses when fog computing sites
are federated to form a fog network. On the other hands, in
the absences of fog federation, each fog computing apps must
be instantiated at the location (including residential houses) of
the users.

Each designated fog computing site within the federation
of fog computing nodes has one or two in-situ VM/VNFs
for mission critical traditional applications (TA), as illustrated
in Fig. 4, which must be provisioned at the node. Each CO
node has 2 VNFs; each EO has 2 VMs; and each radio CS
has 1 VNF. The resource demand of each mission critical
TA is illustrated in Table VII. Four types of emerging fog
applications, which have distributed users in the access layer,
are considered. Based on the assumption that all applications
required by each enterprise are either hosted locally as VMs
or hosted remotely in centralized cloud DCs, distributed users
of emerging fog applications are not associated with EOs. All
user demands for a fog app in each access node are grouped
together to form a cluster of user demand in that node. In all
scenarios, a group of 5 end-users, which are attached to each
radio CS via wireless media, collectively form a single clus-
tered demand for each emerging fog app at the access layer.
While a single end-user located in each residential house,
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TABLE VII
RESOURCE DEMAND OF FOG APPLICATIONS

forms a single clustered demand for each emerging fog app
in the access layer.

Both VM/VNF of traditional fog apps and emerging fog
apps have a mix of resource intensity as illustrated in
Table VII. Relative to the maximum compute resource capacity
some apps are CPU intensive while others are memory inten-
sive. Relative to the capacity of computes resource adopted,
fog app “U” has medium CPU demand, high memory demand
and low storage demand. Fog app “V” has high CPU demand,
high memory demand and medium storage demand, Fog app
“W” has medium CPU demand, low memory, and low stor-
age demand. Fog app “X” has low CPU, memory, and storage
demands. Relative to other emerging fog apps, fog apps U and
X have the highest pre and post processing traffic per user as
illustrated in Table VII. In spite of varying processing demands
by fog applications, the MILP model and heuristic provision
each instance of a fog application by proportionally utilizing
CPU, memory and storage components in the corresponding
fog computing sites. However, the resource locality constraint
must be satisfied for the corresponding server architecture
being considered.

Although the placement of apps in centralized cloud DCs is
not explicitly considered, the impact of cloud destined traffic
on the overall performance of metro and access network tiers is
considered and it is further assumed that traffic to and from the
centralized cloud DC is part of the regular traffic traversing the
network topology. A scenario where priority is given to traffic
of emerging fog apps in the fog network is considered while
traffic of other (including traditional) applications and services
contribute to the regular traffic traversing metro and access

networks. Therefore, the traffic of traditional apps is embedded
into the regular traffic. The regular traffic in the metro-access
network is an input parameter to the MILP model and the
heuristic. In this paper, the range of regular traffic on the metro
ring and access links are 114 – 120 Gbps and 4 – 5 Gbps,
respectively. Therefore, regular traffic utilizes about 60% and
12.5% of the capacity of a metro and access link, respectively.
It is important to note that the regular traffic in the metro-
access network can also be predefined based on a reference
traffic model.

The network traffic that is associated with each instance of
an emerging fog app is routed over the metro-access network
without traffic splitting. The presence of the traffic of emerg-
ing fog apps in the metro-access network changes the state of
the network. The pre-processing and post-processing data rates
per user for each emerging fog app considered are given in
Table VII. After processing at the optimal location, processed
data is sent to the requesting users at the edge of the network
and to the central cloud for further/historical analysis and per-
sistent storage. It is assumed that the ratio of post-processing
data rate to pre-processing data rate is about 50% as illustrated
in Table VII. In the worst-case scenario, if the request made by
a given user (located at access node 7, a residential house with
a single user for each emerging fog app) for all emerging fog
apps is satisfied about 6% of the access link capacity will be
utilized. On the other hand, if the requests made by all users
in node 6 (a radio CS with multiple users for each emerging
fog app) are satisfied, about 30% of the access link capacity
will be utilized. Generally, compared to the fog related traffic,
regular traffic is dominant in the network topology.

A scenario where shared network elements such as
Ethernet access and aggregation routers and optical line ter-
minals (OLTs) are assumed to have a load proportional power
profile is considered. On the other hand, dedicated network
components such as consumer premises equipment (CPE) and
optical network units (ONUs) have an on-off power profile.
Table VI shows the power profile of each network element
and their corresponding values. The exponential M/M/1 delay
curve of each network link is divided into 6 piecewise lin-
ear segments (or pieces) to implement piecewise linearization
of the non-linear delay curve. Fig. 5 gives the piecewise lin-
ear approximation of both 200 Gbps and 40 Gbps network
links using the 6 piecewise linear segments. Each piecewise
linear segment is a linear approximation of a segment of
the non-linear M/M/1 delay curve (i.e., the green curve) as
shown in Fig. 5. Each linear segment (i.e., a blue line) falls
within an approximate linear region (i.e., R1, R2, R3, R4,
R5 or R6) of the M/M/1 delay curve as illustrated in Fig. 5.
We have examined the use of more than 6 piecewise linear
segments and no appreciable improvement in accuracy was
obtained. When using a much lower number of linear seg-
ments (two or three segments) the converse was observed. The
predefined upper bound for link load on both 200 Gbps and
40 Gbps network links are 195 Gbps and 39 Gbps, respec-
tively. Both values enforce a corresponding upper bound for
queuing delay on each link. These values maybe varied based
on expected network performance as desired by the network
service provider on the corresponding link.
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Fig. 5. M/M/1 average delay on metro-access links.

This study evaluates the energy efficient placement of delay
sensitive emerging fog applications in the presence of mis-
sion critical traditional fog applications in a shared distributed
fog network. The MILP model is solved using the 64-bit
AMPL/CPLEX solver on the ARC3 supercomputing node
with 24 CPU cores and 128 GB of memory [45]. Analysis
of results from the model focuses on metrics such as TFPC,
TNPC, number of fog app instances created, round-trip delay
experienced by users of emerging fog applications. The num-
ber of active resource components across all fog computing
sites in fog network and the corresponding average utiliza-
tion of each active component type across the fog network
is also adopted as an evaluation metric. To obtain optimal
results, the results show that the MILP model effectively
bin-packs applications resource demands onto fog computing
resources to achieve optimal resource power and utilization
efficiencies within capacity constraints and limited resource
utilization scope.

B. Energy Efficient Placement in Non-Federated Fog Layer

The non-federated fog layer scenario assumes that a fog
network is not created. Hence, distributed fog nodes are not
linked by the metro-access network and the spare computing
capacity at selected fog sites in Fig. 4 are inaccessible.

Fig. 6. Total fog power consumption of non-federated and federated fog
layers.

Therefore, dedicated fog computing capacity is required for
each cluster of users that have a request for a given emerging
fog app. To simulate the non-federated fog layer scenario, the
MILP model is solved to optimally place TAs into TSs when
∅ = 0, i.e., cost of rejecting any emerging fog app instance is
zero. Consequently, all emerging fog app instance requests are
rejected and must be provisioned with standalone computing
capacity at the source of the user request. Fig. 6 shows the
TFPC due to the activation of computing nodes in the selected
network location and due to the use of fog computing nodes
at the source of the fog app instance demand. Non-federated
fog computing layer consumes significantly high fog comput-
ing power consumption since computing capacity is required
at the source of user demand for an instance of each emerging
fog application.

Fig. 7 and Fig. 8 show the corresponding utilization of each
compute components across distributed fog nodes under TS
and DS architectures respectively after optimal placement of
mission critical TAs. These results are also obtained by solving
the MILP model to optimally place all fog apps when ∅ = 0,
i.e., cost of rejecting any emerging fog app instance is zero.
Consequently, no instance of emerging fog app is provisioned
in the fog network. Fig. 7 and Fig. 8 show the presence of
unused computing capacity to support emerging fog applica-
tions in preferred fog computing sites after TAs have been
provisioned under both TS and DS architectures. Relative to
the TS architecture, the DS architecture has greater average
active resource utilization and reduced number of active com-
ponents across fog computing sites. It is expected that these
advantages of DS architecture over TS architecture will be
maintained when attempts are made to also place emerging
fog apps into the fog network. However, to achieve optimal
efficiency, the placement of each TA within each network node
may be revised according to the characteristics of the emerg-
ing fog apps under consideration. Furthermore, subsequent
analysis of application placement is focused on emerging fog
applications alone since the placement of mission critical TAs
is fixed to specific fog computing sites in the system setup.

C. Energy Efficient Placement Under Low Delay Penalty

Under this scenario, a fog network is created via the fed-
eration of computing capacity at selected fog sites over the
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Fig. 7. Resource component utilization under TS architecture.

metro-access network in Fig. 4. Furthermore, the VMs/VNFs
of both mission critical TAs and emerging fog applications are
optimally placed into the fog network. All emerging fog apps
considered are moderately sensitive to end-to-end delay in the
network and the network has a trivial queuing delay penalty,
i.e., δ � 1 when the MILP model is solved. The scenario is
evaluated when TS architecture is adopted and when the DS
architecture is adopted in fog computing servers.

1) Placement Under Traditional Server Architecture:
The illustration in Fig. 9 shows the optimal placement of
emerging fog applications when TSs are deployed in the fog
network. A single instance of each emerging fog app is provi-
sioned in the fog network. The instance provisioned for each
emerging fog app satisfies the computing capacity requested
by all geo-distributed users of that app. These provisioned
instances are strategically placed in the fog network to mini-
mize both TNPC and TFPC. All mission critical TAs are also
placed in the required network nodes to minimize the high cost

Fig. 8. Resource component utilization under DS architecture.

of rejecting them as defined in the objective. Therefore, both
TCREA and TCRTA are both zero. Network power consump-
tion is dominant because a small fog network with a limited
number of fog computing nodes, users and applications is con-
sidered. Moreover, fixed regular traffic in the network topology
accounts for a significant portion of the TNPC.

Given enough CPU, memory and storage resource capac-
ity in metro COs, the placement of fog apps as illustrated
in Fig. 9 shows that there is high preference for metro COs
when the selection of optimal locations for emerging fog apps
is made. Relative to other network nodes, COs are centrally
located, closer to geo-distributed users and closer to the metro
gateway to the cloud. Hence, placement of fog apps in COs
reduces the number of hops traveled by the fog traffic and
therefore reduces TNPC. As illustrated in Fig. 9, instances of
three emerging fog apps are placed in metro COs. Because
homogenous servers are adopted across the distributed fog
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Fig. 9. Energy efficient placement of emerging fog apps in a fog network.

computing nodes, the power consumption incurred by hosting
a given emerging fog app in inactive resource components is
the same across all network nodes. Likewise, power consump-
tion incurred by hosting a given emerging fog app in the idle
resource capacity of active resource components is also equal
across all network nodes. Hence, multiple candidate metro
COs which lead to the same increment of TFPC may exist for
a given emerging fog app. Such ties are broken by selecting
the metro CO which enables lower total (i.e., fog computing
plus network) power consumption. Network node 1, which
is also the metro gateway node to the core network in the
network topology, wins such tie breaks. This is because the
placement of emerging fog apps close to the metro gateway
helps to reduce the number of hops traversed in the network
topology and consequently the TNPC. Emerging fog apps “W”
and “X” are placed in network node 1 as shown in Fig. 9.
However, when resource capacity in network node 1 is limited,
other candidate metro COs with adequate resource capacity are
considered. Consequently, network node 3 is selected to host
emerging fog app “U” as shown in Fig. 9.

In the absence of enough resource capacity in fog com-
puting nodes attached to metro COs, fog sites in the access
network must be selected to support emerging fog apps in the
fog network if such fog sites have adequate computing capac-
ity. However, multiple candidate access nodes may also present
equal compute energy efficiency to host a given emerging
fog application (as result of the homogeneous power profile
of fog computing nodes across the distributed fog network).
Hence, network energy efficiency is used as a decision met-
ric to select the optimal network node in such scenarios. For
example, emerging fog app “V” which requires a dedicated
server because of the intensive nature of its memory demand
is placed in network node 6, an access node as illustrated in
Fig. 7. This node is selected over other network nodes (10, 14

Fig. 10. Power consumption under energy efficient placement in a fog
network with low delay penalty.

Fig. 11. Resource components utilization across fog sites in the network
under energy efficient placement in a fog network with low delay penalty.

and 18) due to its proximity to the metro gateway node which
promotes lower total network traffic because the number of
hops traversed by cloud bound traffic is reduced. It is impor-
tant to note that unused servers are also present in network
nodes 10, 14 and 18 as illustrated in Fig. 4.

The HEEDAP algorithm achieves comparable results as
those reported when the MILP model is solved as shown in
Fig. 10. As shown in Fig. 10 and Fig. 11, the HEEDAP algo-
rithm achieves the same TFPC, number of active resource
components and average active resource utilization as the
MILP model when the TS architecture is deployed in the fog
network. This demonstrates the efficacy of the HEEDAP algo-
rithm at mimicking the compute energy efficiency achieved by
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Fig. 12. Round trip delay from app instance to users under energy efficient
placement in a fog network with low delay penalty.

the MILP model in a similar system setup that adopts homoge-
nous resources across the fog network. A single instance of
each emerging fog app is provisioned in the fog network
to serve all distributed users as reported when the MILP
model was solved as shown in Fig. 9. All traditional apps
in the fog network are also provisioned. Both TCREA and
TCRTA obtained by HEEDAP are both zero as shown in
Fig. 10. The placement of the instance created for each emerg-
ing fog app obtained via the HEEDAP algorithm is also an
exact match with those obtained by solving the MILP model
when TS architecture is deployed in fog nodes. Consequently,
the average and maximum RTT from app instance to users
obtained by HEEDAP are also comparable to those obtained
by solving the MILP model when TS architecture is adopted
in fog network nodes as shown in Fig. 12. The TNPC obtained
using the HEEDAP algorithm is marginally (about 2%) lower
than that of the MILP model as shown in Fig. 10. Disparity
in path selection made for cloud bound traffic is responsible
for this difference, while the MILP minimizes overall con-
gestion in the network topology by distributing such traffic
as necessary (which leads to higher network power consump-
tion), HEEDAP always selects the shortest path which in turns
minimizes network power consumption.

2) Placement Under Disaggregated Server Architecture:
Replacing TSs with DSs in the fog network leads to changes
in the optimal placement of emerging fog applications as
shown in Fig. 9. Improved consolidation of both traditional
and emerging fog apps enabled by the adoption of DSs in the
distributed fog network is responsible for the revised place-
ment observed. Consequently, Fig. 11b shows corresponding
increases in the average utilization of active resources com-
ponents in the fog network as result of the revision in server
architecture. All traditional apps in the fog network are provi-
sioned and the demand of all distributed users of emerging
fog apps are satisfied. A primary instance of each emerg-
ing fog app is provisioned in the network node that leads
to optimal energy efficiency when the DS architecture is
deployed in the fog network. Furthermore, additional instances
of an emerging fog app are created if such instances lead to
marginal rise in TFPC while achieving significant drop in the
TNPC. Reductions in TNPC is achieved because the creation
of additional instance(s) enable reductions in the number of

hops traversed. This explains the creation of two instances of
emerging fog app “X”. The instance in network node 18 is
responsible for distributed users of the application in network
nodes 6, 7, 8, 14, 15, 16, 18, 19 and 20. A second instance
of emerging fog app “X” in network node 10, which is provi-
sioned using IRC of active resource components, is responsible
for distributed users in network nodes 10, 11, and 12. Hence,
the number of hops between instances of app “X” and their
distributed users is minimized.

The revisions in fog apps placement observed when DSs
are deployed is responsible for the fall (about 18%) in TFPC
relative to results obtained when TSs are deployed in the fog
network as shown in Fig. 10. Reduction in the TCPC is respon-
sible for over 90% of the fall seen in TFPC. This is because
power consumption of CPU component is significantly higher
than that of memory and storage components. Disaggregation
enables significant improvements in CPU utilization efficiency
(as shown in Fig. 11b) via improved consolidation of CPU
demands of mission critical traditional apps and emerging fog
apps in each fog computing site. Hence, the number of active
CPU component reduced when DS are deployed to replace
TS in the fog network as shown in Fig. 11a. The same is also
true for HDD components and their corresponding utilization
efficiency. However, the 33% drop in the number of HDD
component observed in Fig. 11a does not lead to significant
fall in the TFPC because HDD components have a lower peak
power consumption relative to CPU and memory components
as illustrated in Table VI. Fig. 11a only shows a marginal drop
in the number of active memory components. This is because
several considered applications have high memory demand rel-
ative to the capacity of the homogenous memory components
as given in Table VII. Hence, a significant improvement in
active memory component utilization could not be realized as
shown in Fig. 11b.

Fig. 10 shows a marginal increase in the TNPC obtained by
solving the MILP model after TSs are replaced with DSs in the
fog network. This marginal rise is as a result of increased hop
count between the instance of some emerging fog apps and
their users. Furthermore, the hop count between instance of
emerging fog app “W” and “X” and the metro gateway node
also increases after a change in server architecture. Hence,
network traffic traverses through more network equipment
when DSs are deployed in the fog network. Fig. 12 gives the
average and maximum round trip time between distributed user
of each emerging fog app and the provisioned instances of the
app. Relative to the deployment of TS architecture in the fog
network, both average and maximum RTT increased when DS
architecture is adopted in the fog network. Users of emerging
fog app “U” experience relatively higher delay as shown in
Fig. 12 compared to other emerging fog apps. Although the
placement of fog app “U” in network node 6 enables optimal
energy efficiency in the fog network, this choice also leads to
high congestion on the link that connects network node 6 to
node 1. Consequently, users of emerging fog apps “V”, “W”
and “X”, which are in node 6, experience the corresponding
maximum delay illustrated in Fig. 12. Since, the moderate
delay thresholds of all emerging fog apps under this scenario
are satisfied, such performance is acceptable. However, the
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performance obtained under both TS and DS architectures
violates the delay threshold (i.e., τ ≤ 20ms) for delay sensi-
tive fog apps. Hence, another subsection considers a scenario
where requests for a delay sensitive emerging fog app are
present in the fog network.

The same trends observed from the analysis of the solved
MILP model are also observed when the HEEDAP algorithm
is deployed to perform energy efficient placement of moder-
ately sensitive emerging fog apps in a fog network that adopts
DS architecture. The TFPC obtained by HEEDAP algorithm is
almost equal to that obtained by solving the MILP model. The
TFPC of the HEEDAP algorithm is marginally (1%) lower
because only a single instance of emerging fog app “X” is
provisioned when HEEDAP algorithm is deployed as shown
Fig. 9. This contrasts with the creation of two instances of the
same emerging fog app when the MILP model was solved.
Consequently, relative to the TNPC obtained by solving the
MILP model, the TNPC obtained by HEEDAP algorithm is
marginally higher because the total volume of traffic in the
network is higher. Furthermore, the placement of emerging
fog apps obtained by the HEEDAP algorithm as shown in
Fig. 9 is largely comparable to those obtained by solving the
MILP model. However, compared to results obtained by solv-
ing the MILP model, the placement of emerging fog app “U”
as obtained by the HEEDAP algorithm is different since the
app is placed in node 14. This revised placement is responsi-
ble for the fall in the average and maximum RTT experienced
by the distributed users of the app as shown in Fig. 12. This
is because node 14 is farther away from node 1 which is also
the metro gateway node to the cloud. Hence, the congestion
on the paths to node 14 is lower.

D. Energy Efficient Placement Under High Delay Penalty

In this subsection, a fog network is created and δ � 1;
hence, network delay penalty is high. This represents a
network where the network operator desires minimal impact
of emerging fog apps on regular traffic. All results in this
sub-section are obtained by solving the MILP model.

1) Placement Under Traditional Server Architecture:
Under this scenario, multiple instances of some emerging
fog apps are created when the TS architecture is adopted as
shown in Fig. 9. This reduces the number of hops between
instances of replicated fog apps and their users. Consequently,
the total volume of traffic traversing the network topology is
reduced and the delay experienced on each link of the network
topology is also minimized. Relative to result obtained under
low delay penalty (δ � 1), the average and maximum RTT
between the instance of fog apps and their distributed user
falls when δ � 1 as shown in Fig. 13. However, to ensure
a balanced trade-off between minimizing TFPC and the total
approximated delay, only applications (app “W” and app “X”)
with low-medium resource demand intensity are replicated as
shown in Fig. 9. The primary instances for both apps are
placed in centrally located fog sites (i.e., COs). These primary
instances are responsible for users in directly attached access
network nodes and for most distributed users in the network
topology. On the other hand, additional instances of emerging

Fig. 13. Round trip delay from app instance to users under EE placement
scenarios.

Fig. 14. Power consumption under EE placement scenarios.

fog app “W” and app “X” are provisioned in some radio CSs.
This strategy reduces the traffic associated with densely pop-
ulated user clusters attached to each radio CS in the network
and consequently reduces network congestion. Because the
app “W” and app “X” have small compute footprint, they are
easily provisioned with IRC of active TSs. Hence, minimal
increase in TFPC is incurred compared to the δ � 1 scenario
as shown in Fig. 14. Furthermore, relative to results obtained
when δ � 1, additional compute components are not acti-
vated to provision the additional instances of app “W” and
“X” as shown in Fig. 15a. However, replication of fog app
instances leads to the increase observed in the utilization of
active resource components in the fog network as shown in
Fig. 15b. Relative to the low delay penalty scenario where TSs
are deployed, there is a 3% rise in the TFPC when the high
delay penalty scenario is considered under a similar setup. On
the other hand, the TNPC consumption fell by 2% as shown
in Fig. 14.

2) Placement Under Disaggregated Server Architecture:
A similar trend is observed when DSs are deployed in the fog
network. Replicas of certain emerging fog apps are made, as
shown in Fig. 9. This strategy enables reductions in the vol-
ume of traffic traversing the network topology and increased
network congestions that may arise due to the creation of a sin-
gle instance of each fog app. Consequently, distributed users
of fog apps experienced lower average and maximum round
trip time to assigned fog instances as shown in Fig. 13. Under
the high delay penalty scenario, three instances of app “U” and



1718 IEEE TRANSACTIONS ON GREEN COMMUNICATIONS AND NETWORKING, VOL. 6, NO. 3, SEPTEMBER 2022

app “X” are created while only two instances of fog app “W”
are created. High CPU and memory demands of emerging fog
app “V” prevents the replication of the app to avoid signifi-
cant increase in TFPC. As observed when TSs are deployed
in the network, radio CSs are often used to host instances of
emerging fog apps to ensure that the total volume of traffic in
the network topology is minimized. This because of the high
user density associated with radio CSs in the system setup.
For example, App “V” is placed in network node 14 because
the node does not require the activation of an additional CPU
component to support the CPU intensive demands of emerging
fog app “V”.

Furthermore, since app “U” and app “W” have higher data
rate per user relative to other emerging fog apps as illustrated
in Table VII, replication of these emerging fog apps can sig-
nificantly reduce the total volume of traffic and congestion
experienced in the network. Additionally, app “X” has non-
intensive CPU and memory demands; therefore, the replication
of app “X” does not lead to significant increase in the TFPC
but can lead to additional reduction in the network traffic.
Relative to the results obtained when low delay penalty is
considered under a similar setup, the creation of replicas of
some emerging fog apps when the DSs are deployed under
the high delay scenario leads to about 8% rise in the TFPC
as seen in Fig. 14. A comparison of TNPC under both sce-
narios shows about 1% decrease due to reduced traffic on the
network topology as illustrated in Fig. 14. Under DS archi-
tecture, the creation of replicas of some emerging fog apps
(“U”, “W” and “X”) under the high delay penalty increased
the number of active compute resource components and the
average active utilization of resource components in the fog
network relative to the low delay penalty scenario as shown
in Fig. 15a and Fig. 15b respectively.

Comparison of TS and DS architectures under the high
delay penalty scenario expectedly shows that the adoption of
the disaggregation concept enabled notable (about 14%) reduc-
tion in TFPC as shown in Fig. 14. This is because server
resource components are independently and proportionally uti-
lized. A marginal fall in TNPC is also observed as a result of
the revised server architecture. This is because the DS archi-
tecture encouraged the creation of more distributed replicas of
most emerging fog apps relative to when the TS architecture is
adopted in compute nodes within the fog network. Compared
to the placement obtained under TS architecture where repli-
cation of emerging fog app “U” is discouraged because of the
app’s high compute footprint, replicas of emerging fog app
“U” are created when the DS architecture is deployed. Note
that app “U” has moderate CPU demand and high memory
demand; hence, proportional usage of resource components
when DS architecture is employed promotes the independent
activation of new memory components to support replicas of
app “U”, while the moderate CPU demands of the app’s repli-
cas are aggregated with the CPU demand of other applications
into active CPU components. However, replication of app “V”
is still discouraged because of its high CPU and memory
demands. Therefore, proportional usage of resource compo-
nents does not enable sufficient benefits to promote replication
of an emerging fog app that is CPU and memory intensive.

Fig. 15. Resource components utilization across fog sites under EE placement
scenarios.

Relative to the deployment of TS under the high delay penalty
scenario, Fig. 13 shows that the average and the maximum
round trip time are higher for some emerging fog apps when
DSs are employed. Thus, the number of hops between users
of such emerging fog apps and the instances of the app that is
assigned to them increased because more network nodes are
traversed.

E. Energy Efficient Placement of Delay Sensitive Fog App

A network with trivial queuing delay penalty (δ � 1) is
adopted under this scenario. In contrast with the previous sce-
nario, emerging fog app “X” is sensitive to end to end delay
experienced in the network (i.e., τ ≤ 20ms) under this sce-
nario. Other emerging fog apps remain moderately sensitive
to end-to-end delay in the network as in previous subsections.
Under this scenario, EE placement of both traditional and
emerging fog apps is also evaluated when both TS and DS
architectures are deployed in the fog computing nodes placed
in the fog network.

Multiple instances of the delay sensitive emerging fog app
are provisioned at all radio CS in the network topology as
shown in Fig. 9 irrespective of the server architecture adopted
in fog nodes. This ensures that the delay threshold of the fog
app “X” is satisfied for users that are directly attached to a
radio CS. On the other hand, users of emerging fog app “X”
which do not have direct access to a radio CS are out rightly
rejected. Hence, local computation capacity is required to sup-
port such users. This led to additional fog compute power con-
sumption as observed in Fig. 16. It also implies higher CAPEX
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Fig. 16. Power consumption following energy efficient placement of delay
sensitive fog app.

and OPEX. It is expected that a similar placement strategy
will be implement if users of emerging fog apps are associ-
ated with enterprise office. Other emerging fog apps, which are
moderately sensitive to delay, are placed in the fog network
as shown in Fig. 9 to achieve optimal energy efficiency in the
fog network as reported in Section V-C. Fig. 16 shows that the
TNPC increases marginally when DS architecture is deployed
in fog sites to replace TS architecture as observed previously.

Furthermore, the TFPC and the number of active com-
ponents is lower when DSs are used to replace TSs in the
distributed fog network as shown in Fig. 16 and Fig. 17a,
respectively. By reducing the number of active resource com-
ponents while provisioning the same number of emerging fog
apps as when TS architecture is adopted, the adoption of DS
architecture in the fog network can increase the amount of
spare capacity available in the fog network. This spare capac-
ity can support both highly sensitive and moderately sensitive
emerging fog apps at the network edge without additional
CAPEX. As observed in Section V-C, Fig. 18 shows that the
average and maximum delay experienced by distributed users
of emerging fog apps, which are moderately sensitive to end
to end delay, increases when DS architecture is adopted. For
instance, the illustration in Fig. 9 shows that each instance
of moderately sensitive emerging fog apps created are provi-
sioned in radio CSs, which are far from most of the distributed
users of each fog app. However, the performance of such
applications does not degrade because they have greater delay-
tolerance. It is important to note that the delay experienced by
accepted users of the delay sensitive app is extremely low and
insignificant as expected of today’s 5G mobile networks and
future 6G mobile networks.

Under this scenario, the HEEDAP algorithm also effectively
mimicked the performance of the MILP model when TS or DS
architecture is adopted in the fog network as depleted in Fig. 9.
Pre-processing of input applications, which is performed in the
initial steps of the HEEDAP algorithm, simplified the place-
ment or rejection of delay sensitive fog apps in the presence
or absence of in situ computing capacity at the source of
each request for such apps. Therefore, the HEEDAP algorithm
effectively mimicked the MILP model by provisioning some
instances of delay sensitive emerging fog apps at radio CSs to
serves users at such location. Users of delay sensitive emerging
fog apps located at network nodes without local computing

Fig. 17. Resource components utilization across fog sites in the network
following energy efficient placement of a delay sensitive fog app.

capacity are rejected. Thus, the corresponding cost of rejec-
tion (i.e., TCREA) as represented by fog computing power
consumption can be seen in Fig. 16. Additionally, CAPEX and
OPEX will also be incurred to setup an in-situ fog computing
node for each user cluster of the rejected fog app.

When TS architecture is deployed in the fog network, the
resulting placement of emerging fog apps by the HEEDAP
algorithm is an exact replica of the placement obtained by
solving the MILP model. Consequently, the same TFPC is
achieved by both the MILP model and HEEDAP algorithm
under the TS architecture as shown in Fig. 16. As shown in
Fig. 17a, the HEEDAP algorithm obtained the same number
of active resource component as those obtained by solving the
MILP model. Likewise, HEEDAP also replicated the average
utilization of active components across fog computing sites
that obtained by solving the MILP model as show in Fig. 17b.
The TNPC obtained by the HEEDAP algorithm is also compa-
rable to the same value obtained by solving the MILP model
under a similar scenario. Similarly, the average and maximum
RTT to distributed users of emerging fog apps obtained by
HEEDAP is comparable to those obtained by the solving the
MILP model as shown in Fig. 18.

However, when the DS architecture is employed in the fog
network, the resulting placement of emerging fog apps by
the HEEDAP algorithm is not an exact replica of the place-
ment obtained by solving the MILP. The TFPC obtained with
the HEEDAP algorithms is about 2% higher than the TFPC
obtained by solving the MILP model under this scenario as
shown in Fig. 16. The adoption of homogeneous compute
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Fig. 18. Round trip delay experienced by users of emerging fog app following
energy efficient placement of a delay sensitive fog app.

resources across the fog network is responsible for the compa-
rable TFPC obtained. Therefore, the number of active resource
components and the average utilization of these active compo-
nents across fog computing sites as obtained by the HEEDAP
algorithm is comparable to those obtained by solving the MILP
model. Difference in the placement of emerging fog apps is
responsible for the changes in the average and maximum RTT
experienced by users as shown in Fig. 18. Apps “V” and “W”
are placed in COs in the metro ring by the HEEDAP algorithm;
hence, the average and maximum RTT experience by the dis-
tributed users of these fog apps is reduced compared to results
obtained by solving the MILP model under the same setup.

VI. CONCLUSION

In this paper, we evaluated the energy efficient placement
of delay sensitive emerging fog applications in the presence
of mission critical traditional fog applications in a shared
distributed fog network that employs TS and DS architec-
ture across selected fog computing sites at the network edge.
Compared to the non-federated fog computing layer, feder-
ation of selected fog computing sites over the metro-access
network leads to significant reductions in TFPC. Relative to
the use of the TS architecture in the fog network that is built
over a network with low delay penalty, the adoption of DSs
enabled up to 18% reduction in TFPC. This because disag-
gregation enabled proportional usage of compute resources
at each fog computing site and consequently improved the
energy efficiency of the fog network. However, this is achieved
at the expense of marginal increase in TNPC and some-
what higher response time when DS architecture is adopted.
Setting up a fog network with high delay penalty increased
the TFPC when either TS or DS architecture are employed
in fog computing sites. This was done to minimize the con-
gestion experienced on the network by reducing the network
traffic. Consequently, the TNPC is also reduced. But the TFPC
of the fog network that employed DS architecture was 14%
lower than that of the fog network that adopted TS architecture
when a fog network with high delay penalty is considered. Our
result also showed that COs and radio CSs are important edge
locations for supporting interactive applications demanded by
geo-distributed end-users when energy efficiency is an impor-
tant design criterion, and such applications are moderately
sensitive to the end-to-end delay experienced on the network.

Otherwise, instances of such fog apps, which are more sen-
sitive to delay, must be provisioned in the nearest network
node that satisfies a predefined (and acceptable) delay thresh-
old to distributed users. We also proposed a polynomial time
heuristic, HEEDAP, which leverages a centralized orchestra-
tion and management framework, for a network of distributed
fog computing nodes. The heuristic can rapidly provision both
mission critical traditional applications and (delay sensitive)
emerging fog applications in a fog network when possible.
The HEEDAP algorithm achieves comparable results as those
reported when the MILP model was solved under similar eval-
uation scenarios. On most occasions, the HEEDAP algorithm
achieves the same application placement pattern, compute
and network energy efficiencies as the exact results obtained
by solving the MILP model. Occasional difference between
the results obtained via by the HEEDAP algorithm and by
solving the MILP model are marginal. For example, the dif-
ference between the TFPC obtained with the HEEDAP and
that obtained by solving the MILP model is not greater than
2% in all scenarios considered. A limitation of the work in
this paper is that delay in the fog network is modelled using
M/M/1 queueing system which implicitly adopts the Poisson
traffic model with exponential inter-arrival times. Adoption
of the open queuing network can lead to more accurate
modelling of the fog network. Future work will consider sce-
narios where mission critical traditional apps can be placed
dynamically in contrast to the static placement considered in
this paper. Furthermore, inter-workload communication may
also be introduced between applications. The HEEDAP algo-
rithm can also be extended or revised to investigate various
placement strategies for emerging fog apps. Finally, artifi-
cial intelligence and machine learning techniques can also be
adopted to further validate and enhance the proposed concepts
and policy in this paper.
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