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Abstract—Autonomous systems are making their way to the
market. The transition from tasks performed by humans to tasks
performed by machines begs for an answer to one of the most
challenging questions in this area of research: Will humans un-
derstand and trust what a machine does? Analyzing human and
machine behaviors offers the foundational steps toward finding an-
swers to this question. This paper contributes a novel methodology
for transforming low-level actions by each agent into high-level cat-
egorization of strategies to contrast the behaviors of humans and
machines using a computational red teaming environment with a
red (evader) and a blue (pursuer) agent. Two orthogonal sources
of uncertainty were examined: the uncertainty in the blue agent’s
situation awareness about the red, and the red agent’s uncertainty
resulting from deceptive actions by the blue. For each uncertainty
source, two different experiments were conducted by varying the
controller of the red agent. In one experiment, the red agent was
controlled by one of the 34 human subjects; and in the second,
by an evolved neural network. The blue agent was controlled by
a scripted rule-based system. In this time-critical task, the results
revealed that humans tend to follow systemic and consistent strate-
gies, sometimes ignoring the information available to them. On the
other hand, machines tend to evolve more complex and diverse
strategies. This finding calls for new computational intelligence
techniques to enable the fusion of these different strategies into
forms that each party can understand and use effectively.

Index Terms—Computational red teaming, human-machine be-
havioral analysis transparent artificial intelligence transparent
autonomy, neuro-evolution.

I. INTRODUCTION

AUTONOMOUS systems are leaving the laboratory envi-
ronment, be it in the form of a physical robot, such as a
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Google car, or in the form of a software robot, such as an internet
trader. To establish trust between humans and artificial intelli-
gence (AI) agents, it is pertinent to design computational intel-
ligence techniques that can analyse the behaviour of each entity
to identify their similarities and differences (i.e. transparency
of the AI model). These computational intelligence techniques
have multiple uses, ranging from communicating these differ-
ences to humans to allow humans a level of understanding of
their own decisions and the AIs’ decisions, through to forming a
shared and transparent understanding to improve the collabora-
tive environment that enables a symbiotic relationship between
humans and AIs.

Characterising human and machine behaviours has significant
implications for many disciplines, including decision analysis,
AI and human-machine systems. For example, one of the goals
in behavioural AI studies is to develop machines and agent-
based systems that can produce human-like behaviours at an in-
dividual or a collective level in a society [1], [2]. These machines
can then be used for improving humans’ cognitive competencies
through decision aiding and training tools. The effectiveness of
these artificial entities could be judged at a much higher level of
abstraction by comparing the macro outcomes (i.e., task perfor-
mance) of human-based operations with those of machine-based
operations.

Cooperation in human machine interaction [3] has led to the
introduction of the field of human machine cooperation (HMC).
In HMC, a machine is not treated as a tool, but as an autonomous
AI that works by itself or together with a human partner to act
on dynamic situations. Computational intelligence techniques
can assist in designing methodologies to analyse the behaviours
of humans and machines in these environments.

Agents’ interactions sometimes also involve a level of com-
petition, denoting a degree of conflict in the objectives of the
agents. Red teaming (RT) is an intuitive approach to studying
interactions among a group of entities with conflicting goals in
competitive environments. The minimum ingredients of an RT
environment are two entities with conflicting objective(s): blue
and red. Blue refers to a friendly entity, while red refers to an
entity that has the potential to influence blue to hinder it from
achieving its own objectives. RT can be traced back to Sun Tzu,
where ‘playing devil’s advocate’ was used as a methodology
to evaluate one’s own decisions and plans [4]–[6]. RT is tradi-
tionally used by the military to role-play the enemy, understand
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enemy’s behaviour, test and evaluate its courses of actions or
judgements, assess the vulnerabilities of, and understand the
dynamics between, the blue and red teams [4]–[6].

Computational red teaming (CRT) [7], [8] is the term coined
when the overall RT activity is carried out in silico, or when
a human-based RT exercise is augmented with computational
methods and models. A red agent in CRT can be a set of compu-
tational models for adversarial behaviours, while the blue agent
can be a set of computational models representing the system
that needs to be evaluated or protected. This representation of
CRT allows us to study the interaction’s interface between red
and blue.

In this study, we used a CRT environment to understand the
possible attributes of benchmarking human behaviour against
machine behaviour in a simplified CRT environment. It was
important to work with a simple environment to design sound
experiments to isolate cause and effect. By contrasting the two
behaviours, we hoped to identify strategies to improve human
decision making. In addition, if machine behaviour is drasti-
cally different from humans, understanding the similarities and
differences can offer insight into how we could possibly inte-
grate the two. The decision to let an AI act automatically or to
combine the actions from humans and AIs is known as function
allocation in HMC. Function allocation is crucial in the effec-
tiveness of HMC [3]. Understanding the behaviours of humans
and AIs helps improve function allocation.

The contributions of this paper are twofold. First, we present
a fine-grained methodology for comparing human and machine
behaviours in a CRT time-critical decision-making environment.
This methodology offers systematic steps that can enable ana-
lysts to compare predator-prey systems [9] in nature as well as
human decision making in uncertain environments, information
warfare, and cyber security applications [10], [11].

Second, we extend our previous analysis which was limited
to the computational software environment [12] to an analy-
sis that contrasts human and AIs’ behaviours in the environ-
ment. Each agent generates a sequence of actions (i.e., sim-
ple movements in a bounded two-dimensional (2D) continuous
space) according to different strategies. The blue agent fol-
lows scripted strategies in response to red’s actions. The red
agent, which can be either a human subject (human-based
red) or a neuro–evolutionary learning controller (machine-
based red), is free to choose (in the human case) or evolve
(in the machine case) its own strategies. We then analyse
these strategies by characterising the trajectories taken by the
agents, using a measurement methodology based on derivatives,
where a derivative refers to the rate of change in an agent’s
movements.

In [12], we designed, analysed and tested the software envi-
ronment (machine agent) that we have used in the current study.
We have extended this work through:

1) an experiment to compare machines and humans, the de-
sign of which is reported and discussed in this paper,
including the experimental protocol for collecting human
data; and

2) an in-depth analysis that contrasts the behaviours of the
humans and machine agents.

We used a blue-red CRT environment, where humans play
red in different configurations defined by information quality
and deceptive actions. Our primary hypothesis was that humans
would adopt different strategies given different configurations.
Our secondary hypothesis was that the machine agent would
express different behaviours compared with those displayed by
humans. These two hypotheses can be explained more precisely
as follows:

1) Noise in sensory inputs, and intentional deviation in the
output (or deception) affect the behaviours of human and
machine agents.

2) The perception of extra task-relevant stimuli affects an
entity’s behaviour.

3) Humans use different strategies in different scenarios
compared with neuro–evolutionary-based agents.

In summary, this work presents novel methodologies for
transforming the low-level actions of each agent into the high-
level categorisation of strategies to allow a comparison of strate-
gies exhibited by each agent. Second, the paper’s analysis con-
trasts human and machines behaviours distilling salient features
that distinguish both types of behaviours.

The remainder of this paper is organised as follows.
Section II describes background information and work related
to the concepts presented in this paper, including the CRT.
Section III presents our methodology. Results and discus-
sions follow in Section IV. Finally, conclusions are drawn in
Section V.

II. RELATED WORK

Research in behavioural decision theory [13] suggests that
agents’ actions reflect their behaviour. In other words, the ac-
tions that are expressed or produced by an agent should reflect
the underlying strategy used by the agent for action production.
We take this view to analyse an agent’s behaviour. Areas such
as plan recognition [14], [15], deception detection [16], intent
inference [17], and course of action analysis [18], [19] can all
offer CRT tools to model and analyse behavioural spaces.

The study of behaviour is not possible without having a
context to provide the meaning, the frame of reference, and the
knowledge required to carry out a task or activity [20]. When
the entities embedded in the activity are humans, prediction of
behaviour becomes even more difficult because of individual
differences related to perception and processing capacities,
prior knowledge, skills, expertise and personality traits. Thus,
behaviour is a function of the task, context and individual dif-
ferences [20]. Abbass [7] factored into the behaviour function
the environment in which the task activity is performed; thus
situating the analysis within a context and a frame of reference
to explain the dynamics.

The context used in the study for this present paper was CRT,
which can be used as a risk assessment methodology by analysts
and decision makers to explore a space of possibilities, choices
and solutions [21], [22]. As mentioned, CRT involves computa-
tional methodologies or models to implement or support an RT
exercise.

An example of CRT can be found in [21], in which the
Multiobjective Evolutionary Based Risk Assessment (MEBRA)
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framework was introduced to explore and evaluate different al-
gorithms under risk. MEBRA explores scenarios in which the
tested algorithms may perform poorly, known as the failure
regime of the algorithms. The use of MEBRA in air traffic
management can be found in [23], where MEBRA was used to
search scenarios that could pose risks to two algorithms in air-
craft landing sequencing. In that research, the tested algorithms
were viewed as blue while the scenarios that caused the failures
of the algorithm were viewed as red.

CRT builds on a long history of prior literature in different
domains and links to other areas of research. Search techniques,
such as genetic algorithms (GAs), can offer CRT ways to opti-
mise performance. For example, in an approach named ‘adap-
tive manoeuvring logic’, evolutionary algorithms were applied
to air combat to learn the behaviour of pilots, and the learned be-
haviours were used to train pilots, as early as in the 1970s [24].
GAs have also been used to assist military planners in dynamic
and changing environments [25], [26]. In recent years, more
advanced evolutionary algorithms, in particular co-evolutionary
algorithms, have been used to evolve strong strategies at the in-
teraction and interface of the blue and red teams [27]. As such,
CRT extends the study of computational models, human factor
studies and other disciplines to bring together a methodology for
risk assessment, challenging humans or machines in a task and
offering an environment to study human-machine interaction in
competitive settings.

A further area of research relevant to CRT is adversarial mod-
elling and learning. Many studies in cyber security have focused
on the simulation of adversarial attacks faced by a machine
learning system, the development of defence strategies against
adversarial attacks, or both [28]–[32]. Adversarial learning can
be formulated as a two-sided game between learners and ad-
versaries [11], [28], [33]. For example, some machine learning
studies [28], [33] formulated the classification problem as a
game between classifiers and adversaries, or in the language of
CRT, blue − red interaction.

Unfortunately, strategies employed for adversarial attacks and
defence against these attacks are many and diverse. CRT offers
opportunities to leverage different computational methodologies
to offer both micro and macro analyses of the reciprocal inter-
action between the defence and attack strategies. Macro analy-
sis refers to the population-level analysis, while micro analysis
refers to the study of individuals.

Following behavioural decision making theory, the effects of
the personality of the red team members on blue have been
investigated using CRT, whereby the approach offered ways to
use GA to evolve and identify the best personality characteristics
of the blue team required for a specific red behavioural space
in a warfare game [34].

Moreover, areas such as computational game theory, epis-
temic logic and agent-based systems have been used to focus on
modelling the action production of an AI. These methods can
be used within a CRT system to model the agents.

However, this present study attempted to understand the
observed and expressed actions of AIs and humans with no
assumption of how the actions are produced. As such, the
methodologies offered in the current paper can be extended to

understanding observed behaviours from agents in both simu-
lated and real environments alike.

In general, the responsiveness of the individual, in both hu-
mans and animals, determines their personalities [35]. The per-
sonality profile of an agent can be represented either indirectly
through behavioural traits that will affect an agent’s choice of an
action, or directly through different categories of actions. The
work presented in [34] explored different personality profiles
for the blue team in order to compete effectively against a red
team with fixed personality profiles. Red teams with different
personality profiles, including very aggressive, goal-oriented,
defensive, cowardly and balanced were simulated. The actions
of the red team were then influenced by the respective person-
ality profile. Other personality traits included attraction or re-
pulsion towards a healthy or injured friend. In the current study,
we adopted a similar approach, whereby a ‘goal-oriented’ agent
reflected the behaviour of a power agent whose focus was purely
on the goal and less on exploring the environment. In contrast,
the work in [34] was simulation-based, and therefore does not
inform us of how a human would act when faced with an agent
with these personality profiles.

The current study aimed at contrasting the behaviour of the
human against the behaviour of the machine. The study achieved
the aim by varying the quality of information an agent receives,
the level of deception exhibited by an agent, and the effect of
perceptual load.

The focus of the previous published work has been to es-
tablish the CRT framework and investigate noisy and deceptive
information in the context of machines. In contrast, the focus of
the current study is on contrasting the behaviours of the neuro-
evolutionary-based red agents with the human-based red agents
when they are positioned in the same CRT environment. In addi-
tion, we focused on the effect of perceptual loads on both types of
red agent. To ensure a fair comparison, both types of red agent
were positioned in the same CRT environment and the same
analysis was conducted on both the human and machine data.

III. MATERIALS AND METHODS

A. Apparatus

A controlled CRT environment allows the collection and anal-
ysis of actions taken by humans and AIs during competitive
interactions. For this study, a simulation-based computational
environment [12] was used to condition the CRT task and con-
text. The environment provided the context in which two entities
with conflicting objectives act: blue’s objective was to capture
red, and red’s objective was to avoid getting captured. The ac-
tion sequences of the red and blue agents could be viewed as the
chase between a thief and a police. With the CRT framework,
we could transform the action sequence space to a behavioural
feature space. The framework extracted, transformed and rep-
resented the sequences of actions into behavioural data that
enabled behavioural analysis. With the framework, we could
further extract more meaningful information about the entities
through characterising and mapping behavioural data. Given
such characterised and mapped behaviour, our proposed frame-
work catered for identifying points of interest in actions, and the
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centre of mass of actions. These two metrics were essential for
analysing the reasons for behaviour and behavioural changes in
response to situations or stimuli within an environment.

Knowing that the blue agent is watching, how would the
red agent act to avoid the capture? For example, a thief who
has information about the police’s patrol route would proba-
bly not break into a house located on that route. What if the
thief not only knows the police patrol route, but also knows
the police’s knowledge of the thief’s location? Will the thief
act differently or the same? We were particularly interested in
studying whether red’s knowledge of blue’s perception about
red’s position would influence and change red’s behaviour in
this reactive task. Therefore, two scenarios were simulated to
study the effect of the red’s knowledge of blue’s perception on
its own behaviours. We labelled the scenario with the absence of
red’s knowledge of blue’s perception as known-unknown. On
the other hand, the scenario in which red’s knowledge of blue’s
perception exists, was called known-known.

In the game, the strategies used by the blue agent are affected
by the quality of received information on the red agent’s posi-
tion (intelligence) and its own deceptive behaviours. The quality
of intelligence is a function of two factors: the frequency of ob-
serving red and the sensorial noise encountered while observing
red. The more frequent observations blue can collect of red,
the better. For example, more frequent observations can be used
to filter out more sensorial noise. The less sensorial noise, the
better the quality of the observations.

Deception is a complex concept in real-world situations.
Chevalier-Skolnikoff [36] defines deception as ‘the intentional
sending of untrue signs to obtain some predetermined goal from
a receiver’s subsequent behaviour’. While Chevalier-Skolnikoff
worked in a different context to ours, we adopted a similar
perspective: that embedding false information within a commu-
nicated sequence is a form of deception.

We differentiated between random noise, known as white
noise in classical communication research, and the use of a
stochastic variable to model deception in this study. The former
does not depend on a goal. The latter depends on the intention
of an agent, and varies based on the agent’s goal; thus strictly,
it is not mathematically equivalent to white noise.

B. Independent Variables

Information conditions were varied by controlling three pa-
rameters: a) the level of noise, in terms of the frequency and
accuracy of information sensed by the pre-programmed blue
agent; b) the level of deception, in terms of the frequency and
magnitude of deviation from the desired actions taken by the
pre-programmed blue agent; and c) perception, in terms of the
information availability to the red agent about blue’s perception
of where red is. The first two (noise and deception) governed
blue’s strategy. The third affected information availability to
red. Parameters NI and α(t) controlled the frequency and noise,
while ND and ζ(t) controlled the deception generated by blue.

Table I defines the levels of information quality used in the
experiments. The value NI = 1 indicates that the blue agent
received information about the red agent’s position at each step

TABLE I
THE COMBINATIONS OF NI AND α(t) , GIVEN THAT THE DECEPTION EFFORT

FROM THE blue AGENT IS FIXED

Combination NI α ( t ) Description

1 1 0 Frequent and non-noisy information (Good quality)
2 1 U (0, 20) Frequent and noisy information
3 10 0 Infrequent and non-noisy information
4 10 U (0, 20) Infrequent and noisy information (Poor quality)

TABLE II
THE COMBINATIONS OF ND AND ζ (t) , GIVEN THAT THE INFORMATION

RECEIVED ABOUT THE red AGENT’S INTELLIGENCE IS FIXED

Combination ND ζ ( t ) Decription

1 1 0 Non-deceptive
2 10 U (−15◦, 15◦) Less deceptive
3 10 U (−30◦, 30◦) Moderately deceptive
4 5 U (−15◦, 15◦) Moderately deceptive
5 5 U (−30◦, 30◦) Highly deceptive

Fig. 1. Selection of maximum values of the uniform distribution for the gen-
eration of ζ (t) .

of the simulation, while NI = 10 indicates that the information
was available at every 10th step.

A uniform distribution, U(0, 20), was used to generate α(t) .
This represents the level of noise in blue’s sensing of the red
agent’s position. Noise was added by generating two random
numbers in the given distribution range and adding them to the
actual x and y coordinates. A range of 20 pixels was used to
satisfy the Dmin constraint required to trigger a capture event.

Table II defines the levels of deception. The first combination
represents the scenario where the blue agent always moves in
the direction that it expects the other agent to be in, P̂r (t). The
other combinations represent scenarios in which the blue agent
deviates from its expected trajectory every ND timed steps. The
deviation from the trajectory depends on ζ(t) , which is sampled
from a uniform distribution. Small ranges of deviation angles
are selected to avoid side-tracking blue from its intended goal
(Fig. 1).

Four levels of noise and five levels of deception created 20
different situations for blue. Combined with the two different
scenarios for red, there were 40 configurations in total.

In Table III, different noise and deception levels are labelled
for ease of reference. The descriptions of the selected codomain
are shown in Table III. For example, the combination of NI =
10, α(t) = U(0, 20) means the information was infrequent and
noisy; thus, the quality of information was poor. On the other
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TABLE III
DESCRIPTIVE LABELS FOR NOISE AND DECEPTION LEVELS

Definition Parameter Value Description

Noise Intel frequency NI = 10 Infrequent
NI = 1 Frequent

Intel noise α = 0 Accurate
α = U (0, 20) Noisy

Deception Deception frequency ND = 10 Infrequent
ND = 5 Frequent

Deception degree ζ ( t ) = U (−15◦, 15◦) Low
ζ ( t ) = U (−30◦, 30◦) High

Combination ND = 1, ζ ( t ) = 0 No deception

hand, the combination of ND = 5, ζ(t) = U(−30◦, 30◦) means
that the actions of blue are highly deceptive.

The red in this framework was controlled either by a human
agent or by an AI agent and provided the basis for comparing
human and machine behaviour. Human subjects controlled the
red agent through mouse clicks that pointed the agent to its
next position in the 2D environment. The path taken by human
players through these movements was recorded for analysis and
for further comparison with the machine–based red.

C. Participants

A group of 34 postgraduate students (15 male, 19 female)
from the local university campus volunteered to participate as
the red agents in the experiments reported in this paper. The
subjects were mature adults (30 ± 6.6 years old), recruited
through an open advertisement on the university campus. The
students were from diverse disciplines including the humanities,
science, engineering, and information technology. Each subject
participated in an orientation session before each experiment to
familiarise themselves with the environment and the task.

Before the start of each experiment with a new subject, the
researcher stepped him or her through the Participant Informa-
tion Statement, answered the subject’s questions, and collected
the Consent Form to participate in the experiment. The subject
was then shown the software game. The experiment was con-
ducted only after the subject was satisfied that they had gained
a sufficient understanding of the task and the skills needed to
play the game.

At the conclusion of the experiments, we gave the subjects
a questionnaire, which requested basic statistics on gender and
age, and posed six questions. All subjects agreed that the brief-
ing was sufficient. Most subjects (31/34) felt confident that
they could play the game. Risk-appetite was almost normally
distributed: some perceived that they were risk takers, and some
felt the opposite, but most subjects sat at a moderate level of risk.
All subjects felt that they were goal-driven in some sense. The
majority of the subjects (27/34) used the score on the screen
to inform their decisions. Only one subject tried to play in a
random fashion, while 20 relied on re-planning their strategy
after some moves.

Humans tend to act based on norms, which means they
have knowledge or experience of how to react typically to cer-
tain known situations. In comparison, the machine needs to be
trained beforehand to develop some sort of intelligence so that

a fair comparison can be made between humans and machines.
In the current study, the task was designed to require very mini-
mum skills from participants. However, all participants had used
computers extensively before this experiment and they were
all comfortable with the use of the mouse and with the task
itself.

There was no incentive involved in the experiments but choco-
lates were given at the end as a token of appreciation.

D. Procedure

One simulation run, or one game, consisted of a fixed number
of timed steps, where both agents make equidistant moves ac-
cording to their strategies at each timed step. Each game started
with the initial separation distance between the red and blue
agents of 200 pixels. A simulation run could also terminate
earlier, if the blue agent captured the red agent.

Human reds played each configuration twice. The order of
presenting the scenarios to the subjects had the potential to cause
a learning effect and generate a bias in the data. Therefore, a
counterbalanced experimental design was adopted to manage
order bias. An exhaustive permutation of all factors would have
generated an astronomical number (to the order of 20) of config-
urations. Instead, we used a Latin-squared design [37] to keep
the experiment to a reasonable size, resulting in 40 configura-
tions in total.

Each participant played a total of 80 games (40 different
game configurations, each played twice with the known-known
and known-unknown scenarios).

Participants played each single game continuously without a
break. However, once a game had ended, the next game could
only start by clicking a ‘Continue’ button displayed on the screen
when the participant was ready. Therefore, participants were
allowed to relax for a few seconds between each successive
game. Between them, the 34 human participants played 2720
(34 × 40 × 2) games.

The experiments were then repeated using machine-based red
agents. The computational red was controlled through a neuro–
evolutionary model [38]. The chosen neuro–evolutionary con-
troller was built upon autonomy and learning in artificial agents
and was considered a suitable candidate to mimic these traits
in humans. Neuro–evolution relies on evolving a population of
neural networks through a GA [39].

A fixed and identical architecture was used to represent in-
dividual neural networks in the evolutionary framework. Each
neural network consisted of a multi-layer perceptron of sigmoid
units with a backpropagation algorithm. The learning rate for
the network, η, was set at 0.2, and the momentum rate, γ, was
set at 0. Each connection weight of the neural network lay in
the interval [−1, 1].

To further elaborate, the networks consisted of IN input, HN
hidden and ON output neurons. The architecture is depicted
in Fig. 2 where IW and LW refer to the connection weight
matrices of HN × IN and ON × HN dimensions respectively
between the input-hidden and hidden-output layers; while ρ̂1

with IN × 1 dimensions and ρ̂2 with ON × 1 dimensions refer
to the vectors of bias units between the input-hidden and hidden-
output layers.
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Fig. 2. Neural networks in the neuro-evolutionary-based model.

The values of IN , HN and ON were set at 5, 7 and 2
neurons, respectively, in the experiments. The numbers of input
and output neurons were determined in a straightforward way, as
they were based on the numbers of input and output variables,
respectively. Conversely, the number of hidden neurons was
determined arbitrarily based on the need for a small network
size, which required less processing time. Then, GA evolved the
connection weights of the networks. It was found that the neural
networks with evolved initial connection weights learned faster
and better than those with initial random connection weights
[40]. Further details about the neuro–evolution component of
these experiments can be found in [12].

All six inputs to the neural networks were encoded as real
numbers, and the GA used a real-number representation for
the connection weights and biases. The inputs received by the
neuro-evolutionary-based red in both scenarios are shown im-
mediately below and a diagram for the inputs is given in Fig. 4:

1) β(t) – the relative angle between the blue and red agents
2) d

(t)
opp – the relative distance between the blue and red

agents at time t
3) Δβ(t) – the relative change in β at time t

4) Δd
(t)
opp – the relative change in dopp at time t

5) d
(t)
wall – the relative distance to the boundary of the simu-

lation environment that the red agent faces at time t
6) α(t) the level of noise in the information received by the

blue agent.
The outputs for the neuro–evolutionary-based model are

shown as following:
1) Δθ

(t)
r – the deviation angle of the red agent

2) θ
(t)
b – the blue agent’s travel angle.

The red agent learned a strategy through a neuro-evolutionary
process that always produced an angle, Δθr , relative to the actual
repulsion angle, θ(−ar) . The final travel angle for the red agent

at each timed step t, θ
(t)
r , was thus the sum of two angles (i.e.

θ
(t)
r = θ

(t)
(−ar) + Δθ

(t)
r ), as illustrated in Fig. 3.

At this point, the planned travel angle of the red agent, θ
(t)
r ,

was executed and the agent moved to a new location. At the
same time, the blue agent moved to a new location based on its
own strategy. The actual travel angle of the blue agent, θ́(t)

b , was
compared with the angle predicted by the neuro–evolutionary-
based model, θ

(t)
b , and the difference was used to adjust the

Fig. 3. Generation of travel angle for the red agent.

Fig. 4. Input variables for neural network.

connection weights between network layers through backprop-
agation. Using the neural network as the control system, the red
agent moved in the environment until the game was terminated.
The fitness of each neural network was evaluated iteratively
based on its performance (i.e., how successfully it escaped from
being caught by the blue agent) averaged over 10 repeated sim-
ulation runs. Once all neural networks in the population had
been evaluated, GA was applied to create the next generation of
neural networks.

The only difference between the input variables used by the
neuro–evolutionary-based red agent in the known − unknown
and the known − known scenario lies in the use of one extra
input, α(t) .

Since the architecture of neural network is fixed, IW,
LW , ρ̂1 and ρ̂2 were mapped into a vector of weights
represented by a chromosome. ŴIW refers to a vector of
connection weights and bias units between the input-hidden
layers, mapped as ŴIW = {ŵ1

1 , ŵ1
2 , . . . , ŵ1

hn , . . . , ŵ1
H N }.

Similarly, ŴLW refers to a vector of connection weights
and bias units between the hidden-output layers, mapped as
ŴLW = {ŵ2

1 , ŵ2
2 , . . . , ŵ2

on , . . . , ŵ1
ON }. The parameters in, hn

and on with ranges 1 ≤ in ≤ IN , 1 ≤ hn ≤ HN , 1 ≤ on ≤
ON refer to the input, hidden and output layers’ neurons.
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GA randomly initialised a population of 100 individuals, each
yielding a different set of connection weights for a neural net-
work. As mentioned earlier, the network architecture and rel-
evant learning parameters were fixed and identical for all in-
dividuals. All networks in the population were then evaluated
for 10 games. The agent locations were initialised randomly in
each simulation run, with the given initial separation distance of
200 pixels. Once all individuals had been evaluated using the
fitness function in Equation 1, a new population was created
using elitism and selective reproduction processes. The fitness
function is proportional to the average number of time steps a
red agent survived without being captured by the blue agent
within the lifetime of a simulation run as follows:

F =
1

NG

NG∑

g=1

hg (1)

hg =

{
1 if dopp > Dmin

0 otherwise
(2)

where hg refers to the frequency of the red agent satisfying
the constraint (dopp > Dmin) in the g-th simulation run, with
1 ≤ g ≤ NG . This frequency, F , is accumulated for each step
to crease an explicit fitness pressure to survive longer in the
environment.

The fittest 10% of individuals (neural networks) from the
population were copied to the next generation population. Next,
new offspring were created iteratively and added to the new
population. In each iteration, two parents were selected without
replacement using the binary tournament selection method. An
offspring was then generated using a one-point crossover and
uniform mutation. During the mutation process, the mutation
rate was used to perturb each weight in the chromosome using
a randomly generated value according to a uniform distribution
between−1 and 1. The process was repeated until the maximum
population size is reached. The evaluation procedure explained
above was then repeated for each individual neural network
in the new population for 10 games, NG = 10. The whole
evolutionary cycle was repeated for 200 generations.

After 200 generations, the best individual in the final popula-
tion was identified. The best evolved computational red agents
each played another 10 simulated runs or games, repeated 30
times with different seeds, during which their manoeuvres were
recorded for analysis. Thus, 40 × 10 × 30 = 12,000 action
sequences were recorded in total. Since the number of trials
between human-based and neuro-evolutionary-based reds was
different, statistical analysis based on hypothesis testing on the
mean scores between the two types of red agents was carried
out.

Both scenarios for human-based agents were simulated by
different visualisation effects. The simulations involving hu-
mans for both scenarios are shown in Figs. 5 and 6. In the
known-unknown scenario (Fig. 5) the human player did not
know the blue agent’s perception of the red agent’s position. In
the known-known scenario (Fig. 6), red could see blue’s per-
ception of red’s position. This implies that the human player
saw the level of noise, α(t) , in the information received by the

Fig. 5. Illustration of the known-unknown scenario.

Fig. 6. Illustration of the known-known scenario.

blue agent on the screen. In contrast, the level of noise, α(t)

in the information was an unknown to the red agent in the
known-unknown scenario. The information available to the hu-
man was similar to the inputs of the neuro-evolutionary-based
agents. However, the form to communicate the information to
the human was clearly different. Visualisation was used to com-
municate the information to the human, while the information
was directly fed as inputs to the machine. For the simulations
involving humans, the scores of each game were displayed at
the bottom of the screen as a feedback for the human to assess
their own performance from one game to another.

E. Data Analysis

In the game, blue was considered to have captured red if
the distance between them fell below a threshold of Dmin . This
threshold was set at 20 pixels, based on the resolution of the
screen for a human player. Red agents were given a score of 1
at each timed step if they were not caught by the blue agent.
Reaction time (‘RT’) captured the average inter-step time of
human reds. This was measured by the inter-click event time of
two clicks.

The differences in terms of scores and reaction times were
analysed using a t-test. A t-test was carried out to evaluate
whether or not mean scores obtained by neuro–evolutionary-
based red and human-based red for the same configuration
and scenario were equal. Forty pairwise (20 configurations ×



34 IEEE TRANSACTIONS ON EMERGING TOPICS IN COMPUTATIONAL INTELLIGENCE, VOL. 1, NO. 1, FEBRUARY 2017

Fig. 7. Calculation for the travel angle change, Δϑt .

2 scenarios) t-tests were conducted between the two different
setups of red agents. If the null hypothesis for having equal
means was rejected, a further hypothesis test based on left-tail
or right-tail was carried out.

In trajectory visualisation, the agents’ action sequences or
movements were plotted in the 2D simulation environment. The
trajectories for the red and blue agents – starting at solid dots
and ending at the crosses – were represented by red solid and
blue dash-dotted lines respectively.

While trajectory visualisation is an intuitive analysis ap-
proach, to analyse a large number of simulations, the process
becomes time consuming and cognitively demanding on a hu-
man operator. The methodology for action sequence analysis
conducted in the current study aimed to capture the essence of
the strategies of an agent across a number of simulation runs.
This was done by conducting a frequency distribution analysis
of the relative ‘heading change’ feature, recorded as the differ-
ence between the two agents’ travel angles at each timed step.

Since each simulation run terminated at different times,
T , we had a vector of the relative moving angles of red,
ϑt . The vector representing a sequence of ϑt , was denoted
as ϑ̂ = {ϑ1 , ϑ2 , . . . , ϑt , . . . , ϑT }. We were able to obtain a
sequence of changes in ϑ̂ and this vector was denoted as
Δϑ̂ = {Δϑ2 ,Δϑ3 , . . . ,Δϑt, . . . ,ΔϑT }. Here Δϑt refers to
ϑt − ϑt−1 , as illustrated in Fig. 7. To perform statistical analy-
sis, each single sequence of ϑ and Δϑ was viewed as a sample.
Finally, the frequency distributions were plotted across all sam-
ples and a central-tendency-based curve fitting approach was
used to summarise the overall pattern.

While the ‘heading change’ feature used in the frequency
analysis provided a means to analyse agents’ strategies at every
timed step, the action sub-sequence analysis captured movement
patterns on a larger timescale using a windowing concept.

In a nutshell, the sub-sequence similarity analysis consisted
of dividing action sequences across different simulation runs
into an equal number of sub-sequences, computing velocity
and acceleration vectors for each of these sub-sequences, and
measuring the similarity between behaviours (action sequences)
using fuzzy c-means (FCM) unsupervised clustering. FCM al-
lows the instances to belong to several clusters simultaneously
with different degrees of membership in each cluster [41]. We
considered this to be a better technique for this analysis, owing
to the complexity of the actions produced by the agents.

The sub-sequences were extracted by dividing the action se-
quences obtained from each simulation run into an equal num-
ber of windows (Fig. 8 demonstrates this concept pictorially).

Fig. 8. Two examples of action sequences divided into equal numbers of sub-
sequences. Each action sequence has a different length (referred as T1 and T2 )
which leads to different sub-sequence lengths (referred to as ω1 and ω2 ).

Since each simulation run could last for a different number
of timed steps, the number of sub-sequences, NS , was chosen
based on the smallest sequence observed across all simulation
runs. Sub-sequences were then extracted from each sequence
as ωij

= len(Ai)/Ns , where ωij
, j ∈ (1, Ns) referred to the

jth sub-sequence of the ith action sequence Ai and len(Ai)
corresponded to the number of timed steps in Ai .

The number of sub-sequences in each action sequence was
chosen based on the smallest sequence size. Based on the sam-
ples of action sequences in the experiments involving humans
and neuro-evolution, the smallest sequence size was 10. At each
window, for example, window 1 (w1), we extracted velocity
information. Therefore, there were 10 velocities for each action
sequence. The total feature vector size was 19, with the first
10 features referring to velocity, Vr rel b , while the remaining
nine features referred to acceleration, ΔVr rel b . Details of the
calculation of Vr rel b and ΔVr rel b can be found in [12].

In our research, each data instance can be viewed as a
point in a time series with an equal window length of 19,
and as a behavioural sequence of the red agents in different
conditions. The 19 features in a time series were used as the
input vector for clustering the data based on similarities. In this
study, clustering was used to categorise the data (behavioural
sequences) into pre-defined clusters (cluster size) based on
the input variables to identify possible behavioural patterns of
the red agents in different conditions. To perform clustering,
the different time series need to be of equal length (i.e., the same
number of input variables). An appropriate number of clusters
should be determined based on the adopted cluster validity
method. The internal criteria-based method was chosen to
evaluate the appropriate number of clusters (between 2 and 10)
in our analysis. At the conclusion of the clustering, each cluster
centroid was viewed as a representative pattern of each cluster.
Therefore, clustering helped to summarise the behaviour pat-
terns shown by both groups red agents in different conditions,
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Fig. 9. Trajectories shown by the blue agent and human for different combi-
nations of information and deception in the known-unknown scenario. Both x-y
axes in all inset graphs are in the range [0, 600].

whereby the characteristics of the time series were taken into
consideration.

IV. RESULTS

For the t-test, the significance level was set to be 0.05
(α = 0.05) to investigate the difference in terms of scores and
reaction time in both scenarios. The rest of this section details
the different findings.

A. Trajectory Visualisation

Figs. 9 and 10 show the trajectories across different ex-
perimental configurations for the same human red player in
the known-unknown and known-known scenarios, respectively.
Meanwhile, Figs. 11 and 12 show the trajectories of the neuro-
evolutionary red agent for the same starting conditions (same
seeded runs) in both scenarios. In these figures, the quality of
information is shown to deteriorate as we move from left to
right, while the deception level is shown to increase as we move
from top to bottom.

The trajectories shown in Figs. 9 and 10 can be viewed as
a good representation of the common trajectories of the 34
human players. This is because most human manoeuvring pat-
terns in both scenarios look similar, consisting of a combination
of simple curve and straight-line trajectories across different
configurations. Human players seemed to adopt only a single

Fig. 10. Trajectories shown by the blue agent and human for different com-
binations of information and deception in the known-known scenario. Both x-y
axes in all inset graphs are in the range [0, 600].

strategy, regardless of information accuracy and deception. This
finding could be closely related to personal perception and self-
perception concepts used in social cognition, whereby aspects
of perception may influence the mental states of humans during
their interaction with different environments [42]. Humans tend
to adapt to different environments by relying on the knowledge
represented in their memories. How human participants react in
the games is related closely to how humans perceive the inter-
action between a cat and a rat in the real world, whereby we
always observe that a rat runs in the opposite direction whenever
it encounters a cat. It seems that humans relied on these stored
experiences and retrieved them to display similar behaviours to
those they had observed in the real world.

Since the neuro–evolutionary-based agents played 10 simu-
lated runs or games, repeated 30 times with different seeds for
each configuration, there were 30 × 10 = 300 action sequences.
The performances of the neuro–evolutionary-based agents were
different across trials, however, it was impossible to display all
300 action sequences in a graph. Therefore, only a few inter-
esting patterns (those with action sequences that differed from
those of human-based agents.) were selected across trials for
display but some of the patterns were found repeatedly in dif-
ferent trials.

Unlike human agents, the neuro-evolutionary red agents’
strategies showed more variation under different combinations
of intelligence and deception. The sample trajectories presented
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Fig. 11. Trajectories shown by the blue and neuro–evolutionary red agents
for different combinations of information and deception in the known-unknown
scenario. Both x-y axes in all inset graphs are in the range [0, 600].

in Figs. 11 and 12 show more complicated and interesting
patterns than do the human trajectories. Simple visual inspec-
tions seem to indicate that the neuro-evolutionary red changed
its strategies in response to the combinations of intelligence
and deception. The neuro-evolutionary red showed similar
manoeuvring patterns across different levels of deception in
both scenarios when the blue agent received frequent and
accurate information. The manoeuvring patterns followed
simple curve and straight line trajectories. As the frequency and
quality of received information changed from being accurate
and frequent to noisy and infrequent, we can see that most of
the trajectories became more curvy, implying a tendency to
correct actions in the presence of noise. The most interesting
behaviours seemed to emerge in the extreme situation of
infrequent and noisy information, where most of the trajec-
tories took circular spiral shapes with what appeared to be a
chaotic motion.

In summary, the red agent using neuro–evolution appeared
to be more diverse in adopting strategies to avoid the blue
agent compared with the human players. Further, the diver-
sity of the neuro-evolutionary red agent increased with the in-
crease of information deterioration and deception. These inter-
esting trajectories could indicate that the neuro-evolutionary
red agent was actually projecting where it thought blue
thought red was, based on the observations of the blue agent’s
movements.

Fig. 12. Trajectories shown by the blue and neuro–evolutionary red agents
for different combinations of information and deception in the known-known
scenario. Both x-y axes in all inset graphs are in the range [0, 600].

B. Action Frequency Distribution

The supplementary materials presented in Appendix A pro-
vide a detailed analysis of the frequency distribution of both
human and machine actions in both experimental scenarios.

This study has demonstrated that humans were not influenced
by the extra information provided about blue’s perception in the
known-known scenario. Moreover, evidence exists to indicate
that human players repeated the experience every time without
transfer of knowledge from one game to another. This is fur-
ther supported by an analysis of the time-to-decision (which is
equivalent in our experimental setup to reaction time) showing
no difference between the two scenarios; which further indi-
cates that humans did not process the extra information provided
about blue’s perception.

The neuro-evolutionary-based agents consistently performed
better than humans. Unlike the humans, the neuro-evolutionary-
based red agent specialised through knowledge transfer from
one generation to another during evolution.

C. Sub-Sequence Similarity Analysis

The cluster validity indices were used to determine an appro-
priate number of clusters when clustering the sub-sequences of
both agents. The number of clusters determined the possible
homogeneous groups that the underlying data points belonged
to. With respect to our research, the number of clusters
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Fig. 13. Cluster validity indices for the action sub-sequence data set for hu-
mans in the known-unknown scenario. (a) Silhoutte Index. (b) Davies-Bouldin
Index. (c) Calinski-Harabasz Index. (d) Dunn Index.

TABLE IV
RANKING OF NUMBER OF CLUSTERS BASED ON CLUSTER VALIDITY INDICES

FOR HUMANS IN THE Known-Unknown SCENARIO

Index Number of clusters

2 3 4 5 6 7 8 9 10

Silhoutte 1 7 2 8 3 5 9 6 4
Davis-Bouldin 8 6 1 7 9 4 3 5 2
Calinski-Harabasz 1 4 2 5 3 6 9 7 8
Dunn 2 3 1 4 5 6 7 8 9
Average 3.00 5.00 1.50 6.00 5.00 5.25 7.00 6.50 5.75

determined the possible types of behaviours that the agents
show. For example, two clusters meant that the action sequences
would be categorised into two main groups, in which each
centroid of the group represented the behaviour type. Action
sequences that belonged to the same group could be considered
as similar behaviours to those from another group. The results
show the same number of clusters in all scenarios except the
known-unknown scenario involving the neuro-evolutionary red
agent, whereby there was a disagreement in determining the
number of clusters. For example, Fig. 13 illustrates that the
Silhoutte and Calinski-Harabasz indices recommended two
clusters, the Dunn index suggested four clusters and the Davis-
Bouldin index suggested four clusters for the case of involving
humans in the known-unknown scenario. To resolve this dis-
agreement, where the cluster validity indices showed different
preferences for the number of clusters, we ranked the clusters.

The ranking procedure worked such that a lower rank was
given to the cluster size associated with better indices and vice
versa. After that, the appropriate number of clusters was deter-
mined based on the average rank, as shown in Table IV. The

TABLE V
NUMBER OF CLUSTERS BASED ON THE CLUSTER VALIDITY INDICES

Red Scenario Number of Clusters

Humans Known-Unknown 2
known-known 4

Neuro–evolution Known-Unknown 2
known-known 2

Fig. 14. Vr r e l b and ΔVr r e l b for the action sequences for the human and
neuro–evolutionary red agents. (a) The humans. (b) The neuro.evolutionary red
agent.

results in Table IV suggest that the appropriate number of clus-
ters is four with an average ranking value of 1.50 for humans
in the known-unknown scenario. The cluster validity indices for
the remaining experiments are summarised in Table V.

Based on the number of clusters shown in Table V, the FCM
clustering method was applied to the data set built from the
velocity or acceleration features of sub-sequences. For ease of
visualisation, the cluster centroid values for both velocity and
acceleration features are shown in Fig. 14(a) for the human red
agents and Fig. 14(b) for the neuro-evolutionary red agents.

As shown in Fig. 14(a), it is surprising to observe that only
a single strategy was adopted by the humans in both scenar-
ios. Even though the cluster validity indices indicated four and
two strategies in the known-unknown and known-known sce-
narios respectively, the strategies overlapped with each other,
that is, Sm1, ku − Sm4, ku in the known-unknown scenario and
Sm1, kk − Sm2, kk in the known-known scenario. The difference
between the strategies of both scenarios rests in ΔVr rel b , but
the difference is marginal. For the neuro-evolutionary–based
red agent, its action sequences in both scenarios can be cat-
egorised into two obvious strategies as shown in Fig. 14(b),
that is, Sc1, ku − Sc2, ku in the known-unknown scenario and
Sc1, kk − Sc2, kk in the known-known scenario.

For each game configuration, there were 300 sub-sequences
built from the velocity or acceleration features of the neuro-
evolutionary-based reds, and 68 sub-sequences from the
velocity or acceleration of the human reds. This makes direct
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TABLE VI
THE PERCENTAGE OF TRAJECTORIES IN THE Known-Known AND

Known-Unknown SCENARIO THAT FALL WITHIN EACH CLUSTER

Configuration known-known known-unknown

NI α ( t ) ND ζ ( t ) Cluster 1 Cluster 2 Cluster 1 Cluster 2

1 0 2.7 97.3 2.0 98.0
5 U (−15◦, 15◦) 4.0 96.0 4.3 95.7

1 0 5 U (−30◦, 30◦) 5.7 94.3 4.3 95.7
10 U (−15◦, 15◦) 4.0 96.0 6.7 93.3
10 U (−30◦, 30◦) 6.0 94.0 6.0 94.0
1 0 3.7 96.3 8.0 92.0
5 U (−15◦, 15◦) 5.3 94.7 3.7 96.3

1 U (0, 20) 5 U (−30◦, 30◦) 3.0 97.0 7.7 92.3
10 U (−15◦, 15◦) 5.7 94.3 3.7 96.3
10 U (−30◦, 30◦) 6.0 94.0 3.3 96.7
1 0 71.3 28.7 66.0 34.0
5 U (−15◦, 15◦) 78.0 22.0 53.0 47.0

10 0 5 U (−30◦, 30◦) 72.3 27.7 59.7 40.3
10 U (−15◦, 15◦) 72.0 28.0 78.0 22.0
10 U (−30◦, 30◦) 61.0 39.0 81.7 18.3
1 0 55.0 45.0 50.0 50.0
5 U (−15◦, 15◦) 58.0 42.0 60.7 39.3

10 U (0, 20) 5 U (−30◦, 30◦) 47.7 52.3 63.7 36.3
10 U (−15◦, 15◦) 61.0 39.0 56.3 43.7
10 U (−30◦, 30◦) 249.0 51.0 48.3 51.7

comparison difficult. Therefore, the sub-sequences of both
neuro-evolutionary-based and human reds were categorised
into a number of representative groups (or clusters). The centers
of the formed clusters became the representative clusters. A
comparison was then made between the cluster centroid of the
neuro-evolutionary-based and human reds, as shown in Table V.

By scrutinising Fig. 14(a) and (b), one can observe that the
evolved agents have two cluster centroids, while the cluster
centroid for humans fell mostly in between these two cluster
centroids of the evolved agents. We recognised that the neuro-
evolutionary–based red agents were trained with different con-
figurations. We therefore investigated whether the diversity of
strategies was caused by the training regime, or whether it was
an inherent characteristic of neural-based training.

To answer the above question, we calculated the percentage of
trajectories from each configuration that existed in each cluster,
as shown in Table VI.

One can distil two important observations from Table VI.
First, the majority of the generated trajectories when informa-
tion on blue was frequent belonged to Cluster 2. In fact, the
composition of Clusters 1 and 2 in this case did not seem to dif-
fer between the known-known and known-unknown scenarios.

This situation changed when information on blue was infre-
quent. In this particular case, when noise in the communication
channel was absent and the frequency of red’s deceptive ac-
tions was low, the two clusters shared the generated trajectories
in the known-unknown scenario almost equally, while Cluster
1 hosted most of the trajectories in the known-known scenario.
In the remaining cases, the trajectories in both scenarios tended
towards falling into Cluster 1.

The above discussion reveals that diversity in trajectories
exists regardless of the training configuration adopted. Never-
theless, the distribution of these trajectories can be different

TABLE VII
THE RESULTS OF t-TEST FOR THE MEAN SCORES BETWEEN STRATEGIES 1 AND

2 IN THE Known-Unknown AND Known-Known SCENARIOS FOR CRT

Scenario Hypotheses df t-value p-value Reject H0

known-unknown H0 : μs 1 , k u ≥ μs 2 , k u 5998 −10.436 0.00 Yes
H1 : μs 1 , k u < μs 2 , k u

known-known H0 : μs 1 , k k ≥ μs 2 , k k 5998 −15.604 0.00 Yes
H1 : μs 1 , k k < μs 2 , k k

TABLE VIII
SCORES AND FREQUENCIES FOR STRATEGIES 1 AND 2 IN THE Known-Unknown

AND Known-Known SCENARIOS FOR CRT

Strategy known-unknown known-known

Score, μ ± σ Frequency Score, μ ± σ Frequency

Strategy 1 93.2 ± 20.5 2001 (33.4%) 90.3 ± 24.1 2014 (33.6%)
Strategy 2 97.3 ± 9.8 3999 (66.6%) 97.2 ± 9.9 3986 (66.4%)

and is primarily affected by information on blue. This raises a
second question: could neuro-evolutionary-based reds trained
using frequent information on blue with no deception survive
the harsh environment of less frequent information about blue
and high deception? If, indeed, diversity exists in each training
configuration, then the answer to this question should be ‘yes’.
We will answer this question in Section IV-D.

To investigate the difference in scores among these strategies,
a t-test was carried out with α = 0.05 to evaluate the null hy-
pothesis that the samples in one of the strategies have greater
or equal means compared with the other strategy. The mean
scores for strategies 1 and 2 in the known-unknown scenarios
were denoted as μs1,ku and μs2,ku , while they were denoted
as μs1,kk and μs2,kk in the known-known scenario. The results
of the t-test are shown in Table VII. The scores for Strategy
1 were significantly lower than those of Strategy 2. However,
the scores for both strategies are still high, with both means ex-
ceeding 90%. In addition, the results in Table VIII demonstrate
that the frequency of the better strategy (Strategy 2) was higher
than Strategy 1. In general, most of the strategies generated by
evolution are considered good.

The sub-sequence similarity analysis suggests that strategies
for humans and machines were quite different from each other.
Even though both forms of red agents were exposed to the same
task, their behaviours were different and their action preferences
were influenced differently by information and deception.

D. Different Train and Test Configurations

Even though our experiment focused on a comparison be-
tween human and machine behaviours in the same adversarial
environment, we thought it would be interesting to compare the
red agent trained under good quality, non-deceptive informa-
tion and then tested under highly noisy, highly deceptive infor-
mation. Therefore, the configuration was repeated by using 30
different seeds. The red was able to evade being captured most
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TABLE IX
SCORES AND FREQUENCY OF SURVIVAL OBTAINED BY THE red AGENT WHEN

TRAINED UNDER GOOD QUALITY, NON-DECEPTIVE INFORMATION, AND

TESTED UNDER HIGHLY NOISY, HIGHLY DECEPTIVE INFORMATION

Scenario Score (μ ± σ ) Survival Frequency Non-Survival Frequency

known-unknown 98.72 ± 8.69 293 (97.7%) 7 (2.3%)
known-known 97.58 ± 12.08 288 (96.0%) 12 (4.0%)

of the time, as shown by the high scores and survival frequencies
of the red agent in Table IX.

V. CONCLUSION

This paper has presented a study focused on understanding
the behaviours of humans and artificial agents through the lens
of CRT. A CRT-based framework was used to measure, analyse
and compare the behaviours of humans and machines. The study
reveals that humans tend to behave in a similar manner and,
when focusing on a task, they miss information that is readily
available to them, perhaps because of perceptual load.

Extrapolating from our findings, strategies evolved by com-
puters could complement humans’ evolved strategies. The study
has demonstrated that the strategies evolved by AI are diverse
and do not resemble humans’ strategies. This offers an op-
portunity to complement human strategies with those diverse
AI-based strategies.

The implication of our research is that it is possible that
human-only RT exercises do not consider these diverse AI-
based strategies, causing an internal threat to the effectiveness
of the exercise. The findings suggest that humans may ignore
useful information under tight time constraints and high per-
ceptual loads. The results suggest that a combination of humans
and machines could possibly develop better strategies. In other
words, the behaviour of the machine could augment human ac-
tions with different types of strategies from those exhibited by
the human. Therefore, it is important to continue to charac-
terise human and machine behaviours, to evaluate the pros and
cons, and to design strategies for humans and machines to work
together symbiotically.
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