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Abstract—X-ray imaging is a widely used imaging modality in
the medical diagnostic field due to its availability, low cost, high
spatial resolution, and fast image acquisition. X-ray photons in
standard X-ray sources are polychromatic. Detectors that allow
to extract the “color” information of the individual X-rays can
lead to contrast enhancement, improved material identification
or reduction of beam hardening artifacts at the system level,
if we compare them with the widely spread energy integrat-
ing detectors. Today, in the field of computed tomography (CT),
prototypes of clinical grade systems based on spectral photon
counting detectors are currently available for clinical research
from different companies. One of the key system components
in that development is the X-ray photon detector. This article
reviews the photon detection hardware, from the conversion of
X-rays into electrical signals to the pulse processing electron-
ics. A review of available photon counting application specific
integrated circuits (ASICs) for spectroscopic X-ray imaging is
presented with emphasis on the CT medical imaging application.

Index Terms—Application specific integrated circuits (ASICs),
hybrid pixel detector, sensors.

I. INTRODUCTION

X -RAYS have been used in the field of medicine since
their discovery by Röntgen in 1895. They are helping

radiologists and physicians to detect and characterize disease
processes. Transmitted and detected X-ray beams generate
a snapshot projection image, a series of projection images,
or cross sectional tomographic images [1]. Developments in
these techniques aim to improve the image quality and/or to
reduce the required radiation dose to the patients. This can be
achieved by improving the protocols, improving the hardware,
and/or improving image reconstruction algorithms. Improving
protocols involves optimizing the spectrum of the X-ray source

Manuscript received February 15, 2020; revised May 9, 2020; accepted
June 14, 2020. Date of publication June 16, 2020; date of current version
July 2, 2021. (Corresponding author: R. Ballabriga.)

R. Ballabriga, J. Alozy, M. Campbell, N. Egidos, J. M. Fernandez-Tenllado,
I. Kremastiotis, X. Llopart, B. J. Madsen, V. Sriskaran, and L. Tlustos are with
Experimental Physics Department, CERN, 1211 Meyrin, Switzerland (e-mail:
rafael.ballabriga@cern.ch).

F. N. Bandi is with CNM-IMSE, Parque Científico y Tecnológico Cartuja,
41092 Sevilla, Spain.

E. H. M. Heijne is with Experimental Physics Department, CERN,
1211 Meyrin, Switzerland, and also with IEAP CTU Prague, 110 00 Prague,
Czech Republic.

D. Pennicard is with the Photon Science Detectors Group, DESY, 22607
Hamburg, Germany.

Color versions of one or more figures in this article are available at
https://doi.org/10.1109/TRPMS.2020.3002949.

Digital Object Identifier 10.1109/TRPMS.2020.3002949

for a given imaging task. Improving the hardware refers to
optimizations in the X-ray generation and detection systems
that allow to maximize the content of information from the
X-ray beam impinging on the detector. This in turn leads to
images optimized for the task. Improving algorithms involves
processing the data from the detectors to reconstruct images
maximizing the signal-to-noise ratio (SNR), for example. This
article focuses on the detector optimization with emphasis on
computed tomography (CT). Section II presents a classifi-
cation of X-ray detectors depending on the type of photon
conversion and on the approach taken to the processing of
the detector signal. A summary of the status of energy sensi-
tive photon counting detectors (PCDs) in CT is provided and
the first results obtained with the technology are presented.
Section III explains the physical processes in the sensor mate-
rial and the imperfections in the readout electronics which
limit the theoretical performance of photon counting tech-
nology. Section IV presents a review of readout application
specific integrated circuits (ASICs) with photon counting sig-
nal processing. Section V focuses on aspects on the integration
of the ASICs in a detector system and Section VI on the
signal processing chain. Finally, a summary and conclusions
(Section VII) is given.

II. DETECTORS FOR X-RAY IMAGING

X-ray detectors can be classified depending on how the
signal of an X-ray photon is converted into an electrical sig-
nal. Detectors are classified into indirect and direct detection
systems. In indirect detection systems the conversion of the
X-ray photon into an electrical signal is done in two sequen-
tial processes: First the X-ray is converted into visible light
by means of a segmented scintillator material. The individ-
ual scintillator pixels may be separated by a thin layer of
septa to suppress optical crosstalk between adjacent elements.
The amount of light generated is proportional to the energy
of the incoming photon. Second, the light is detected and
converted into an electrical signal in a segmented readout
electronics containing photodiodes. The indirect conversion
principle is shown in the drawing in Fig. 1(left).

In direct detection systems the X-ray photon deposits its
energy, directly liberating electrical charges that drift to the
collection electrodes under the influence of an electric field.
The movement of the charges in the material induces an elec-
trical current in the electrodes. For the X-ray energies used in
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Fig. 1. Simplified scheme for the principle of operation of indirect
detection (left) versus direct detection (right). (Plots not to scale.)

Fig. 2. Illustration of the operation of energy integrating (central plot) and
pulse processing (bottom plot). The output of the analog electronics (before
digitization) is shown. The impulses in the top plot illustrate the time of arrival
of five photons to the detector. The amplitude of the impulses represents their
energies (in arbitrary units). Photons 4 and 5 suffer from pile up in the pulse
processing operation.

medical applications, each impinging photon releases a charge
of between 4000 and 25 000 electrons in a CdTe semicon-
ductor detector. The signal induced in the detector is highly
reproducible. In an indirect conversion system the detected
electrical signal is in the range from 100 to 1000 electrons
depending on the scintillator characteristics. The concepts of
indirect and direct conversion are illustrated in Fig. 1.

Another possible classification of X-ray detectors can be
made depending on the type of signal processing architecture
implemented in the readout electronics. In integrating systems,
the signal deposited in the detector by the incoming photons
is integrated over a given time exposure. The integral signal
processing is illustrated in Fig. 2 (center plot). The integration
process means that the information contained in the energy
of the individual photon is lost. In integrating systems each

photon contributes to the total signal with a weighting fac-
tor that is proportional to its energy. Higher energy photons
thus contribute more to the signal than the lower energy ones.
Moreover, noise sources such as dark current are included in
the integral. This limits the SNR and the dynamic range of the
system. The advantage of the integrating approach is the fact
that the system can process photon events that arrive very close
in time without degrading its functionality obtaining a linear
response even at high fluxes.

In contrast to this approach, a quantum imaging system,
also called pulse processing system or photon counting system,
implements a readout architecture whereby the signal of each
single X-ray photon is processed individually. The architec-
ture usually consists of a charge sensitive amplifier (CSA) with
pulse shaping followed by a group of discriminators and coun-
ters. When the signal deposited by a photon in the sensor is
processed, a pulse develops at the output of the amplifier. The
amplitude of this pulse is proportional to the detected charge.
The discriminators compare this amplitude with a number of
energy thresholds. A counter associated to an energy bin is
incremented if the detected photon energy falls within this bin.

A signal is attributed to a photon only when it exceeds
a threshold that is set above the intrinsic system noise and,
in the ideal system, each converted photon is assigned to
only one pixel [2]. This leads to suppression of false hits due
to random electronics noise. As a consequence, the photon
counting architecture permits the possibility of long acquisi-
tion time measurements with full electronics noise rejection. In
this type of system, the impact of the random electronics noise
is on the degradation of the energy resolution. Even though the
energy threshold can guarantee full electronics noise rejection,
its value may also cause a loss of detection efficiency, the loss
increasing with the threshold level. The system has a perfect
linear behavior over the entire dynamic range as long as the
counter depth is sufficient and pulse pile up is avoided.

The operation of a readout channel in a pulse processing
system is shown in Fig. 2 (bottom plot). The processing of the
signal of a single photon by an electronic circuit with multiple
energy thresholds leads to the possibility to acquire X-ray
images whereby different sections of the incoming spectrum
are sampled simultaneously. This is usually called spectral
X-ray imaging.

One of the limitations of pulse processing systems, as can
be seen in Fig. 2 (photon events 4 and 5) is the requirement
of a minimum time between two consecutive photons to avoid
their signals to overlap (which leads to a distortion in the
measurement of the total number of detected photons and in
their energies).

Most systems deployed today in medical X-ray imaging
are indirect detection systems processed by integrating signal
processing electronics. These are commonly known as energy
integrating detectors (EIDs).

Dierickx et al. [3], [4] have investigated the approach of
indirect detection systems read out by single pulse processing
electronics.

There are also systems combining direct conversion with
integrating signal processing. Detectors based on a-Se are
commercially available and clinically used. The thickness of
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the converter material is between 200 and 500 μm depend-
ing on the application. Each detector element has a capacitor
which accumulates and stores the signal of the electrical
charge and a thin film transistor (TFT) which serves as
a switch. The readout of the charge in the capacitors is done
on a row-by-row basis by closing the switch and sending
the stored charge to a charge amplifier [5]. Figueras et al. [6]
presented a prototype chip with 70-μm pixels bonded to
a semiconductor detector material with charge integrating
processing. This development is aimed at mammography.
Dinapoli et al. [7] described a semiconductor readout ASIC
with 25-μm pixel pitch for X-ray free electron laser (XFEL)
applications in which a signal of up to ∼104 photons can
be simultaneously deposited on a single pixel within some
femtoseconds.

There are two approaches to implement a PCD with direct
detection [8]. The first approach is the hybrid pixel detector
whereby each of the channels in a 2-D matrix of semiconduc-
tor sensor elements is connected to its own pulse processing
circuit in a readout ASIC. The pixel pitch of the sensor ele-
ment corresponds to the pitch of the readout channels in the
ASIC. The connection is usually done with a fine-pitch flip-
chip direct physical interconnection. The second approach is
to read out the sensor elements by a dedicated ASIC whereby
the pitch of the sensor pixel does not necessarily match the
dimensions of the readout channel. The connection is done by
means of an interposer or through the metal traces in a printed
circuit board (PCB).

As already described above PCDs allow the allocation of
photons from a polychromatic source into a plurality of energy
bins. To optimize the image contrast-to-noise ratio (CNR), the
largest weights can be applied to photons in the lower energy
bins in which the contrast between tissues is highest [9].
PCDs also permit the identification of K-edges in contrast
agents [1] enabling material identification without the need
of kVp switching.

Today pulse-processing photon counting technology is avail-
able in different commercial products for medical imaging.
The Lunar iDXA from GE is used in the medical environment
for bone and metabolic health assessment. It contains a CdTe
sensor read out by a pulse processing readout circuit [10].
Silicon strip detectors in an edge-on configuration are used in
mammography [11].

In the past decade, there have been various developments
to bring the photon counting technology to the field of CT.
These developments cover many different areas, from sen-
sor development, readout ASICs and image reconstruction
algorithms [12].

A. Status of PCDs in Computed Tomography

Table I summarizes the main published developments going
on in the field of PCDs in CT.

GE presented in [13] a study performed at the Rabin
Medical Center in Israel. The system consisted of a VCT mul-
tislice system (LightSpeed VCT, GE, Milwaukee) assembled
with DxRay’s first generation PCD detector module [14]–[16].
The readout ASIC had been designed at CERN [17].

TABLE I
SUMMARY OF PCD PROJECTS IN THE FIELD OF CT

GE is currently collaborating with Stanford University,
Rensselaer Polytechnic Institute (RPI) and University of
Massachusetts Lowell on the research project high dose-
efficiency CT. Detector modules have been integrated into
a CT table-top system at RPI [18].

MARS bio imaging (MBI) are collaborating with several
universities in New Zealand (Canterbury, Otago, Lincoln,
and Auckland), international research centers and com-
mercial partners [19] to demonstrate applications of the
PCD technology. Recent examples include quantifying tar-
geted nanoparticles in bone microfractures [20], identify-
ing suspected hemorrhage in atheroma [21], and differ-
entiating crystals by chemical composition in gout [22].
First preclinical trials are ongoing [23]. They have installed
Medipix3 readout chips connected to CZT converters in their
scanners [24].

Philips presented in 2008 material separation studies
with a preclinical spectral CT scanner equipped with
a single line 1024-pixel CdTe detector with 6 energy
thresholds [25]. Currently, Philips have developed a preclin-
ical SPCCT prototype scanner (Philips Healthcare, Haifa,
Israel) based on a clinical CT system (iCT, Philips Healthcare,
Best, The Netherlands). The scanner is installed in Lyon,
France [26]–[28] and has been recently upgraded to a 50 cm
field-of-view scanner for human imaging. Philips are develop-
ing the ChromAIX family of hybrid pixel detector chips for
the readout of CZT sensors [29], [30].

Prismatic Sensors is a company from Sweden that develops
sensors for medical imaging based on silicon strip detectors.
A feasibility study for this detector technology in CT was
presented in [31]. Measurements with the silicon strip detec-
tors have been performed in a Philips iCT gantry [32], [33].
A readout chip was developed for the readout of the strip
segments [34].

Siemens built a research system based on the platform of
a dual-source CT system. One source was coupled to an
EID and the other to a photon-counting detector. There are
prototype human-size scanners installed at the Mayo Clinic,
National Institutes of Health and, Forchheim [35]. Siemens
have developed different ASICs targeted to the CT application:
the Actina chip developed in collaboration with CEA [36] and
the MC1 [37].
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B. First Results

The tests with PCDs in the CT application have shown
that the technology allows to optimize the CNR compared to
energy integrating detectors [9]. Energy weighting, i.e., apply-
ing larger (optimal) weights to photons in lower energies,
becomes possible with PCDs.

Measurements in head CT scans presented by
Pourmorteza et al. [38] have shown SNR of PCDs to be
∼20% higher than that of EIDs and up to a 30% improvement
in gray matter-white matter CNR in noncontrast brain scans.

A reduction in image noise ∼20% for the application of lung
nodule detection in chest CT has also been shown in [39].

Spatial resolution is typically also improved in PCDs com-
pared to the ∼1-mm pitch EIDs. The availability of energy
information allows to minimize beam hardening artifacts.
The spatial resolution improvement and the minimization of
beam hardening artifacts allows to accurately image metallic
stents [40], [41].

Spectral photon counting CT has the potential for quan-
titative K-edge imaging, which has been demonstrated in
both phantom and in vivo studies [42], [43]. With its poten-
tial to differentiate multiple contrast agents [42], photon
counting CT will likely enable novel clinical applications,
such as dual-contrast multiphase liver imaging within a sin-
gle scan [44], differentiation between gadolinium enhanced
polyps and iodine-tagged fecal material [27], and the visual-
ization of the distribution of gold and iodine contrast media in
different organs [45].

III. RADIATION DETECTION PRINCIPLES FOR PCDS

PCDs operate as solid-state ionization chambers. An X-ray
photon that arrives at the detector has some probability to inter-
act with it and deposit its energy (or a fraction of it) in the
material volume. This probability is determined by the absorp-
tion efficiency. For typical photon energies used in medical
X-ray imaging, there are two main interaction mechanisms:
1) the photoelectric effect and 2) Compton scattering.

In the case of the photoelectric effect, the photon ionizes an
atom in the material from which an electron is ejected. This
electron is usually called a photoelectron. The photoelectron
interacts with the electrons in the surrounding detector atoms
by means of inelastic Coulomb interactions moving them from
the valence band to the conduction band, i.e., making them free
to move in the material. The atom from which the photoelec-
tron is ejected becomes in an excited state and it de-excites
by ejecting either 1) a fluorescence photon or 2) an Auger
Electron. When a fluorescence photon is emitted, it will leave
the initial impact atom and may travel some distance away
before depositing its energy or will even leave the material.
When an Auger electron is emitted, it will interact with the
electrons in the surrounding atoms by the same interaction
mechanisms as the primary photoelectron.

In the case of Compton scattering, the incoming photon
scatters inelastically transferring a fraction of its energy to an
electron in the material. As in the case of fluorescence, the
Compton scattered photon will deposit its remaining energy
some distance away from the initial interaction point.

The deposition of energy from fluorescence and Compton
scattered photons at a physical location different from the ini-
tial impact point will degrade the image quality. Moreover, the
energy spectrum measured by a pixel will also be distorted
due to 1) an incomplete charge collection in the illuminated
pixel or 2) due to the crosstalk from signals in adjacent pixels
(the fluorescence photons or Compton scattered photons from
events taking place initially in neighboring pixels can be seen
as a cross-talk).

The extent of the impact of these effects in the measured
energy spectrum depends strongly on the converter selected
for the application and on the detector geometry. Silicon is
a low atomic number material (Z = 14 protons in the nucleus).
When a photoelectric event takes place, the probability to gen-
erate a fluorescence photon (i.e., the fluorescence yield) is very
small (∼4%) and the mean free path of these photons is rel-
atively small (∼12 μm) compared to available pixel sizes.
Cadmium Telluride is a compound semiconductor material
made of Cadmium and Tellurium (Z = 48 and 52, respec-
tively). The probability to generate fluorescence from photons
above the respective K-edges in a photoelectric interaction is
close to ∼85% for both materials and the mean free path for
the fluorescence photons is ∼110 and ∼60 μm for the Cd and
Te fluorescence photons, respectively. The high probability of
occurrence of these photons and the long distance they can
travel in the material without interacting means that they will
have an impact in the form of a distortion in the measured
pixel spectrum that has to be accounted for in the application
and/or the signal processing.

In silicon, Compton scattering becomes the dominant
interaction mechanism above ∼57 keV. In CdTe, on the other
hand, the photoelectric effect is the dominant mechanism up
to ∼265 keV [8].

If all the deposited energy of the incoming photon is
contained in the detector volume, the number of electron-
hole pairs generated by ionization (n) is proportional to the
deposited energy by the photon (Eph) and it depends on the
detector material [i.e., n = Eph/ε where ε is the average energy
to create an electron-hole pair, i.e., to move an electron from
the valence to the conduction band, leaving a hole (vacancy)
in the valence band]. (ε is larger than the semiconductor
bandgap because energy is lost in other processes, e.g., lattice
excitations).

An electric field applied to the material makes the free
charge carriers drift toward the collection electrodes induc-
ing a charge on them. The variation of this induced charge
with time as the charge carriers move toward the electrodes
results in an electrical current.

The induced current in the detector electrodes is calculated
with the Shockley-Ramo theorem

i(t) = q−→v · −→
Ew (1)

where q is the charge of the carrier, v is its drift velocity and
Ew is the weighting field

−→v = μ
−→
Ed (2)

where μ is the carrier mobility and Ed is the drift field.
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Fig. 3. Illustration of the calculation of the weighting potential for two different values of the pixel pitch to sensor thickness 0.055 (top plots) and 0.25
(bottom plots). The center plots correspond to the weighting potential along a path perpendicular to the plane of the pixel electrodes and centered in the pixel.
The plots in the right correspond to the weighting potential along a path perpendicular to the plane of the pixel electrodes and centered in the center of the
adjacent closest pixel.

The weighting field is defined as a potential that would
exist in the detector with the electrode under study biased at
unit potential while all other electrodes are at zero potential.
The weighting field determines how a moving charge couples
electrostatically to a specific terminal.

The induced charge is

Q = −q�Vw = −q
[
Vw

(
xf

) − Vw(xi)
]

(3)

where �Vw is the difference in the weighting potential from
the end of the path (the point in space where the carrier is
collected) minus the origin (the point where the carrier is
originated).

Fig. 3 illustrates the calculation of the induced charge for
two different ratios of pixel pitch to sensor thickness. The
top plot shows the case for a finely segmented detector with
a pixel pitch to sensor thickness of 0.055 (that would be
representative of a 2-mm CdTe sensor connected to a read-
out chip with 110-μm pixel pitch). The bottom plot shows
a pixel pitch to sensor thickness of 0.25 (that would be rep-
resentative of a 2-mm CdTe coupled to a readout chip with
500-μm pixels). The simulation was done from basic princi-
ples using the equations for the weighting potential presented
in [46].

In the figure (left plots) the reader can see the weighting
potential for a pixel with its center at x = 0. The gradient
of the weighting potential is the weighting field (this is illus-
trated with red arrows). The weighting potential for the path of
a charge carrier along the pixel center is shown in the center

plots. By comparing the top (pitch/thickness = 0.055) with
the bottom (pitch/thickness = 0.25) central plots, the reader
can observe that, the gradient of the weighting potential in the
vicinity of the pixel electrode is larger the smaller the pixel is
with respect to the sensor thickness. From the central plots the
reader can also infer (and quantify) that if a particle deposits
its energy at a depth equidistant from the anode and the cath-
ode (i.e., at z = 0.5) and the sensor is configured to collect
electrons, the movement of the holes will contribute to ∼2.7%
and ∼13% of the signal for the smaller and larger pixel pitch to
sensor thickness, respectively. For the first case the electron
drift contributes to 97.3% of the signal whereas in the sec-
ond case (larger pitch) the electrons contribute to 87% of the
induced charge. By making the pixel pitch to sensor thickness
smaller, the contribution to the induced charge of the carrier
that drifts toward the collection electrode is enhanced. This is
known as the small pixel effect [47] and has also implications
in the shape of the current pulse time-waveform at the input
terminals of the readout electronics. Moreover, in the case
of having very small pixels with respect to the sensor thick-
ness, the gradient increases very close to the electrodes and as
a consequence the induced current pulse is very short. For the
same thickness, if the pixel pitch is larger, the induced current
pulse is wider. If the amplifier’s integration time is shorter
than the time it takes for the induced charge to develop in
the electrodes, then there is a loss of signal amplitude at the
amplifier output due to incomplete charge collection. This is
called ballistic deficit.
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TABLE II
PHYSICAL PROPERTIES OF SEMICONDUCTORS USED AS RADIATION DETECTORS AT T = 25 ◦C

In the plots in the right of Fig. 3, the weighting field along
the path of a charge carrier in the center of the closest adjacent
pixel is shown. Since the weighting potential is zero at both
extremes, the total induced charge of the electrons and holes
cancels. However, during the time the carriers drift toward
the electrodes, a transient current signal will develop in the
pixel input electrodes. This is illustrated in the bottom-left
and bottom-right plots. If a photon deposits its energy in the
center of the neighbor pixel, the current, i.e., the scalar product
of the drift velocity by the weighting field, will change sign
as the charge approaches the collection electrode (the change
in the sign is illustrated in Fig. 3 with a dashed vertical line in
the lower right plot). Therefore, the total induced charge in the
neighbor pixel is zero. However, if the amplifier in the pixel
is faster than the signal induction, a crosstalk signal may be
detected.

In detector materials, there is some density of electron and
hole trapping centers. Trapping leads to a loss of induced
charge in the collection electrodes because those carriers
which are trapped are prevented from contributing to the signal
formation in the readout electrodes. This effect can be impor-
tant in compound semiconductors or in radiation damaged Si
sensors. The trapping length (L) is the mean distance trav-
elled by the carrier before trapping or recombination. L = tμE
where t is the lifetime of the carrier, μ is the carrier mobility
and E is the electric field. The mobility lifetime product is
a key parameter describing the charge transport properties of
a semiconductor. If we consider the electric field is constant
inside the detector volume, E = V/t (V is the sensor bias volt-
age and t is the sensor thickness) and the probability that the
charge carrier recombines or is trapped is

Ploss = 1 − e−d/L (4)

where d is the distance for the carrier to travel to the detector
electrodes.

Table II shows the physical properties of semiconductors
typically used as radiation detectors. The values have been
compiled from different sources [48]–[51]. For the mt product
values in Table II for CdZnTe [50] (if E = 300 V/mm), the
trapping length (L) is 30 and 9 mm for electrons and holes,
respectively. When traveling 1 mm under the specified electric
field, 3.28% of the electrons will be lost due to trapping or
recombination whereas 10.5% of the holes will be lost when

Fig. 4. Percentage of charge deposited within a given radius in a CdTe
detector for a charge cloud traveling 2 mm, for different values of the electric
field strength (E = 250 V/mm and E = 500 V/mm).

traveling the same distance. To minimize the impact of charge
trapping, the designer can reduce the sensor thickness, increase
the electric field strength or use material with higher mobility.
The small pixel effect can also contribute to minimize the
effects of charge trapping by reducing the contribution in the
induced charge by the holes which are more susceptible to
trapping.

In addition to the movement of the charge carriers by drift,
there is also a movement by diffusion, which causes the
charge cloud to spread out as it travels toward the electrodes.
The charge density distribution shows a cross section with
a Gaussian distribution σ = sqrt(2Dt) where D is the diffu-
sion coefficient and t is the time it takes from the moment
the energy is deposited to the moment the charge carriers are
collected by the pixel electrodes.

The percentage of the charge that is collected within a given
radius R has the expression

Ploss = 1 − e− qR2E
4KTd (5)

where R is the radius of the charge cloud, E is the electric
field q is the elementary charge, K is the Boltzmann con-
stant, T is the temperature and d is the distance traveled by
the carriers. Fig. 4 shows the percentage of charge deposited
within a given radius for a 2-mm thick CdTe detector for two
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different values of the electric field. For example, in the case
of a 2-mm CdTe chip with an electric field of 250 V/mm,
90% of the charge generated shallow in the cathode will be
deposited within a region delimited by a radius of 62 μm in
the segmented anode (where the pixels collection electrodes
are located). In the case of a 500-V/mm electric field, 90% of
the charge is deposited within a radius of 44 μm. The extent
of the impact of the charge diffusion has to be put in context
with the dimensions of the pixels in a system.

When the photon interacts close to the edges or corners
between adjacent pixels, the total induced charge in the detect-
ing electronics is shared between those pixels. This is known
as charge sharing due to diffusion. Charge sharing effects
lead to distortion in the energy spectrum which is observed
as a low energy tail. The impact of the distortion increases
as the pixel pitch decreases with respect to the sensor thick-
ness. The amount of charge sharing that occurs is dependent
on the sensor bias voltage, as higher voltages imply shorter
drift times.

As mentioned in previous paragraphs, increasing the bias
voltage in the converter material has an impact on the signal
generation in the pixel readout electrodes. It helps minimiz-
ing the impact of charge trapping by faster signal induction
and minimizes the size of the charge cloud at the pixel elec-
trodes due to charge diffusion. However, the optimal bias
voltage for a real sensor depends on many parameters. As
the voltage is increased (in absolute value), the leakage cur-
rent increases and this leads to a degradation of the noise
performance which leads to a degraded energy resolution. The
extent of this degradation depends on the material and contact
type. Sensors with ohmic contacts have higher leakage current
increase with bias voltage with respect to sensors with block-
ing contacts. An excessive voltage can also lead to breakdown
effects in the material. These effects are dependent not only
on the bias voltage but also on the temperature and on the pro-
cessing of the contact surfaces. If defects (e.g., point defects
or grain boundaries) are present in the material, their behavior
can be voltage-dependent and therefore, the optimal voltage
for maximizing the sensor uniformity may be less than the
maximum.

In Table II, apart from the traditional materials typically
used as radiation detectors (Si [52], Ge [53], GaAs [54], [55],
CdTe [30], and CdZnTe [56]) the authors have also included
leaded halide perovskites, a material that is gaining some atten-
tion in the field of radiation detection [57], [58]. The reason is
the strong stopping power [the material contains Pb (Z = 82)]
and the fact that the crystal grows from a low cost solution.
The cost of the materials for manufacturing single crystals
is estimated by [59] to be less than 0.3 $/cm3. The spec-
trum of a 57Co source has been measured and a resolution
of 6.8% at 122 keV has been reported [51]. Although excel-
lent performance has been demonstrated for these materials in
solar cells, light emitting diodes and lasers, there are still out-
standing challenges before their commercialization, e.g., long
term stability of the crystal [59].

As already mentioned, the electronics circuit reading the sig-
nal from the sensor integrates the current signal on a capacitor,
and shapes it producing a pulse with an amplitude proportional

to the energy deposited by the photon in the pixel sen-
sor volume. This amplitude is compared to different energy
thresholds. The noise superimposed to the main signal from
a photon event was illustrated in Fig. 2. This random signal
is intrinsic to the electronics and has different origins [e.g.,
random thermal motion of charge carriers inside an electrical
conductor (thermal noise), random fluctuations when a car-
rier flows across a potential barrier (shot noise) or effects
of trapping/detrapping in the interfaces in MOS devices (1/f
noise)].

Due to the stochastic nature of the photon arrival times there
is some probability that two photons deposit their energy in
the detector very close in time and as a consequence, their
signals in the processing chain overlap. This is called pile-up
and, at high flux rates, results in the distortion in the pulse
amplitude measurement and in a subsequent loss of counts
(also known as dead time losses). Analytical models have been
presented for the dead time losses based on descriptions of the
functionality implemented in the pulse processing electronics.
The two models that are commonly used in the literature are
the paralyzable and the nonparalyzable detector modes [60].

In the case of a nonparalyzable system the photon events
arriving during the dead time of previous events are ignored
and have no effect in the measurement. In the case of a par-
alyzable system, an event happening during the dead time of
a first event is not accounted for in the total counts, and extends
the dead time of the detecting channel by another dead time
period (t) following the second occurrence. These represent
simplified models of the full processing chain. A more accu-
rate modeling of the front-end might be required to reproduce
the results of a particular signal processing chain. An example
is the semi-nonparalyzable model inferred in [61] to model the
behavior of the processing in the ASIC [34].

Methods have been developed based on the proper-
ties of detectors to compensate for pile-up effects in the
most demanding imaging modalities in terms of incoming
flux [62], [63].

IV. READOUT ASICS

A number of ASICs for the readout of semiconductor detec-
tors for spectroscopic X-ray imaging have been designed by
different groups. Some of the limiting factors intrinsic to
direct-conversion radiation detectors presented in the previous
sections have been addressed with ASIC implementations and
system level solutions.

Table III presents the design parameters of photon count-
ing hybrid pixel detector readout chips. The ASICs are sorted
according to pixel size. The table contains information about
different parameters: Matrix refers to the dimensions in num-
ber of pixels for the sensitive area of the chip. Channel size
refers to the dimensions of the pixels in μm2. Energy thresh-
olds corresponds to the number of energy bins into which the
incoming spectrum can be sampled. Peaking time corresponds
to the time required for the shaper output to rise from zero to
its maximum, the maximum value being proportional to the
energy deposited by the incoming photon in the sensor volume
associated to the pixel.
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TABLE III
HYBRID PIXEL DETECTOR PHOTON COUNTING CHIPS

The electronics in hybrid pixel detectors is traditionally laid
out in two regions. The first is the sensitive pixel matrix and
the second is usually named the chip periphery, which con-
tains circuitry to bias analog circuits in the pixels and digital
circuitry to configure the chip and read out the measured
information. The layout configuration of these two regions
determines the number of sides on which the readout chips
can be tiled seamlessly. This number is indicated in the table
as buttable sides.

Technology node indicates the minimum feature size of the
complementary metal-oxide semiconductor (CMOS) techno-
logical in which the ASICs were designed. The smaller feature
sizes permit smaller transistors which are often faster and more
power efficient for digital circuits.

The column indicated as specific information emphasizes
characteristic features of the chips.

Table V presents photon counting semiconductor read-
out ASICs that are not hybridized to the sensor and, as



430 IEEE TRANSACTIONS ON RADIATION AND PLASMA MEDICAL SCIENCES, VOL. 5, NO. 4, JULY 2021

TABLE IV
ELECTRICAL PARAMETERS FOR HYBRID PIXEL DETECTOR PHOTON COUNTING CHIPS

a consequence, cannot be bump-bonded to a 2-D sensor. In
these chips the size of the sensor pixel does not necessarily
match the size of the readout channel. The connection between
sensor and readout ASIC is usually done through interposers
or through PCB traces as it will be described in Section V.

The measured parameters for the chips connected to sensors
are shown in Tables IV and VI. The maximum count-rates
correspond to the input flux at which the output count-rate
saturates which corresponds, for the particular case of the par-
alyzable model, to the inverse of the dead time [60]. Beyond
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TABLE V
PHOTON COUNTING ASICS NOT HYBRIDIZED TO THE SENSOR

this value it is no longer possible to linearize the count-rate,
resulting in ambiguous and therefore inconsistent datasets.
The maximum count-rate columns are expressed in Million
counts per second per pixel (Mcps/pixel) and in Million
counts per second per millimeter square (Mcps/mm2). Some
ASICs have implemented circuit mechanisms to avoid the
nonmonotonic behavior of the curve for the measured versus
the incoming flux which is characteristic of the paralyzable
model [34], [61], [64], [65]. In these systems, the measured
flux per channel tends asymptotically to a value that corre-
sponds to the inverse of the dead time. The maximum count
rate that is included in the table for these ASICs corresponds to
the input count-rate for which the measured count rate reaches
∼95% of its maximum.

The value at which the output count rate deviates by 10%
with respect to the input count-rate is also included in the
table. When a pixel works at this rate, the impact of pile up in
the measured spectrum is not significant ([66], [67]). At this
count-rate and for a given dead time value (t), the paralyzable
and nonparalyzable models provide an error in the measured
input count-rate of less than 6%. However, the 10% count rate
deviation parameter fails to account for the circuit solutions
that have been proposed by different groups to linearize the
count-rate at high photon fluxes [65], [68].

The channel dead time is also included. When measure-
ments are not available for this parameter, the value is
extracted from calculations using the applicable count-rate
model for that particular chip. In the case of a paralyzable
counter model

τp = 0.1

0.9 (input count rate@10% loss)
. (6)

In the case of a nonparalyzable counter model

τnp = ln(1/0.9)

(input count rate@10% loss)
. (7)

The electronics noise or equivalent noise charge (ENC) and
the energy resolution are also reported. The ENC is the ratio
of the value of the r.m.s. noise to the output amplitude of
the pulse due to one single electron at the input of the chan-
nel. In other words, the ENC is equal to the detector signal
that produces an SNR of 1 at the channel output. Note that

the ENC corresponds to an electrical parameter related to
a single detection channel whereas the energy resolution is
usually specified for the full detector system and depends on
the detection material being used. Therefore, the energy reso-
lution parameter includes the impact of pixel-to-pixel threshold
and gain mismatch.

Please note as well that the values reported on the tables
for the maximum count-rates and the energy resolution have
a strong dependency on the measurement conditions. For
example, the maximum count-rate depends strongly on the
incoming beam energy because the energy of the incoming
photons determine the amplitude of the pulses in the readout
electronics. The threshold energy level programmed on the
ASIC has also a large impact on the duration of the pulses that
are fed into the counter. This affects significantly the count-
rate [69]. Since the measurements presented in the tables were
not done under the same measurement conditions, those num-
bers should not be taken as absolute values to compare the
different designs but should be rather used to identify trends
and performance envelopes.

V. DETECTOR ARCHITECTURES

Different architectures have been used at system level for
the readout of the signal generated in semiconductor detector
materials.

A. Hybrid Pixel Detectors

Hybrid pixel detectors consist of a 2-D matrix of
microscopic radiation sensitive elements each of which is con-
nected to its own pulse processing electronics. The sensor
and the readout electronics are connected using fine pitch
flip chip technology (see Fig. 5). One of the main advantages
of hybrid pixel detectors is the close integration between the
semiconductor detector volume and the readout electronics.
This allows to minimize the interconnection parasitic capaci-
tance and inductances obtaining the best possible performance,
in terms of low noise and high bandwidth, for a given power
consumption. The hybrid pixel detector technology with fine
pitch integration is required to achieve pixels with a pitch
< 350 μm. The CLICPix [115] and the Monch [7] hybrid
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(a) (b) (c)

Fig. 5. Schematic drawing of different hybrid pixel detector architectures with respect to the layout of the sensitive area and their interconnections to the
PCB. (Plots not to scale.) (a) Typical configuration which has insensitive area required for wire bonding. (b) 4 side buttable fully sensitive area. (c) 4 side
buttable, insensitive area underneath anti-scatter grid.

TABLE VI
ELECTRICAL PARAMETERS FOR PHOTON COUNTING ASICS NOT HYBRIDIZED TO THE SENSOR

pixel detectors have achieved a 25 μm pixel pitch although
neither chip is aimed at spectroscopic X-ray imaging. A draw-
back of the technology is the high cost of the interconnection
process for relatively low volumes. Fig. 5 illustrates the cross
section of hybrid pixel detectors. Fig. 5(a) shows the most
typical configuration in which the sensor is connected to the
sensitive part of the ASIC, where the pixels are physically
laid out. During the readout phase, the data from the pixels is
shifted to the periphery of the chip where it is conditioned to
be sent off chip through output links. The connection to the
PCB is usually done through wire bonding.

The Medipix3 ASIC was used as a test vehicle to explore
the interconnection of the readout ASIC to the PCB using
through silicon via (TSV) technology. This was a first step
toward designing a readout chip that can be tiled seamlessly
on four sides [116]. The chip was designed to be “TSV ready,”
i.e., the design of the wire bonding pads is such that they can
be accessed from the back of the chip for TSV processing.
TSV’s on the IO pads obviate the need for wire bonds further
diminishing the required dead area between chips on a large
surface [117].

The Medipix4 and Timepix4 chips will implement the func-
tions normally associated with the chip periphery throughout

the pixel matrix taking full advantage of the opportunities
provided by the TSV process. As the readout logic is no
longer confined to one chip edge there is more flexibility in
the choice of readout architectures. The chips should be but
table on 4 sides. This, however, imposes a design based on
slightly smaller ASIC pixel dimensions with respect to the
sensor pixels [117].

Göderer and Kreisler [37] have presented the MC1 chip,
a four side buttable semiconductor detector readout chip
adapted to the CT application using TSV technology. In
the presented solution, the functions associated to the chip
periphery and the TSV pads are physically located at the
space underneath the position of the anti-scatter grid. This
is illustrated in Fig. 5(c).

B. Connection Sensor-ASIC With Interposer

Another solution that has been adopted by systems with
pixels in the order of 350–500 μm consists of connecting the
sensor to the ASIC through an interposer. The interposer is
an electrical interface that routes the signals from the sensor
to the input of the readout ASIC. The pitch of the sensor
pixels does not necessarily match the pitch of the channels in
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(a) (b)

Fig. 6. Drawing of a system connecting the sensor material to the readout
ASIC by means of an interposer layer (b). (a) Illustration of a detector edge-
on detector system. The photons from the X-ray beam can be read out by
different electronic channels depending on the interaction depth. In the real
system, the length of the strip segments can be chosen to equalize the flux to
be processed by each readout channel. (The plots are not to scale.)

the readout chip. An illustration of this type of connection is
shown in Fig. 6, left. Examples of systems in CT using this
approach are ASIC-based systems in [110] and [118].

C. Edge-on-Strips

The edge-on-strip technique consists on placing silicon strip
detectors along the direction of the beam. The cross section
of the detector channel is in the order of ∼500 × 500 μm2.
Fig. 6, right, illustrates this principle. The advantage of this
configuration is that silicon is very homogeneous, inexpensive
and simple to produce in large volumes. It has short collection
times of the induced charge and the mobility lifetime product
is orders of magnitude higher than other detector materials.

Since the strip detectors can be segmented in the direc-
tion of the beam, the photons can be read out by different
electronic channels in the processing ASIC depending on the
interaction depth. This allows to reduce the effective flux to
be processed by readout channels, further reducing pile up.
In the real system, the length of the strip segments can be
chosen to equalize the flux to be processed by each readout
channel [33].

The routing of the signals from the sensor elements to the
readout electronics is complex and adds parasitic capacitances
to the input of the front-end. This degrades the noise in the
readout channels and the speed in the signals in the pixel
readout electronics for a given power consumption.

Silicon, due to its lower atomic number, and for the energies
of interest in medical X-ray imaging shows a larger fraction of
Compton scattered events which impact the energy response
of the system.

A feasibility study for the use of silicon edge-on-strip
detectors in CT was presented in [31].

VI. READOUT CHANNEL PROCESSING

This section covers aspects related to the signal processing
in PCDs.

A. Digitization Methods

Various methods have been used for the digitization of the
amplified signal from the sensor. The photon counting ASICs
used today as detectors in CT modules contain n discrimina-
tors to compare the energy-proportional signal at the output of
the shaper with the same number (n) of thresholds. The thresh-
olds are usually implemented as global voltage signals that are
generated in the peripheral circuitry of the chip and that are
distributed to all detection channels. A local on-pixel digital-
to-analog converter (DAC) associated to each comparator is
used to compensate for the intrinsic channel-to-channel offset
mismatch. Threshold comparison with a given number of dis-
criminator circuits working in parallel is the fastest digitization
scheme. However, there is a penalty in power consumption
and in the circuit area in the pixel because every threshold
level requires one comparator, one threshold-adjustment DAC
and digital storage latches to program the optimum code for
the DAC. The optimum DAC code is found by means of
a calibration procedure.

Gustavsson et al. [34] designed a readout channel that works
as a digital peak detector. After the detection of a hit by the
lowest threshold, the preamplifier output signal is sampled
every clock cycle during a programmed time (in the order
of 40 ns). When the input signal to any comparator exceeds
the corresponding threshold, a digital register is set. After the
programmed time, a counter associated to the highest detected
threshold is incremented and the analog front-end and the
digital registers are reset. The observed count-rate becomes
nonparalyzable.

In the Timepix3 [72] and the Dosepix [94] chips, the
information on the photon energy is measured using the
time-over-threshold (ToT) method. Usually, in the ToT archi-
tectures the front-end amplifier consists of a CSA followed
by a discriminator [119]. The CSA’s feedback capacitor inte-
grates the current pulse induced in the electrode producing
a pulse with a fast rising edge and an amplitude proportional
to the energy. If the amplitude of the pulse is above a cer-
tain value (∼ VT ∼ 26 mV, the thermodynamical voltage at
room temperature) then the discharge of the capacitor is done
at constant current and as a consequence the preamplifier out-
put voltage pulse returns to the baseline with a constant slope
(the preamplifier output time waveform looks triangular with
a time duration linear with the energy of the incoming photon).
During the time the preamplifier output voltage is above the
threshold level, the pixel increments a counter at every clock
cycle. The Timepix3 chip combines this digitization scheme
with a data push architecture: when the preamplifier output
voltage returns to the baseline, the recorded counter value,
its time stamp (with 1.56 ns resolution) and the pixel coor-
dinates are encapsulated into a data packet which is sent to
the periphery of the chip and subsequently to the readout
system. Corrections for charge sharing due to diffusion and
fluorescence photons inside the sensor material can be applied
offline in the readout system by event correlation using pixel
hit time-stamps.

ToT digitization has the advantage of processing the signal
in the digital domain (for which very deep submicron CMOS
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technologies are optimized). The time required for the pream-
plifier output to return to its baseline is usually much longer
than the peaking time and this limits the count-rate of the
system. As a consequence, in order to process every photon
correctly, the system can only tolerate a relatively low flux. If
a data push architecture is combined with this type of digi-
tization scheme, the requirements on the speed of the output
link are very demanding. The amount of information that can
be sent off chip sets a limit to the incoming flux that can
be processed by the chip. For example, in the case of the
Timepix3 chip [72], assuming uniform irradiation across the
chip, the maximum count-rate is limited by the data that can
be transferred by the output link (5.12 Gb/s) to 0.4 Mcps/mm2

(every event in a pixel generates a packet of 48 bits).
Analog-to-digital (ADC) converters have also been used for

the digitization of the analog signal. In this case, a peak-detect-
and-hold circuit [120] is added in the signal processing chain.
ADCs have been integrated on-pixel or placed outside the
ASIC, in the readout board. The Samsung PC [74] implements
a modified version of a successive approximation ADC scheme
on the pixel. In the case of the Hexitec system [56], the pixel
contains a preamplifier, a shaper and a peak-detect-and-hold
circuit. The analog value at the output of the peak detec-
tor is digitized by an off-chip ADC (14 bits). The off-pixel
digitization leads to a decrease in the maximum count rate.

The pixel circuit presented in [105] and [106] incorporates
an 8-bit successive approximation ADC providing 256 energy
bin spectrum. A novel analog queuing mechanism is imple-
mented in order to derandomise the photon flux prior to the
ADC conversion. This relaxes the value of the ADC sampling
frequency and minimizes the probability to lose photons [121].

In addition, the pixel in [106] also integrates three mech-
anisms to reduce the impact on the energy spectrum of:
1) charge induction; 2) charge sharing; and 3) pile-up. The
charge induction refers to the transient bipolar current pulse
that develops in a pixel electrode due to the movement
of charge carriers collected by a neighboring pixel (see
Section III). Depending on system parameters like: 1) ratio
between sensor thickness and pixel pitch; 2) the electric field
in the sensor; or 3) the speed of the input front-end, this type
of cross-talk can lead to a low energy tail in the spectrum (see
also Section III). The pixel is able to recognize those pulses
by their short time duration. In [106], charge sharing correc-
tion is done based on communication between a pixel and its
four nearest adjacent neighbors, the decision on the charge
allocation being done based on the assignation to the pixel
whose discriminator signal arrives first.

B. System Count Rate

The maximum count rate for the chips in Tables III and V
is shown in Fig. 7.

The gray line is a guide for the eye that corresponds to
a count rate of 10/(pixel area (mm2)). The red dots corre-
spond to hybrid pixel detector systems whereas the blue dots
correspond to systems whereby the readout ASIC is connected
to the sensor through an interposer or systems in an edge-on
configuration. In general, the trend shows that the smaller the

pixel pitch, the highest is the photon flux that can be processed
in a given area.

A simulation based on basic semiconductor principles was
carried out in order to calculate the pixel electrode induced
current time-waveform for the case of a 1-mm thick CdTe
sensor (at 600 V bias), with 60 keV photons depositing their
energy at a depth equal to their mean free path in the mate-
rial (i.e., 240 μm) [8]. For a given pixel pitch, the time
required to integrate a given fraction of the charge was cal-
culated [ti = f (pitch, percentage of integrated charge)]. The
percentages of integrated charge chosen where 90%, 95%,
and 97.5%. The red dashed curves correspond to the count
rate capability of a detector with a dead time equal to twice
the integration time required to account for a given percentage
of charge (ti). This calculation assumes a system with a sym-
metrical response shaper. These lines indicate a physical limit
beyond which the system enters in ballistic deficit and, as
a consequence the front-end is not able to integrate a fraction
of the signal delivered by the sensor. The dependence of the
red dashed lines with the pixel pitch is a consequence of the
small pixel effect (Section III). The smaller the pixel pitch
with respect to the sensor thickness, the shorter is the induced
pulse because the high gradient of the weighting potential is
concentrated closer to the pixel electrode (see Fig. 3).

In Fig. 7, bottom, the impact of segmentation in the spec-
trum measured by one pixel is also shown. A simulation with
80 keV photons impinging on a 2-mm CdTe detector biased at
−800 V was carried out. The simulated readout channel had a
∼ 100e− r.m.s. noise (pixel to pixel gain mismatch, offset dis-
persion, and charge trapping in the detector were not included
in the simulation).

The results from these simulations show that for the 1-mm
pixel pitch the photopeak is well visible. The peaks from the
fluorescence photons at ∼23 and ∼27 keV are very small.
As the pixel pitch is reduced to 300 and 500 mm the main
photopeak is reduced and the fluorescence and escape peaks
increase in size. In the case of a 100-mm pixel, the impact
of charge diffusion as a low energy continuous tail can be
seen. This low energy tail completely distorts the information
contained in the X-ray beam. For this fine pixel pitch, algo-
rithms have to be applied to correct for charge sharing due to
diffusion and fluorescence photons (Section VI).

Note that the outlier (46) in Fig. 7 corresponds to the
solution implemented for the readout of silicon strips placed
edge-on to the beam [33], [34], [61]. As a consequence, for
this particular point in the graph, the remarks above related to
1) the induced pulse duration versus the pixel size and 2) the
simulated spectra included in the same figure are not applica-
ble. The high count rate that this solution can achieve is due
to the multiple parallel electronic readout channels that are
associated to a single sensor pixel element.

Systems labeled (35) and (40) correspond to the
ChromAIX1 and ChromAIX2, respectively. Label (29) cor-
responds to the Actina system. These chips were specifically
designed for the human CT application using high-Z sensor
materials. The three of them are in a region which is a tradeoff
between 1) the ability to process large fluxes (which requires
small pixels); 2) the measured spectrum fidelity (for which
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Fig. 7. Maximum count rate as a function of the pixel size. The red marks correspond to hybrid pixel detector readout chips. The blue marks correspond
to photon counting ASICs not hybridized to the sensor. The spectra at the bottom correspond to simulations for 80 keV photons impinging on a 2-mm thick
CdTe sensor biased at −800 V. The readout channel has an r.m.s. noise of 100e−. Charge trapping and gain/offset channel mismatch effects were not included
in the simulation.

Fig. 8. Dead time as a function of the pixel size. The red marks correspond to hybrid pixel detector readout chips. The blue marks correspond to photon
counting ASICs not hybridized to the sensor.

larger pixels are preferred); and 3) the ability to integrate most
of the signal delivered by the sensor (the three points are very
close to the line indicating the maximum count-rate achievable
to integrate 90% of the signal).

Fig. 8 shows the channel dead-time (ns) as a function of
the pixel size. The time to integrate a given percentage of the
charge (90%, 95%, and 97.5%) is also plotted (red dashed
lines). The mean time between consecutive photons (MTBP)
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Fig. 9. Power consumption per detector channel as a function of the channel density. The red marks correspond to hybrid pixel detector readout chips. The
blue marks correspond to photon counting ASICs not hybridized to the sensor.

are also plotted in gray-dashed, for different values of the
incoming flux. Note that the time between consecutive photons
follows an exponential distribution.

C. Correction Algorithms

From the on-pixel measurement spectra included in Fig. 7
it can be concluded that the measured energy spectrum is
degraded due to charge diffusion and by the effect of the
fluorescence photons when the pixel pitch is decreased. The
distortion in the energy spectrum increases if the pixel pitch
decreases with respect to the sensor thickness.

To retain the energy information of the incoming spectrum
at fine pixel pitches, the system must implement an archi-
tecture in which the energy deposited by a single incoming
photon in a cluster of pixels is reconstructed and the hit is
assigned to a single pixel. The algorithm usually assigns the
hit to the pixel containing the largest energy deposition.

If the energy of the incoming X-ray photons is larger than
twice the sensor material’s fluorescence photon energy, more
signal will be induced in the location of the initial photon
interaction with respect to the location where the fluorescence
photon was deposited. For photon energies between the energy
of the fluorescence photons and twice this value, the algorithm
might produce an error in the assignment because the largest
signal is induced at the location where the fluorescence photon
deposits its energy.

An algorithm implementing that functionality was integrated
in the Medipix3 chip ([122], [123]). This is the so called
charge summing mode (CSM). Alternatively, the CSM can be
disabled and the pixels operate processing their local charge
independently from their neighbors. This is called Single Pixel
Mode. Koenig et al. [66], [67] studied the properties of the
CSM algorithm with respect to the Single Pixel Mode. The

charge sharing tail and the peaks from the fluorescence pho-
tons are minimized in CSM. The algorithm has also a positive
impact in the image reconstruction. A CT scan of a phantom
containing different contrast agents shows a 45% gain in con-
trast for iodine (250 μmol/ml) and 30% gain in contrast for
gadolinium [66].

Similar architectures for addressing charge sharing and flu-
orescence have been implemented in the Pixie III ASIC [75],
the X-Counter PC [81], and the AGH_Fermilab chip [84].
The group in AGH is exploring different algorithms for
minimization of the charge sharing effects. An overview
is presented in [124]. In [97] a fully digital charge sharing
correction algorithm is implemented.

D. System Power Consumption

The power consumption of the detector channel is plot-
ted versus the channel density in Fig. 9. Three lines are
drawn, corresponding to the power consumption of the chan-
nel for a constant density of power consumption (0.1 W/cm2,
1 W/cm2, and 10 W/cm2). The lowest level, 0.1 W/cm2

corresponds roughly to the limit of heat flux that can be
removed by natural air convection with 10 ◦C temperature
rise [125]. Roughly, above 1 W/cm2 active cooling has to be
implemented.

The outlier with label (46) in the plot refers to citation [61]
(readout of silicon strips placed edge-on to the beam). An
effective sensor channel is read out by 16 parallel readout
channels and this, combined with the relatively high input
capacitance related to the interconnection between the chip and
the readout channel, has an impact in the power consumption
density.

The detector temperature usually has to be controlled to
avoid changes in the sensor leakage current that could have
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an impact on the noise. This is of particular importance with
high-Z materials where leakage currents may be particularly
high in the presence of crystal defects [126]. Temperature
induced leakage currents could also induce front-end satura-
tion if the leakage current compensation circuit cannot cope.
Temperature control is also beneficial to avoid (inhomoge-
neous) temperature induced threshold/gain variations in the
readout channels which, in the field of CT, could lead to ring
artifacts.

VII. CONCLUSION

In the past decade there has been a lot of progress to
bring direct-conversion pulse-processing detector systems to
clinical CT. The direct-conversion technology allows the gen-
eration of a large (compared to the traditional indirect systems)
and reproducible electronic signal when a photon deposits
its energy in the semiconductor sensor material. The photon
counting technique consists on processing the electronic signal
deposited by the photon on an event-by-event basis in order
to classify it in its corresponding energy bin.

Photon counting-based CT systems have demonstrated
advantages in comparison to those using energy integrating
detection. These benefits are intrinsic to the pulse process-
ing modality and include the simultaneous acquisition of
multiple energy bins and the low electronics noise. In addi-
tion, their spatial resolution is higher. These benefits lead to
improvements in the image quality and/or the reduction in
the dose to the patients and enable potential clinical appli-
cations. For example: 1) the high spatial resolution and low
noise have applications in lung and cardiovascular imaging
(stent imaging) and 2) the ability to sample different energy
bins can improve material identification by the energy depen-
dence of attenuation and reduce the impact metal artifacts in
the image [127].

One of the key elements in the photon counting CT system
is the detector and the progress in this element of the chain
has been possible thanks to technological advances in sensor
manufacturing, microelectronics and fine pitch interconnection
techniques.

This article has been written to review the different PCD
architectures available and covers the principles from the
mechanisms of X-ray energy deposition in the sensor material
up to the processing of the electronics signal.

The principles of the interaction of X-ray photons with
semiconductor detectors, and the process of signal induction
in the input electrodes are discussed. In high-Z detectors, like
GaAs, CdTe or CdZnTe, the mobility-lifetime product of elec-
trons is higher than for holes. Therefore, in order to minimize
the impact of hole trapping, which leads to a reduction of
signal in the collection electrodes, it is of high importance
to minimize the hole contribution in the induced signal. This
can be done by: 1) biasing the sensor for electron collection
and 2) by minimizing the pixel size with respect to the sen-
sor thickness to benefit from the small pixel effect. The small
pixel effect has the additional advantage of decreasing the time
duration of the induced pulse: 1) minimizing the signal loss

due to ballistic deficit and 2) making the system able to process
larger photon fluxes.

However, simulations and measurements have shown that
fine pixel pitches suffer from distortion in the energy spectrum
due to charge sharing and fluorescence photons. This effect
has been addressed with architectures in which adjacent pixels
communicate in order to reconstruct the total charge deposited
by a single photon in an area of the sensor and assign it to
a single pixel element.

In addition to the traditional materials typically used as
radiation detectors, the authors also included leaded halide
perovskites which are gaining some attention in the detector
development community for their strong stopping power and
their potential low cost.

Hybrid pixel detector readout ASICs were reviewed and
it was shown that these detectors, in general, optimize the
efficiency of the power consumption per channel for a given
count rate and a number of energy bins because the intimate
connection between the sensor and the readout electronics
reduces parasitic interconnection capacitances at the input of
the analog processing chain.

In the geometry with silicon strip sensors oriented “edge-
on,” the photons deposited at different depths in the sensor
are sampled by parallel-working electronic readout channels.
This architecture has been shown effective for dealing with
high fluxes, but at the expense of increased power density and
system complexity.

Continuous advances in sensor materials, microelectronics,
and interconnection techniques are making feasible to extract
the maximum information contained in the X-ray beam arriv-
ing at a given pixel element, i.e., the number of photons in
a given time interval, their energies (and their individual times
of arrival). These advances will dramatically change the clin-
ical use of CT and other medical imaging modalities in the
coming decades.
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