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Abstract—Long axial field-of-view (AFOV) PET scanners allow
for full-body dynamic imaging in a single bed-position at very
high sensitivity. However, the benefits for kinetic parameter esti-
mation have yet to be studied. This work uses 1) a dynamic
Geant4 Application for Tomographic Emission (GATE) simu-
lation of [18F]-fluorothymidine (FLT) in a modified NEMA IQ
phantom and 2) a lesion embedding study of spheres in a dynamic
[18F]-fluorodeoxyglucose (FDG) human subject imaged on the
PennPET Explorer. Both studies were designed using published
kinetic data of lung and liver cancers and modeled using two
tissue compartments. Data were reconstructed at various emu-
lated doses. Sphere time-activity curves (TACs) were measured
on resulting dynamic images, and TACs were fit using a two-
tissue-compartment model (k4 �= 0) for the FLT study and both
a two-tissue-compartment model (k4 = 0) and Patlak graphical
analysis for the FDG study to estimate flux (Ki) and delivery
(K1) parameters. Quantification of flux and K1 shows lower bias
and better precision for both radiotracers on the long AFOV
scanner, especially at low doses. Dynamic imaging on a long
AFOV system can be achieved for a greater range of injected
doses, as low as 0.5-2 mCi depending on the sphere size and flux,
compared to a standard AFOV scanner, while maintaining good
kinetic parameter estimation.

Index Terms—Dynamic imaging, fluorodeoxyglucose (FDG),
fluorothymidine (FLT), Geant4 Application for Tomographic
Emission (GATE) simulations, lesion embedding, long axial field
of view PET, PennPET explorer.

I. INTRODUCTION

DYNAMIC PET imaging offers biologic information
beyond what is available from static images. When ana-

lyzed within the context of a two-tissue-compartment model,
parameters of biologic relevance can be quantified, such as
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the flux constant through a key enzymatic step (Ki) for tracers
with trapping, blood-to-tissue delivery (K1) for tracers with
or without trapping, tissue distribution volume (VD) for fully
reversible tracers, or specific receptor binding potential (BP)
for tracers that reversibly bind to biological substrates such as
receptors [1]. However, several factors can impact the resultant
accuracy of parameters. Such factors include count statis-
tics, lesion size relative to system spatial resolution, target
uptake relative to background, and patient motion, including
respiratory and gross motion. Uncertainties in estimating the
measured blood input function can lead to errors in estimating
kinetic parameters from dynamic images. Inadequate temporal
sampling or radiotracer metabolite corrections, image noise,
or partial volume errors when using small vessels may all
contribute to inaccuracies in the blood input function [2]–[4].

Improving the quantitative accuracy of the underlying
dynamic image data should enable more reliable kinetic
parameter estimates. To increase the count statistics and
improve quantitative accuracy, scanner sensitivity can be
increased by extending the axial field-of-view (AFOV) of the
scanner to capture a larger fraction of the coincident gam-
mas or lines of responses (LORs) [5], [6]. This also enables
dynamic studies in a single bed position covering the major-
ity of the organs of interest. In this study, we investigated
how improved count statistics from imaging on a long AFOV
system affect kinetic parameter estimation using two tracers
that were fit to either a reversible (k4 �= 0) or irreversible
(k4 = 0) two-tissue-compartment model.

Dynamic imaging is typically performed on standard AFOV
PET scanners (< 30 cm long), usually over a single bed posi-
tion. Although methods have been developed to dynamically
image the whole body by acquiring repeat whole body scans
over multiple bed positions [7], [8], they do not allow con-
tinuous temporal sampling of distant organs with the very
high sensitivity levels of long AFOV systems. Conversely,
systems with AFOVs that have been extended by introducing
axial gaps between detectors rather than more detector cov-
erage will not have the very high sensitivity of long AFOV
scanners, but will allow for continuous temporal sampling of
distant organs [9]–[12]. This work studies the effect on kinetic
parameter bias and precision of long AFOV scanners with high
sensitivity. In recent years, the sensitivity of PET scanners
has increased by extending the AFOV up to 26 cm, allowing
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for better quality dynamic images, and more axial coverage.
Scanners with significantly longer AFOV have been introduced
in the last year to further increase the sensitivity and the axial
coverage [13]–[18]. There are currently three such long AFOV
scanners currently in use: two 195-cm long uExplorer scanners
from United Imaging at UC Davis and Zhongshan Hospital
and the 70-cm long PennPET Explorer at UPenn [19], [20].
The total sensitivity of these scanners increases by a factor
of 20× − 40× compared to a standard AFOV scanner due
to the longer axial extent of the detectors and the increased
axial acceptance angle. However, the sensitivity at a single
axial position (i.e., point source sensitivity) in an attenuat-
ing medium such as a patient only improves by 2 × −3× as
a result of attenuation of oblique LORs [18]. Because this gain
in sensitivity is mostly realized by an AFOV of 70-cm [18],
[21], gains based on sensitivity for dynamic imaging on a long
AFOV scanner can be tested on a scanner with an axial length
of 70 cm and applied to longer devices.

Simulations predicted that the increased sensitivity of long
AFOV systems result in an improvement in lesion detectabil-
ity [22], [23] which has been substantiated by measurements
on the PennPET Explorer [24]. Measured human subject
data on the PennPET Explorer has also demonstrated that the
increased sensitivity of the scanner enables imaging at up to
24 h after injection of fluorodeoxyglucose (FDG) [25]. Thus
far, a direct Patlak parametric image reconstruction method
has been designed and applied to dynamic FDG human sub-
ject data. Results showed improved parametric image noise
compared to indirect estimation methods [26]. Additionally,
Wang et al. [27] have implemented a time-varying model
to estimate delivery (K1) of FDG to tissues such as the
kidney. UC Davis has also shown dynamic images with good
image quality (IQ) for time frames as short as 1 s for the
whole body and 100 ms for the heart [28]. While the images
from these systems are qualitatively striking, the impact of
the increased sensitivity of long AFOV systems in compar-
ison to standard AFOV scanners on quantitative accuracy,
including kinetic parameter estimation, has not been studied.
This work focuses on studying how the increased sensitivity
affects kinetic parameter estimation as a function of injected
radioactive dose.

The PennPET Explorer has been built and tested as
a three ring-segment (70-cm AFOV) scanner, where each
ring has a 23-cm AFOV. Static and dynamic studies have
been performed on both clinical (e.g., [18F]-FDG or [68Ga]-
DOTATATE) and research tracers to test its operation and
demonstrate its capabilities [25]. We have generated high qual-
ity images from dynamic studies and low-noise time-activity
curves (TACs) with time frames as short as 1 s.

Herein, we present a series of studies using both simulated
and measured data from the early PennPET Explorer prototype
to understand how imaging on long AFOV systems impacts
kinetic parameter estimation of dynamic studies. We compare
kinetic parameter estimates from a 70-cm long AFOV system
to a single-ring system, meant to represent a standard AFOV
scanner. We examine the accuracy and precision of kinetic
parameter estimation for dynamic imaging as a function of
count statistics (i.e., injected dose), lesion size, and modeling

methodology for two tracers, [18F]-fluorothymidine (FLT) and
[18F]-FDG, which are typically modeled using two-tissue-
compartment models, with a focus on estimation of flux (Ki)
and delivery (K1). Ultimately, we aim to optimize the approach
for dynamic imaging in patient studies on long AFOV PET
systems.

II. METHODS

We performed two studies to primarily assess the relation-
ship between improved count statistics and kinetic parameter
estimation. The first was a simulation study of the modified
NEMA IQ phantom designed to emulate dynamic imaging of
[18F]-FLT. The second was an emulation study where mea-
sured lesions are dynamically embedded into a dataset of
a normal human subject injected with [18F]-FDG and dynam-
ically imaged on the PennPET Explorer. Both tracers can be
modeled using two-tissue-compartments. FLT was selected to
represent a generic two-tissue-compartment dynamic tracer
where k4 �= 0 (reversible), and FDG was selected to study
a well characterized dynamic tracer where k4 = 0 (irre-
versible) for most organs. Both tracers had sufficient literature
reports on dynamic imaging with estimated kinetic parameters
to design these studies [29]–[34], and raw measured dynamic
patient data were readily available to guide study design.

A. Dynamic FLT Phantom Monte Carlo Simulation

1) Scanner Geometry and GATE Simulations: All simula-
tions were done using Geant4 Application for Tomographic
Emission (GATE) v8.0 [35]. We extended a GATE model of
the Philips Vereos scanner from an AFOV of 16.4 cm to 23 cm
to form a single ring-segment representative of a scanner with
the axial length of standard commercial PET systems. Three
of these ring-segments were abutted to form the simulation of
the 70-cm AFOV PennPET Explorer (Fig. 1). Both the 23-cm
ring-segment and the 70-cm PennPET Explorer were com-
posed of 3.86 × 3.86 × 19-mm3 LYSO crystals resulting in
a 4.0-mm spatial resolution, and all simulations were run with
a timing resolution of 320 ps to match the Philips Vereos tim-
ing resolution when operated at room temperature [19]. GATE
simulations included modeling of positron range, acollinear-
ity, and radioactive decay, as well as trues, randoms, and
both Compton and Rayleigh scattering. Light sharing between
crystals and LOR efficiency were modeled when converting
GATE files into list-mode files to properly emulate the elec-
tronics of the Vereos based on benchtop measurements of
the detector elements. Prior work by Trindade et al. [36]
implemented these models in GATE and showed good cor-
respondence between performance of the Vereos simulations
and measurement. Normalization correction for all simulations
was estimated using a 60-cm diameter cylinder filled with 18F
and the ratio of measured data to ideal data was used to create
the correction factors [37].

2) Generation and Reconstruction of Dynamic FLT
Phantom Data: To generate the ideal TACs for dynamic
simulations, rate constants from prior studies of the PET pro-
liferation tracer [18F]-FLT were utilized [29]. FLT is an analog
of thymidine, a building block for DNA. Measures of FLT flux
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Fig. 1. Scanner geometries depicted for the (a) 23-cm simulated ring-segment
and FLT phantom, (b) 70-cm simulated PennPET Explorer and FLT phan-
tom, and (c) measured PennPET Explorer and normal subject scanned with
FDG (c). Light blue sections on the PennPET Explorer reflect data inactive
regions. The modified IQ phantom is depicted on the simulated 23-cm and
70-cm scanners while the human subject with dynamic lesions embedded is
depicted on the PennPET Explorer.

TABLE I
KINETIC PARAMETERS FOR THE DYNAMIC FLT SIMULATION

through thymidine kinase, a rate-limiting enzyme for thymi-
dine incorporation into DNA, have been shown to correlate
with measures of tumor proliferation, including Ki-67 val-
ues, a marker of cellular proliferation determined from tumor
biopsy material [38]. As such, FLT flux provides a measure of
tumor growth that can be used to assess response to therapy.
The dynamic behavior of different organs in the FLT simu-
lations was based on published dynamic FLT data from lung
cancer patients. Kinetic parameters were selected to emulate
low, medium, and high flux lung tumors based on these pub-
lished series [29], [30]. Kinetic parameters for the background
were based on muscle tissue from the same lung cancer patient
studies [29], [30]. The blood input function was based on the
left ventricular (LV) blood pool measured in dynamic FLT

Fig. 2. Ideal simulated FLT TACs for the low, medium, and high uptake
lesions (blue) in the modified NEMA IQ phantom along with the blood input
function (red). Images (2-mm slice) of the modified IQ phantom for the full-
dose dataset are shown at the top. An early frame clearly (at 22 s, 5-s duration)
shows blood pool uptake and a later frame (at 32 min, 5 min duration) shows
uptake in the low (top), medium (middle), and high (bottom) flux lesions and
the difference between the 13 mm (left) and 10 mm (right) lesions. Example
data points from a single dynamic phantom simulation, are shown in gray for
the 10-mm spheres at full dose (4 mCi, 148 MBq).

images from a breast cancer patient after a 4 mCi (148 MBq)
injection of FLT, fit to a tri-exponential model. For this study,
we ignored the metabolites in the blood. This blood input func-
tion, along with the selected kinetic parameters, was used to
generate representative ideal TACs for low, medium, and high
flux tumors using a two-tissue-compartmental model and the
Stella Architect software package (isee Systems Inc., Lebanon,
NH, USA). Because the measured fit blood curve was assumed
to be the true FLT plasma input function that was used to
generate the tissue curves as inputs to the simulation, any
metabolites in this curve will not affect results of the study.
The selected kinetic parameters are shown in Table I.

The simulated dynamic FLT phantom was modified from
a NEMA IQ phantom with an axial extent of 21 cm [39].
The six spheres in the phantom were modified to represent
small lung lesions: three with a 10 mm diameter and three
with a 13 mm diameter. Each of the three spheres was sim-
ulated with uptake profiles to emulate the dynamic behavior
of low, medium, and high flux lesions following their ideal
TACs (Fig. 2). The lung insert in the center of the phan-
tom was altered to have the attenuation of water and was
dynamically simulated to emulate the blood TAC while the
background region was dynamically simulated to emulate the
muscle or background TAC. For purposes of the simulation,
these curves were discretized into 500-ms segments. The phan-
tom was placed in the center of the AFOV for the simulations.
The phantom was simulated for 60 min on both the 23-cm
ring segment and the 70-cm PennPET Explorer simulation
[Fig. 1(a) and (b)] and coincidence data written into list-mode
files.

The list-mode data were parsed into 45 frames (16×5 s,
7×10 s, 5×30 s, 5×60 s, 5×180 s, 7×300 s) [30]. Each
frame was then subsampled from a full dose of 4.0 mCi
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(148 MBq) into one-half, one-quarter, one-eighth, and one-
sixteenth the dose, roughly corresponding to emulated doses
of 2.0, 1.0, 0.5, and 0.25 mCi (74, 37, 18.5, and 9.25 MBq,
respectively. Each of these five datasets was then bootstrapped
using list-mode bootstrapping with replacement to gener-
ate 20 statistical replicates per dataset [40]. The list-mode
data were reconstructed using a blob-based time-of-flight
list-mode ordered subsets expectation maximization (TOF-
LM-OSEM) algorithm (4 iterations and 25 subsets) and
binned into 2-mm3 isotropic voxels [41]. All corrections,
including scatter, randoms, attenuation, and normalization
corrections were applied. Scatter correction was esti-
mated using 3-D time-of-flight single-scatter-simulation [42],
while randoms correction was estimated using a delayed
timing window.

3) Data Analysis for Simulated Dynamic FLT Phantom
Images: Spherical volumes of interest (VOIs, diameter equal
to the physical sphere diameter) were centered over all
spheres and circular regions of interests (ROIs) were drawn
over several slices of the lung insert and the mean value
of each region was corrected for scan duration, decay,
and partial volume effects. A separately simulated uni-
form cylinder was used to determine the scanner calibration
factor to convert image counts into activity concentration
units (Bq/cc).

Partial volume correction (PVC) was applied so that mea-
sured TACs would agree with the true TAC and minimize
systematic bias in kinetic parameter estimation. This PVC
method was designed to minimize adding noise to the TACs.
PVC was based on the known ideal contrast for each frame
and the measured contrast recovery coefficient (CRC) value for
a given sphere size. Partial volume effects are defined as the
ratio of the measured contrast (H/B) over the actual contrast
(a). We calculated H/B using the known contrast and rearrang-
ing the CRC equation so that H/B = CRC ∗ (a − 1) + 1. The
multiplicative PVC was then defined as a/(CRC∗ (a−1)+1).
CRC for a given sphere size was measured on a uniform cylin-
der dataset with embedded spheres reconstructed using the
TOF-LM-OSEM algorithm.

The generated TAC data were fit using PMOD v3.7 (PMOD
Technologies LLC, Zürich, Switzerland). The same two-tissue-
compartment model used for data simulation was applied to
the resulting simulated image data with model estimation start-
ing values of 0.05 mL/g, 0.2 mL/g/min, 2.0 mL/g, 0.2 min−1,
and 0.02 min−1 for vB, K1, K1/k2, k3, and k4, respectively,
based on prior work with thymidine tracers [30], [43]; all
parameters were fit in the model. Calculated weighting was
applied to the model using Poisson weighting derived from
the measured value, frame duration, and decay based on the
frame mid-time.

For each of the six spheres and five emulated doses, the
mean (x) and standard deviation (s) of both flux (KFLT ) and
delivery (K1) were calculated across the 20 bootstrapped repli-
cates. Bias was calculated as 100% ∗ (x − µ)/µ and percent
standard deviation (% SD) was calculated as 100% ∗ s/µ,
where µ is the known value of the kinetic parameter or flux
for the corresponding simulated dataset. We use the % SD as
a measure of precision.

B. Dynamic FDG Lesion Embedding Study

Spheres measured in air were embedded into each frame of
a dynamic dataset from a human FDG subject acquired on the
PennPET Explorer to emulate a human study with lesions.

1) Scanner Geometry: All data were taken on the PennPET
Explorer, a 70-cm long AFOV PET scanner built using the
Philips digital photon counting tiles, which consist of an array
of 3.86 × 3.86 × 19 mm3 LYSO crystals coupled to a dig-
ital SiPM array. The scanner is composed of three 23-cm
AFOV rings, of which 6.6-cm is currently inactive due to
data readout limitations [Fig. 1(c)], unlike the simulated scan-
ner that did not have inactive regions. The inactive regions
result in half the total sensitivity and introduce small axial
image noise variations. Once these regions are active, the scan-
ner will match the simulated 70-cm scanner. The PennPET
Explorer has a measured spatial resolution of 4.0 mm, energy
resolution of 12%, sensitivity of 54 kcps/MBq, and a timing
resolution of 250 ps. The timing resolution is improved com-
pared to the Philips Vereos by cooling the system to 5 ◦C,
thus reducing the dark noise, and using a lower timing trigger
level [19].

2) Human Subject Data Acquisition: Dynamic lesion
embedding was performed for FDG, a tracer of glucose
metabolism and the most widely used PET imaging agent
in clinical practice, especially for cancer patients. Dynamic
FDG imaging has been shown to improve the ability to mea-
sure cancer response to treatment, especially for low uptake
tumors [44]. To obtain the background dynamic tissue biodis-
tribution data for this study, a normal human subject was
injected with 500 MBq of FDG and imaged dynamically for
60 min on the PennPET Explorer. The subject was positioned
such that the top of her head aligned with the edge of the scan-
ner and the head, torso, and abdomen were within a single bed
position. List-mode data were parsed into 70 frames (20×1 s,
10×2.5 s, 7×5 s, 7×10 s, 9×30 s, 5×1 m, 6×3 m, 6×5 m)
to accurately capture the bolus injected into the patient (i.e.,
a quick 2-s injection). For attenuation correction, CT data were
acquired on a clinical PET/CT system and registered to the
PET dataset using rigid body registration [25].

3) Sphere-in-Air Data Acquisition: Sphere-in-air data were
also acquired on the PennPET Explorer for dynamic embed-
ding into the subject’s dataset. A 6-mm and a 10-mm sphere
were filled with 37–74 MBq of FDG and imaged in air over
a 3-D grid of positions to cover possible locations where
a lesion may occur within a human subject. Sufficient sphere
data were acquired in list-mode at each location such that
the desired number of list-mode events could be filtered
and embedded in the data to represent a lesion with given
uptake based on a previously established methodology [45].
A sphere size smaller than 10-mm was chosen to further test
the improved spatial resolution and sensitivity of the scan-
ner. Twenty-six sphere locations (10 liver, 8 right lung, and
8 left lung) were selected to embed dynamically into the
human subject dataset, as described below. The spheres in this
lesion embedding study were placed over a large axial range
in the scanner where axial sensitivity is not constant. Spheres
for the previously described GATE simulation were placed
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TABLE II
KINETIC PARAMETERS FOR THE DYNAMIC FDG MEASUREMENT

Fig. 3. Ideal TACs for FDG lesion embedding for the (a) lung and (b) liver.

near the center of the AFOV, which ensured maximum sen-
sitivity benefits of the 70-cm scanner compared to the 23-cm
scanner.

4) Generation and Reconstruction of Dynamic FDG Data
With Embedded Lesions: Generation of ideal dynamic FDG
lesion TACs was based on a two-tissue-compartment/3-
parameter model of FDG kinetics. As in the FLT simulations,
published literature kinetic values for dynamic FDG lung
and liver cancer studies were used to select a set of kinetic
parameters to represent low, medium, and high uptake lesions.
Kinetic parameters selected for lung lesions were derived from
published patient data with a variety of lung cancers, and
parameters for liver lesions were acquired from FDG PET
data of patients with metastatic liver cancer of colorectal ori-
gin (see Table II) [31]–[34]. Ideal low, medium, and high flux
TACs in the lung and liver were generated using the human
subject’s LV blood curve fit to a tri-exponential model, and
a two-tissue-compartment model with trapping (k4 = 0) was
assumed for all lesions using STELLA (Fig. 3). FDG kinetic
parameters were independently selected to fall within the bio-
logic range of dynamic FDG data, but variations will not
impact the study, since they were used to generate the lesion
TACs and set as ground truth.

Lesions were embedded independently in each of the
70 frames using a modified lesion embedding methodology.
Based on previously published work, the number of list-mode
events for each sphere was calculated using the desired con-
trast and local background uptake at that time point [45].
List-mode events from the different spheres were merged
together on a frame-by-frame basis and then statistically atten-
uated using the probability of attenuation through each LOR of
the human subject from the human subject’s attenuation image.

Prior work with list-mode-based lesion-embedding method-
ology only embedded positive lesions (i.e., lesions with higher
uptake than background) and the attenuated sphere-in-air
events were merged with the background events prior to
reconstruction [45]. The early portion of the lesion TACs,
which are driven by delivery of tracer to the lesion, were
not designed to use the dual blood supply of the liver as the
blood input function, but rather an arterial input function as
would be typical of a liver metastasis. This resulted in lower
lesion uptake during the early time points of the ideal lesion
TACs compared to the measured liver background. Therefore,
events needed to be removed from the embedded lesion loca-
tion. Because list-mode event data can only be added, not
removed, we instead implemented lesion embedding in histo-
image format, a binned representation of the data [46]. Both
sphere-in-air and human subject list data were binned into
4-mm histo-images (144 × 144 × 160 slices × 40 views
× 9 tilts), where the sphere-in-air list-mode data were first
statistically attenuated. Histo-images from both the human
subject and the lesions were then added or subtracted for
each frame to create a histo-image with embedded lesions for
each frame. Each frame was then reconstructed using direct
image reconstruction for time-of-flight PET (DIRECT) [46],
an iterative time-of-flight reconstruction algorithm based on
the histo-image data format (50 iterations; row-action maxi-
mum likelihood—RAMLA—update [47]), into 4 mm3 voxels.
The reconstruction used 2.0-mm line-of-response modeling
and image filtering to match the image noise of the blob-
based TOF-LM-OSEM reconstruction used for the simulated
data. Scatter, attenuation, normalization, and randoms cor-
rections were applied [48]. Images were then resampled in
the spectral domain to create 2 mm3 images to allow more
accurate definition and placement of the evaluated VOIs.
We have observed that resampling decreases the measured
sphere CRC by only 1%–2% compared with reconstructing
directly into 2-mm3 voxels but with reduced reconstruction
time.

This method of lesion embedding was applied to generate
six datasets at a 13.5 mCi (500 MBq) FDG dose that included
two sphere sizes, 6-mm and 10-mm lesions, and three fluxes.
The six list-mode datasets of the combined lesion and back-
ground FDG data were also subsampled to emulate FDG doses
of 9.0, 4.5, 2.25, 0.9, and 0.45 mCi (333, 167, 83.3, 33, and
16.7 MBq, respectively), similar to the approach used for the
FLT phantom simulations, to create 30 more datasets that were
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Fig. 4. (a) Representative images of the modified IQ phantom at full-dose on both the 23-cm (top) and 70-cm scanners (bottom) at various time points: 22 s
(5-s duration), 32 min (5 min), 60 min (5 min), and summed 19–60 min (left to right). (b) Axial 2-mm slices of the final frame (5 min duration) shown for
4-0.25 mCi (left to right) and for the 23-cm (top) and 70-cm (bottom) scanners. (c) TACs with measured data at full-dose for all sphere sizes and fluxes for
both the 23-cm scanner (left) and the 70-cm scanner (right).

similarly deposited into histo-images and reconstructed using
DIRECT.

5) Data Analysis for Dynamic FDG Data With Embedded
Lesions: From their known locations, VOIs were drawn
over each sphere, corrected for scan duration, decay, and
partial volume effects. TACs were created using the VOI

mean. PVC was implemented using the known contrast at
each time point and sphere size, as described for the sim-
ulation analysis. The 10 liver spheres and 16 lung spheres
were used as replicates. Blood input data was measured
from the left ventricle and fit to a tri-exponential for each
dataset.
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Fig. 5. (a) Bias and (b) % SD results quantifying flux (KFLT ) fit using a two-tissue-compartment model. Data are from the FLT simulation for the 23-cm
ring-segment (red) and the 70-cm PennPET Explorer simulation (blue). Results are shown for the low, medium, and high (left to right) flux spheres and for
the 10 mm (top) and 13 mm (bottom) spheres.

Data were fit in PMOD using both the Patlak graph-
ical method [49] and the two-tissue-compartment FDG
model with vB and k4 fixed at 0.15 and 0, respectively,
where 0.15 falls within the range of the ideal vB val-
ues, and a k4 of 0 was used to generate the ideal TACs.
Parameter estimation starting values for K1, k2, and k3
were 0.102 mL/ccm/min, 0.13 1/min, 0.062 1/min, respec-
tively; no weighting was applied during fitting. For each
dataset the mean and standard deviation for the 10 liver
spheres and 16 lung spheres were determined to estimate
the bias and % SD of the kinetic parameters, as previously
described.

III. RESULTS

A. Dynamic FLT Phantom Monte Carlo Simulation

Representative images of the modified IQ phantom are
shown in Fig. 4 at full-dose for both the 23-cm and 70-cm
scanners, along with corresponding images of the final frame
for all emulated doses studied. Early time point images at 22 s
highlight the blood peak in the central rod of the phantom.
Later images at 32 and 60 min highlight the six spheres rep-
resenting embedded lesions. At 32 min, the low flux spheres
are not visible on the 23-cm scanner, and the 10-mm medium
flux sphere is only barely visible. On the 70-cm scanner, both



742 IEEE TRANSACTIONS ON RADIATION AND PLASMA MEDICAL SCIENCES, VOL. 4, NO. 6, NOVEMBER 2020

Fig. 6. (a) Bias and (b) % SD results quantifying delivery (K1) fit using a two-tissue-compartment model. Data were measured from the FLT simulation for
both the 23-cm ring-segment (red) and the 70-cm PennPET Explorer simulation (blue). Results are shown for the low, medium, and high (left to right) flux
spheres and for the 10 mm (top) and 13 mm (bottom) spheres.

the 13-mm low flux and both 10-mm medium flux spheres
are clearly visible at 32 min. At 60 min, the 10-mm low flux
sphere cannot be visualized on either scanner. The summed
images show the location of the low flux 10-mm sphere.
Measured TACs from the 23-cm and 70-cm geometries agree
well with ideal input TACs [Fig. 4(c)].

The bias and % SD of FLT flux (KFLT ) fit using a two-tissue-
compartment model are shown in Fig. 5 for the six spheres on
the 23-cm and 70-cm geometries at doses ranging from 4 mCi
(148 MBq) to 0.25 mCi (9.25 MBq). Overall, results from the
IQ phantom study show that bias is close to zero for medium
and high flux lesions at higher doses, but larger at lower doses.
Bias is consistently large for the low flux lesions regardless of

dose or lesion size, though the 70-cm scanner has less bias that
the 23-cm scanner. Precision for the 70-cm scanner geometry
is generally better (i.e., lower % SD) than that for the 23-cm
scanner geometry, especially for the medium and high flux
spheres.

The bias and % SD of the estimated FLT delivery parameter
(K1) fit using the two-tissue-compartment model is shown in
Fig. 6. Overall, delivery (K1) 1) has a bias close to zero for the
medium and high flux spheres; 2) has a lower bias than that for
flux for all spheres; and 3) has slightly lower bias for the 70-cm
scanner geometry compared to that for the 23-cm scanner
geometry. Precision measures show little difference between
the 23-cm and 70-cm scanner lengths when estimating K1, and
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Fig. 7. Maximum intensity projection images showing early, middle, and late (left to right) frames for the medium flux lesion datasets. 10 lesions are visible
in the liver, seven lesions are visible in the right lung, and six lesions are visible in the left lung.

Fig. 8. Plots depicting the correspondence between measured sphere data (colored x’s) and ideal curves (black lines) for embedded spheres in the (a) lung
and (b) liver. Data shown are for the 10-mm spheres from the 15 mCi dose dataset. Also shown are the measured blood curve (red), background lung curve
(sky blue), and background liver curve (olive green).

overall, % SD is 10% for high flux spheres and 20% or lower
for medium and low flux spheres at all doses.

B. Dynamic FDG Lesion Embedding Study

Maximum intensity projection images of lesions embedded
in the lung and liver of the human subject are shown for the
medium flux spheres in Fig. 7 at three time points. Lesions
were placed volumetrically through the image; 10 liver lesions
and 13 lung lesions are visible. Measured TACs for these
lesions (Fig. 8) at full dose (13.5 mCi and 500 MBq) reflect
the accuracy of the lesion embedding methodology.

Bias and % SD results for flux (Ki) and delivery (K1) are
shown in Figs. 9–11. Results are shown for 6- and 10-mm
spheres embedded in the liver and lung at low, medium, and
high flux as a function of emulated activity. Because a sub-
set of lesions was located within the PennPET Explorer’s
data readout inactive regions, single ring analyses could not
be done. However, to compare results with a single ring scan-
ner, one can compare PennPET Explorer results to values
at one-third the emulated dose, since the axial sensitivity of
a standard AFOV scanner is roughly one-third that of the
PennPET Explorer [21].

Results quantifying bias and % SD of flux using Patlak
graphical modeling are shown in Fig. 9. Results show bias is
close to zero and stable until the lowest doses, while % SD for
the 6-mm sphere is higher than that of the 10-mm sphere, as
expected. Bias and precision both improve (i.e., lower bias and
% SD) as the dose increases, showing similar trends across all
spheres.

Fig. 10 shows the bias and % SD of FDG flux estimated
using a two-tissue-compartmental model. Results show a sys-
tematic nonzero positive bias (20%–25% lung and 10%–15%
liver) in the estimation of flux that is independent of dose.
Precision measurements at low doses are better using a two-
tissue-compartment model than those obtained using Patlak
analysis and are largely independent of dose except for the
lowest activities. The % SD decreases with higher flux and is
greater for the 6-mm spheres compared to the 10-mm spheres,
as expected, with both Patlak and two-tissue-compartmental
fitting.

Fig. 11 shows the bias and % SD of the FDG delivery
parameter (K1) estimated using a two-tissue-compartmental fit.
K1 values show a systematic nonzero negative bias (25% lung
and 25%–50% liver) for the low and medium flux spheres that
increases at lower doses. The high flux lung and liver lesions
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Fig. 9. Bias (a) and % SD (b) results quantifying flux (KFDG) using Patlak graphical analysis as measured from the FDG PennPET Explorer emulation
for the 6-mm sphere (medium blue) and the 10-mm sphere (dark blue). Results are shown for the low, medium, and high (left to right) flux spheres for the
lung (top) and liver (bottom). Note the y-axis for the liver plots of % SD has a maximum of 80% as opposed to 40% for all other % SD plots.

show biases closer to zero for all emulated doses. The % SD
of K1 is low except for the 6-mm sphere in the lung, which
had relatively high % SD at low and medium fluxes. The %
SD does not show a systematic trend as a function of dose but
does show a slight decrease for higher flux spheres.

IV. DISCUSSION

Through a series of simulation studies, we have demon-
strated improvements in accuracy of quantitative kinetic
parameter estimation with a long AFOV scanner compared
to a standard AFOV scanner. We studied two tracers: FLT
which was modeled using a reversible two-tissue-compartment

model and FDG which was modeled using an irreversible
two-tissue-compartment model. The FLT study was imple-
mented using monte-carlo simulations in GATE, while the
FDG study utilized dynamic lesion embedding in dynamic
FDG data measured on the PennPET Explorer. We then studied
the performance of such a system in quantifying tracer kinetics
using embedded lesions in a healthy patient with decreasing
administered activities and smaller lesion size.

The dynamic FLT simulations (Figs. 5 and 6) demonstrate
overall better kinetic parameter estimation—both improved
bias and precision of delivery and flux estimates—with the
70-cm scanner geometry compared to the 23-cm simulated
scanner. Improvements were particularly accentuated in low
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Fig. 10. (a) Bias and (b) % SD results quantifying flux (KFDG) using a two-compartmental fit as measured from the FDG PennPET Explorer emulation for
the 6-mm sphere (lighter blue) and the 10-mm sphere (dark blue). Results are shown for the low, medium, and high (left to right) flux spheres and for the
lung (top) and liver (bottom).

flux lesions and at lower administered activities. With the
70-cm scanner, the bias of flux is near zero for medium and
high flux lesions. The precision of flux estimation is better
over a wide range of emulated doses for the 70-cm scanner
geometry compared to the 23-cm scanner geometry, with some
noticeable loss of precision for doses less than 1 mCi.

A dynamic FDG study with embedded lesions was then
used to study the performance of a long AFOV scanner.
Patlak graphical analysis of dynamic data (Fig. 9), show
a near-zero bias and low % SD for all fluxes over a wide
range of doses. The combination of the increased sensitiv-
ity afforded by the PennPET Explorer and Patlak graphical
analysis allows for quantitatively accurate dynamic imaging

with low administered activity which is especially desirable in
certain populations, such as pediatric imaging. Because a sub-
set of lesions and the left ventricle (the source of the blood
input function) were located in the axial range of the PennPET
Explorer’s data readout inactive regions, a single-ring analy-
sis of these embedded lesions was not possible. However, we
estimate that a standard AFOV system would need three times
the administered activity, based on gains in axial sensitivity,
to achieve the same quantitative accuracy as the PennPET
Explorer, underscoring the benefits of such a long AFOV
scanner [21].

Patlak analysis allows for quantification of flux but can-
not estimate delivery of FDG (K1). K1 has been shown to
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Fig. 11. (a) Bias and (b) % SD results quantifying delivery (K1) using a two-tissue-compartmental fit as measured from the FDG PennPET Explorer emulation
for the 6-mm sphere (medium blue) and the 10-mm sphere (dark blue). Results are shown for the low, medium, and high (left to right) flux spheres and for
the lung (top) and liver (bottom) spheres.

have clinical prognostic value (e.g., K1 has been shown to
be predictive for breast cancer response assessment [50]). As
such, we also fit the FDG data using a standard two-tissue-
compartment model capable of estimating K1 in addition to
flux. Results (Fig. 10) show a systematically positive bias for
all spheres that was stable over nearly the entire range of doses,
but with lower % SD compared to Patlak analysis. The positive
bias remained when fitting using calculated weighting (Poisson
weighting of the measured value, frame duration, and decay
based on the frame mid-time) or various fixed blood fraction
values (not shown). These results suggest that the observed
bias in estimated FDG flux was not due to poor parameter
optimization. Although the bias of flux in the liver improved

when the blood fraction value was floated, the corresponding
bias of K1 values increased to 50–100%. Bias results similarly
show a larger dynamic dose range over which patients can be
imaged on long AFOV scanners compared to standard AFOV
scanners with one-third of the axial sensitivity. Additionally,
flux estimates using Patlak analysis demonstrated consistently
less bias than those obtained with the compartmental model
underscoring the robustness of graphical methods.

The K1 estimates from the dynamic FDG study with lesion
embedding fit using a two-tissue-compartment model (Fig. 11)
show a negative bias for the low and medium flux spheres but
very little bias for the high flux spheres. Because fitting K1
depends on the early portion of the TAC, these inaccuracies
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may result from noise in the lesion TAC of the 1-s time frames
during the first few minutes. Since uptake is higher for the high
flux spheres in the early time points, these spheres were more
accurately measured, resulting in less noise and more accurate
quantification of K1. This conclusion is further supported by
noting that the 6-mm spheres show greater bias and greater
% SD compared to the 10-mm spheres, and the K1 estimates
from the FLT simulation, which were sampled with 5-s frames,
show a bias close to zero. Therefore, although 1-s time frames
allow us to capture the peak of the blood input curve, longer
time frames may be necessary to accurately quantify K1 in
small, low-uptake dynamic lesions.

This work extended the lesion embedding methodology that
has previously been implemented in list-mode to an implemen-
tation in histo-images, which allows for embedding of spheres
that have uptakes both higher and lower than background. This
method is similar to the original lesion embedding method
in sinogram space but preserves the TOF information of the
spheres. Contrary to the GATE simulations of the modified
NEMA IQ phantom, where dynamic uptake of the spheres
was inherent in the simulation, the lesion embedding study
relied on this modified methodology to properly embed lesions
in the dataset. After applying a PVC and scanner calibration
factor to the reconstructed images from the lesion embedding
study, identical to the GATE simulations, results show proper
recovery of the ideal TACs (Fig. 8) with some noise across
the various lesions.

Lower emulated doses for both studies were based on uni-
formly subsampling list-mode data based on the number of
counts. However, when injecting lower radiotracer doses, there
are also count rate effects that we did not model by subsam-
pling. Most notably, the number of random events detected
would decrease quadratically compared to the number of true
events detected, which decrease linearly for a higher true even
fraction [51]. This would generally improve IQ and quantifi-
cation of kinetic parameters, so the results obtained in this
study are a conservative measure of the improvement obtained
in actual dynamic studies.

A limited number of tracers and models were studied in
this work. Although it is expected that any kinetic model or
graphical analysis method would benefit from the use of a long
AFOV system, the degree of improvement in accuracy and
precision cannot be directly inferred from the findings of this
study, as each method is characterized by a different level of
robustness to noise. Additionally, there are organs, most com-
monly the liver, with nonzero k4 when imaging with FDG and
alternative modeling approaches may be necessary when k4 is
positive [52]. However, the TACs that were used to embed the
spheres were generated using a two-tissue-compartment model
with k4 = 0.

The FLT study used twenty bootstrapped replicates, while
the FDG study embedded 16 lesions in the lung and 10 lesions
in the liver. While this was not sufficient to perform statis-
tical analyses of significance and calculate p-values, it was
sufficient to provide good estimates of bias and precision as
a function of dose for a long AFOV scanner. Future studies
would be needed to verify the statistical significance of our
findings.

Additionally, this study does not make a comparison to
whole-body dynamic imaging with a standard AFOV system,
where early dynamic data are collected over the left-ventricle
to capture the blood input followed by multiple sweeps
of the whole body [7], [8]. The protocol proposed by
Karakatsanis et al. includes a 6-min dynamic scan over the
heart followed by 5-min whole-body sweeps where data in
each bed position are acquired for 45 s. This method dynam-
ically images the whole body, but with coarse temporal
sampling of TACs. For long AFOV scanners that are less than
a meter long and do not fully cover organs of interest in a sin-
gle bed position (e.g., brain and pelvis), this method may prove
useful to image distant organs or lesions.

Both studies were processed using a PVC that relied on
known information that would not be known for an actual
dynamic study. Our PVC correction was unique to this study
and could not be used for dynamic human studies on the
PennPET Explorer. Our method depended on knowing the true
contrast to background ratio of the lesion in each frame and
the lesion size. This was done for our study to avoid intro-
ducing bias in the measurement of the TACs; however, while
tumor size could be estimated from a CT, the true contrast
of the lesion would not be known for a real dynamic study.
An alternative method that could be employed for measured
dynamic data is to use the measured contrast of the sphere
and the CRC for a lesion of that size to estimate the true
sphere contrast. However, that method increases noise in the
measured TACs and the PVC for this study was designed to
avoid compounding noise from measurement.

Finally, while we reconstructed data frame-by-frame and fit
data after reconstruction, there may be advantages to utilize
direct parametric image reconstruction algorithms to reduce
noise in the estimated kinetic parameters [26], [53]–[55].
While it is outside the scope of this work, the dynamic FDG
data with embedded lesions created and studied for this work
is currently being used to test a direct Patlak reconstruction
method using the DIRECT framework.

V. CONCLUSION

The increased sensitivity of a long AFOV PET scanner
improved the quantitative accuracy of kinetic parameters esti-
mation across a range of injected activities (0.5–2 mCi),
compared to standard AFOV (<30 cm) PET scanners, depend-
ing on lesion size, and dynamic uptake features. The ability to
lower the dose on these scanners will reduce patient exposure
for dynamic studies that are often experimental research proto-
cols and ease production requirements for less commonly used
radiopharmaceuticals for both research and clinical use. Since
many research tracers are injected at around 5 mCi (185 MBq)
due to organ dose limitations or radiopharmaceutical produc-
tion limits, imaging these tracers on a long AFOV scanner
will particularly benefit quantification of kinetic parameters for
research studies. Although these studies used two 18F labeled
tracers, results can be generalized to other radioisotopes such
as 68Ga or 89Zr which are gaining popularity. Finally, these
results are also generalizable to AFOVs longer than 70-cm
which would allow for accurate kinetic parameter estimation
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of dynamic studies with multiple lesions in organs spread
throughout an even larger axial extent.
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