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nechoic chambers provide isolated 
and controlled environments that 
minimize electromagnetic inter-

ference to enable measurements and 
testing of radio-frequency (RF) devices. 
Having access to such a facility enhances 
the learning experience of students as 
they undertake their first few electro-
magnetics courses. However, commer-
cial anechoic chambers are expensive 
to acquire. 

In this article, we provide a set of 
instructions that were used to con-
struct a simple, cost-effective rectan-
gular anechoic chamber for educational 
use at The Catholic University of Amer-
ica (CUA). We hope that future teams 
will find these instructions useful if they 
would like to fashion a similar cham-
ber. This apparatus was built as part of a 
yearlong senior project and will be used 
by undergraduate and graduate students 
at CUA.

The NEED FOR A HANDY APPARATUS
Anechoic chambers have been used for 
more than 60 years to create a free-space 
environment at microwave frequencies. 
The first anechoic chamber for antenna 
measurements appeared in 1953 and 
offered −20-dB reflection coefficients 

over 2.4–10 GHz. With the development 
of new-generation broadband absorbers 
that can offer better than −60-dB reflec-
tion coefficients for normal incidences at 
microwave frequencies, anechoic cham-
bers began to play an important role 
in a variety of measurements requiring 
a highly effective quiet zone and low 
interference from the outside environ-
ment [1]–[4].

Anechoic chambers come in different 
shapes, such as rectangular, tapered, or 
dome shaped [1]–[7]. The vast major-
ity are rectangular because of the simple 
design and construction involved. How-
ever, a disadvantage of such chambers is 
that they introduce unwanted scattering 
from the walls at low frequencies [5], 
[6]. While tapered chambers can over-
come this issue, they are not suitable 
for measurements requiring multiple or 
moving sources because there is only 
a single-source antenna located at the 
taper’s apex.

The chamber’s accuracy was validat-
ed through return loss and insertion loss 
measurements. The results showed that 

the constructed chamber performed well 
over a bandwidth of 8–40 GHz. Upon 
the successful manufacture of the cham-
ber, two applications were investigated 
by undergraduate students to demon-
strate the effectiveness of the chamber: 
1) three-dimensional (3-D)-imaging of 
buried objects and 2) near-field antenna 
measurements.

ANECHOIC CHAMBER  
CONSTRUCTION
The anechoic chamber described in this 
article was designed and constructed 
as a cost-effective alternative for com-
mercial products to give students at CUA 
access to experiments and measurements 
in their electromagnetics-related cours-
es and research. The objective was to 
keep the chamber small and portable, 
so it could be carried around, and low in 
cost (US$2,500–US$3,000). The cham-
ber is supported by a network analyzer. 
We chose a rectangular configuration 
because of its simple structure. The 
rectangular shape also allowed an easy 
arrangement of the absorbing materials. 
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As mentioned in the previous section, 
one crucial disadvantage of rectangu-
lar anechoic chambers at low frequen-
cies (below 1 GHz) is the wide angles of 
reflection from the walls, ceiling, and 
floor. To address this issue, we designed 
our anechoic chamber to operate above 
10 GHz. While we validated good per-
formance over the 10–40-GHz band-
width via our return loss and insertion 
loss measurements, we anticipate that 
the chamber will operate well beyond 
40 GHz, as our absorber specifications 
indicate that there is typical reflectiv-
ity at a normal incidence of −50 dB up 
to 50 GHz. This high frequency range 
not only helps reduce the wide angles 
of reflection but also keeps the over-
all size of the anechoic chamber small, 
which eventually reduces the cost of con-
struction. While our chamber meets the 
requirements of isolation to support a 
number of applications, it does not have 
the utilities of commercially available 
products, which typically cost orders of 
magnitude more and are not affordable 
for basic research or educational use.

SPECIFICATIONS AND COMPONENTS
As mentioned previously, the lowest fre-
quency for the chamber to operate was 
set at 10 GHz. It is expected to work up 
to 50 GHz because of the broadband 
characteristics of the absorber materials 
we used. The key factors in the construc-
tion of the chamber were its structure, 
the probe for the measurements, the 
absorbers, and the aluminum shielding.

The antennas used for our measure-
ments were 20-dB WR90 standard 
horn antennas. From the dimensions 
of the antenna and the operating fre-
quency band, we calculated the overall 
external dimensions of the chamber as 

    36 36 36 in3# #  to satisfy the far-
field requirements. To aid in the speed 
and ease of construction, we purchased 
a wooden crate from the U-line Com-
pany (model S-13373) [8].

One of the vital steps in the construc-
tion of the chamber was the absorber 
placement. We opted for C-RAM SFC 
8 absorbers and corner blocks provided 
by Cuming Microwave Company [9], 
and we used Velcro to attach them to 
and completely cover the crate’s internal 

walls. The dimensions of the C-RAM 
SFC 8 absorber were     3 3 8 in3# #  
per pyramid, and there were 64 pyra-
mids in each piece. The size of the 
C-RAM corner blocks could be adjust-
ed to fit inside the wooden crate. Fig-
ure 1(a) shows the arrangement of the 
absorbers after they were attached to 
the crate walls. Figure 1(b) shows the 
computer-assisted design (CAD) for the 
corner arrangement using the corner 
block and pyramidal absorbers. After 
completely covering the walls without 
any gaps, the internal dimensions of the 
chamber were .    20 20 35 in3# #

In the constructed chamber, we 
used flat absorbers to cover its base so 
it would be easier to place the device 
under test inside the chamber’s quiet 
zone. Although we did not build a shield-
ed cover for the top of the apparatus, we 
used absorbers to cover the metal frames 
around the antenna located at the top to 
reduce any interference, as we show in 
the section “Assembled Anechoic Cham-
ber with Antenna Scanner and Estimat-
ed Cost.”

ANECHOIC CHAMBER RF 
CHARACTERIZATION AFTER SHIELDING
Shielding helps reduce electromagnetic 
interference entering the chamber from 
outside. The chamber was shielded by 
covering its side walls and floor with 
aluminum foil. The aluminum foil we 
used was from the R.A. Mayes Company 
[10], with a thickness of 0.0025 in. Its 

insertion loss per layer was greater than 
80 dB at 10 GHz. While it would have 
been ideal to also construct a shielding 
cover on the top wall of the chamber, 
this would have complicated our con-
struction structure because we were to 
place a scanner on the top, as will be 
discussed in the section “3-D Imaging of 
Buried Objects Using the Chamber.”

To validate the efficiency of the 
absorbers and shielding layer over a 
broad bandwidth, we measured the  
insertion loss and return loss [11] be
tween two antennas over the 8–12-GHz 
and 18–40-GHz bandwidths. Although 
the performance was not measured 
over the 12–18-GHz range because of a 
lack of available antennas, the measure-
ments over the two bands indicate that 
an equally good performance would 
be achieved.

The insertion loss measurement was 
implemented using two standard horn 
antennas working at 8–12 GHz (WR90, 
20-dB gain) connected to our perfor-
mance network analyzer (PNA) (Agilent 
PNA-X N5247A). In this measurement, 
the receiver was placed in the center of 
the chamber while the transmitter was 
sited 35 in from the chamber’s external 
wall. The antenna centers were aligned 
by making sure that the distances from 
the antenna centers to the edge of the 
chamber’s side wall were identical. For 
vertical alignment, the antenna centers 
were placed 10 in from the ground. The 
slopes of the faces of the horns were 

(a) (b)

3 
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FIGURE 1. (a) The arrangement of the absorbers. (b) The CAD of the corner 
arrangement.
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compensated for by raising the ends 
with a small absorber to vertically align 
the two antennas facing each other. The 
transmitter was connected to port 1 of 
the PNA to generate a 0-dBm signal. 

Similarly, for the insertion loss mea-
surement over the 18–40-GHz range, 
two 20-dB-gain horn antennas were 
used. Figure 2(a) shows that the inser-
tion loss varies from −90 to −80 dBm 
over the 8–12-GHz range. For the 
return loss measurements, both the 
transmitter and receiver antennas were 
placed inside the chamber and point-
ed toward the same interior side wall. 
A thick piece of absorber was placed 
between them to prevent any coupling. 
As shown in Figure 2(b), the return loss 

remained below −75 dBm for 8–12 GHz. 
These results were acceptable for our 
purposes and guaranteed that there 
would be no significant interference 
from outside or because of interior wall 
reflections. We note that the measured 
performance over the 18–40-GHz range 
was similar, with an average return 
loss of −80 dBm and an insertion loss 
of −85 dBm across the band. Because 
of space constraints, we show only the 
insertion loss and return loss perfor-
mance for the 8–12-GHz range.

ANTENNA SCANNER CONSTRUCTION
An antenna scanner was built to sit on 
top of the chamber frame. Its functional-
ity is to move an antenna looking toward 

the apparatus’s quiet zone to a desired 
location over a plane on top of the cham-
ber. We had to consider two important 
factors in the scanner design: 1) preci-
sion in accurately positioning at a desired 
location and 2) tolerance to carry the 
weight of the antenna.

SPECIFICATIONS AND CONSTRUCTION
The overall dimensions of the scanner 
were chosen as   36 36 in2#  so that it 
could sit atop the chamber. The scanner 
was designed to completely cover the 
quiet zone region, which was designed 
as .    20 20 35 in3# #  The estimated 
weight that the scanner had to be able to 
carry was about 20 lb, including the slid-
ers, motors, and mounted antenna. The 
scanner was constructed using a sup-
porting main frame as well as a Y-slider 
and an X-slider corresponding to the two 
orthogonal directions on the plane of the 
top surface.

SUPPORTING MAIN FRAME AND Y-SLIDER
Figure 3 shows the main frame con-
structed from   1 1-in2#  and   1 2-in2#  
T-slots. These T-slots were fixed using 
3/4-in angle brackets. The Y-slider was 
built using a   1 3-in2#  T-slot. The 
1.5-in white nylon rollers were secured 
under the Y-slider for motion. The rollers 
were connected to the 2-in angle brack-
ets, which formed a 45° angle with the 
frame to enhance the stability of the roll-
ers and the Y-slider. Timing pulleys were 
then used to enable the motions of the 
Y-slider, with the help of stepper motors.

X-SLIDER
The X-slider was built and mounted 
on the Y-slider. It is used to carry dif-
ferent types of antennas with typical 
weights of about 2–4 lb. Figure 4 shows 

Y-Slider

X-Slider

Timing
Pulley 1-in × 2-in

T-Slot

1-in × 3-in
T-Slot

1.5-in × 1.5-in ×
1/8-in Channel

1/4-in Shaft

3/4-in Angle Bracket

FIGURE 3. The construction of the main frame and Y-slider using T-slots.

2-in Plates

1.5-in Roller

4-in Plates

FIGURE 4. The X-slider after assembly. 
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FIGURE 2. (a) The insertion loss and (b) return loss over 8–12 GHz.
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the assembled X-slider, where stepper 
motors were mounted on the main frame 
of the scanner. Rollers and timing pul-
leys were connected to the X-slider in a 
manner similar to the Y-slider.

ABSORBERS TO COVER THE METAL FRAME
To simplify our structure design and cut 
costs, we did not have a shielded cover 
for the top of the chamber. As a result, 
unwanted reflected fields could be 
created due to the interactions among 
the objects under test, the antenna, and 
the metal frame of the antenna scan-
ner. These unwanted reflected signals 
could affect the fields measured by the 
probe/antenna. To reduce the unwanted 
reflections from the frame of the anten-
na scanner or the probe and to improve 
the quality of the measurements, we 
placed absorbers along the Y-slider, as 
shown in Figure 5(a), and around the 
aperture of the probe used for measure-
ments [Figure 5(b)]. Our measurements 
indicated a significant improvement 
when compared to results without these 
absorbers on the slider.

SOFTWARE AND CIRCUITRY  
OF THE ANTENNA SCANNER
An Arduino Mega 2560 [12] was used 
to control the motors, with the support 
of Big Easy Drivers. The inputs need-
ed for the scanner’s operation, such as 
the maximum length of the x  and y 
axes ,L Lx y^ h  and the sampling step 
size on these axes , ,x yT T^ h  are sent to 
the Arduino through a local area net-
work protocol using an Arduino Ether-
net Shield. Feedback is also provided 
from the Arduino to the user after each 
successive scanning location. One step-
per motor was used for the X-slider, and 
two motors were used for the Y-slider 
because it has to carry the X-slider as 
well as the mounted antenna (a total 
weight of 20 lb). Therefore, using two 
synchronizing motors helps increase the 
stability and precision of the Y-slider. 
With the chosen stepper motors, the 
antenna scanner can carry up to 20 lb on 
the Y-slider and 10 lb on the X-slider. 

The smallest step size our scanner 
can achieve is 0.3 in in both the x and y 
directions. The factor that limits the step 
size of the scanner is its weight. A smaller 

step size decreases the total torque the 
motors can carry and move the sliders. 
Limit switches were also used for safety; 
they were placed at both ends of the slid-
ers and connected directly to the main 
power supply so they could automati-
cally cut off the power in the event of a 
slider malfunction. Information about 
the antenna location on the rectangular 
grid was displayed through a liquid crys-
tal display (LCD) to keep track of the 
scanner’s operation. Figure 6 shows the 
schematic of the circuitry used to control 
the scanner.

ASSEMBLED ANECHOIC CHAMBER  
WITH ANTENNA SCANNER AND 
ESTIMATED COST
The assembled chamber with the anten-
na scanner sitting on top is shown in 
Figure 7. The chamber is supported by 
our network analyzer. Data from the net-
work analyzer are sent directly to the 
computer through the Virtual Instru-
ment Standard Architecture (VISA), 
which is a standard defined by Agilent 
Technologies and National Instruments 
for communicating with instruments 
regardless of the interface. Communi-
cation was established through a VISA 
instrument object, which we created 
in MATLAB.

Table 1 specifies the itemized cost 
of the required components and their 
quantities to construct the chamber 
and the antenna scanner. The total cost 
for the construction was approximately 
US$2,700.

3-D IMAGING OF BURIED OBJECTS 
USING THE CHAMBER
The main objective of 3-D imaging of 
objects buried in an unknown medium 
is to locate their position and reconstruct 
their shape. With recent improvements 
in both algorithm and hardware technol-
ogies, 3-D imaging of buried objects can 
be used in a variety of applications, such 
as land mine detection [13]–[20], bridge 
inspection [21]–[23], and road condition 
surveys [24], [25]. Standard back-projec-
tion algorithms have proven effective in 
such applications [26]–[30]. In this arti-
cle, we present the results of our experi-
ments by implementing measurements 
using the stepped-frequency approach 

and then applying the standard back-
projection algorithm to the stepped-fre-
quency imaging.

As an electromagnetic signal pene-
trates a lossy medium, it slows down and 

Y-Slider

Flat Absorber

(a)

(b)

Probe

FIGURE 5. The absorber covering (a) the 
top metal frame and (b) the probe to 
reduce interference.

Motors

BED

LCD

12 V, 5 A

X Y

FIGURE 6. The schematic for the 
controlling circuit. BED: big easy driver.

Antenna Scanner

Antenna

Controlling Unit

PNA

FIGURE 7. The assembled anechoic 
chamber and antenna scanner.
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becomes attenuated. In addition, its path 
is deformed, a result that depends on the 
relative permittivity and conductivity of 
the medium. All of these effects must 
be compensated for to acquire a buried 
object’s reconstructed image. Although 
a set of exact equations can be used to 
analyze the medium’s effect on the prop-
agation delay based on Snell’s law in [31], 
this method can be complicated because 
it requires numerically solving numerous 
transcendental equations. 

A simpler method, which approx-
imates the medium’s effect, was pro-
posed in [32] based on the propagation 
delay minimization method. In this 
article, we apply the concept in [32] to 
account for the effect of the medium on 
the imaging results. An overview of the 
notion of the back-projection imaging 
approach in free space is introduced in 
the next section. We then employ our 
time-minimization technique for objects 
buried in sand.

IMAGING ALGORITHM FOR DETECTING 
BURIED OBJECTS AND THE TIME-
MINIMIZATION METHOD
Consider a plane with   M N#  samples 
located at   .z 0=  The object resides at 
position , ,x y zp p p^ h inside a sandbox, 
which is placed in the quiet zone of the 
chamber, as shown in Figure 8. Assume 
that a wideband signal ( )s t  is sent from 
the antenna at location , , .m n 0^ h  If the 
reflection coefficient of the target in Fig-
ure 8 is ,C  then the received signal at the 
antenna is

	 , , . ,sE m n t t ts travelC= -^ ^h h 	 (1)

TABLE 1. THE COST ESTIMATES FOR ANECHOIC  
CHAMBER AND ANTENNA SCANNER CONSTRUCTION.

Categories Main Items Quantity
Total Expense 
(US$)

Chamber 
structure

Wooden crate,     36 36 36 in3# #  1 180

C-RAM SFC 8 absorbers, 
    24 24 8 in3# #  

15 900

C-RAM corner blocks 6 200

Aluminum foil, 0.0025-in thick 1 375

Copper tape, 3-in width 1 150

Antenna 
scanner

T-slots,     1 1 72 in3# #  2 60

T-slots,     1 2 72 in3# #  2 110

T-slot,     1 3 72 in3# #  1 59

3/4-in angle brackets 8 8

2-in angle brackets 12 12

1.5-in nylon rollers 12 72

Trapezoidal tooth neoprene timing 
belts, 0.2-in pitch, 77-in outer circle, 
3/8-in wide

3 45

Acetal pulleys for XL-series 6 48

Timing belts for 1/4-in and 3/8-in belt 
width

3 15

.   .   /1 5 1 5 1 8-in3# # -thick channel 
aluminum

1 13

1/4-in shaft collars 12 12

1/4-in shafts 3 15

2-in mending plates 6 12

4-in mending plates 4 16

10-32 3/8-in stainless screws (hex head) 100 5

10-32 7/16-in stainless screws (hex head) 100 7

10-32 3/8-in square nuts 50 10

10-32 3/8-in washers 50 8

10-32 3/8-in split lock washers 100 8

1/4-20 3/4-in hex head cap screws 50 5

Controller 
circuitry

Arduino Mega 2560 1 46

Arduino Ethernet Shield 1 45

NEMA 23 stepper motors, 200 steps/
revolution,    ,57 76mm mm#  8.6 V, 1 
A/phase

3 150

Big Easy Drivers 3 60

Limit switches 4 12

LCD, 20 × 4 1 13

ac to dc adapter, 12 V, 5 A 1 20

TOTAL 2,691
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FIGURE 8. An imaging model for a 
buried object. 
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with the propagat ion delay ttravel =

+ ,r r cr c r v r1 21 2 f+ =^ ^ ^h h h  where  
r1  and r2  are the propagation paths in 
air and in the medium, respectively, c is 
the speed of light, and rf  is the relative 
permittivity of the medium.

The idea of the standard back-pro-
jection algorithm [30] is represented 
in (2), where matched filtering is first 
applied to the scattered field received at 
each antenna location. By summing the 
matched-filter response results from all 
of the antenna locations, the intensity of 
a pixel , ,x y z^ h can be calculated as

	 , , ( , ) ( , , )

,

f x y z w m n E m n t

t t dtdmdn

s

travel# d

=

-

^
^

h
h

###   
� (2)

where , ,f x y z^ h is the intensity at each 
pixel in the imaging regions, ,w m n^ h is 
the weighting function on the scan posi-
tions based on the radiation pattern of 
the scan antenna, and , ,E m n ts ^ h is the 
scattered field received at antenna loca-
tion , , .m n 0^ h

Using the expression in [32], we can 
calculate r1  and r2  as

,r d x m y ns s s1
2 2 2= + - + -^ ^h h � (3)

,r z d x x y yp s s p s p2
2 2 2= + - -^ ^ ^h h h � (4)

where ds  is the distance from the anten-
na plane to the interface of the medium, 
xs  and ys  denote the coordinates of 
the sampling points on the air–medium 
interface, and , ,x y zandp p p  are the 
coordinates of the pixel in the imag-
ing region. There are two unknowns in 
(3) and (4): xs  and .ys  To identify their 
values, we recall the physical principle 
that when the wave propagates from 
point ( , , )m n 0  to point ( , , ),x y zp p p  it 
will always choose a unique path such 
that the propagation delay is minimized, 
resulting in a refracted path. Therefore, 
the propagation delay for the model in 
Figure 8 can be described as

	 , .t c
r

c
rminx y

r1 2
travel s s

f
= +c m 	 (5)

By substituting this value for ttravel  
obtained from (5) in (2), we can calculate 
the intensity of each pixel in the image of 
the buried object.

ESTIMATION OF THE DIELECTRIC 
CONSTANT (εr) OF THE MEDIUM
The accurate estimation of the dielec-
tric constant of the medium plays a cru-
cial role in the accuracy of the generated 
images. There are various methods for 
the estimation of the media parameters 
[33]–[35]. For this article, we employed 
the time-domain reflectometry (TDR) 
proposed in [35]. The measurement can 
be carried out from one side of the medi-
um and does not require any positioning 
system. The main goal of this method is 
to estimate the reflection coefficient at 
the first interface of the medium and use 
Fresnel’s equation to calculate the dielec-
tric constant. We can write the reflection 
coefficient as a function of the permittiv-
ity of the two interacting media as

	 ,
a r

a r

f f

f f
C =

+

- � (6)

where, in this case, 1af =  is the permit-
tivity of air. Then, the unknown dielec-
tric value can be calculated as

	 .
1
1

r 2

2

f
C
C

=
+

-^
^

h
h � (7)

To find the reflection coefficient of 
the first interface of the medium, we 
need to use a perfect electrical conductor 
(PEC) ( )1C =-  to measure the time-
domain response of the PEC as a ref-
erence measurement, denoted by ( ),p t  
because, in practice, we do not know 
the characteristics of the incident wave. 
Afterward, the response from the actual 
medium [denoted by ( )]w t  is measured. 
The reflection coefficient at the surface 
of the medium is then estimated as

( )
( )

( )
( )

.
p t
w t

p t
w t

PEC
3

3

3

3
C C= =- � (8)

From the measured reflection coef-
ficient in (8), we calculate the relative 

permittivity rf  of the medium using (7). 
We can thus estimate the velocity in the 
medium as well as the thickness of the 
medium as follows:	

	 ,v c
s

rf
= � (9)

	 ,d v t
2s
T= � (10)

where tD  is the propagation time within 
the medium. With this method, tD  can 
be calculated by taking the difference 
between the time position of the second 
and first maxima of ( ),w t  which refer to 
the reflection of the bottom and top layer 
of the medium, as shown in Figure 9. To 
keep the measurement procedure sim-
ple, a PEC surface was placed under the 
medium so that we could keep track of 
the scattered signal from the first inter-
face of the medium and from the alumi-
num panel in the back.

To validate this approach, we placed 
a 3.5-in-thick plastic box filled with dry 
sand inside the quiet zone of the chamber. 
The box was backed with a PEC layer 
made of aluminum. The top layer of the 
sand was 40 in away from the antenna 
aperture. We employed a stepped-fre-
quency continuous wave (SFCW) signal 
spanning 8–12 GHz. The step between 
the two adjacent frequencies was chosen 
as 20 MHz. Figure 10 shows the time 

PEC

PEC

d
t1 t2First Interface

∆t

FIGURE 9. The measurement procedure for dielectric constant estimation. 
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response due to the referenced PEC and 
the soil layers.

Employing the TDR method, we first 
estimated the dielectric value of the sand 
and then used this estimated value to 
compute the thickness of the sandbox. As 
observed in the results shown in Table 2, 
we were able to estimate the dielectric 
constant within a 7% error margin. Our 
estimation of the permittivity of dry sand 
at 10 GHz was well within the published 
range, which indicates .2 5rf =  in [36].

MEASUREMENT RESULTS FOR 
DETECTING BURIED OBJECTS
Five different objects were created for 
measurements using aluminum foil (the 

letters C, U, and A) and copper tape (a 
square and a circular plate), as shown in 
Figure 11(a). We employed an SFCW 
signal with a bandwidth of 4 GHz at the 
center frequency of 10 GHz. The step 
between the two adjacent frequencies 
was chosen as 20 MHz. The sandbox 
containing the buried objects was placed 
in the center of the quiet zone, its top 
surface 40 in from the antenna aperture, 
as shown in Figure 11(b). The spacing 
between the grid points of the antenna 
positions was set at 0.6 in in both the x  
and y directions.

Figures 12 and 13 show planar slices 
of the buried objects at a depth of 1.5 in 
from the top surface of the sand using 

the back-projection algorithm based on 
the time-minimization method. The 
white line in each case depicts the actual 
object shape. A permittivity of 2.32 was 
assumed for the sand, as measured in the 
previous setup.

As we can observe in Figures 12 
and 13, the image results replicated the 
objects well. The quality of images also 
depended on how the objects were 
buried inside the sand. For instance, 
if the surface of an object was per-
fectly parallel with the antenna aper-
ture, the resulting image was detected 
well. However, if it was not parallel to 
the antenna aperture, the results were 
worse, as can be seen in the case of the 
letter A in Figure 13.

MEASUREMENT SENSITIVITY
In this section, we discuss some im
portant issues that affect our imag-
ing results.

ANTENNA SPACING AND RESOLUTION
The range resolution depends on the 
velocity v of the wave inside the medium 
and the bandwidth B of the SFCW, as 
described in (11) and (12). We denote 
the theoretical resolution in the z direc-
tion as ,RzT  and we take it that

	 .R B
v

2zT = 	 (11)

The cross-range resolutions are ap
proximately calculated [19], [28] as

	 ,R D
R

2,x y
SA

T m= 	 (12)

where R  is the distance from the an
tenna aperture to the surface of the 
medium, m  is the center operational 
wavelength, and DSA  is the length of 
the synthetic array formed by moving a 
single antenna along a straight path. In 
this measurement, we operated at a cen-
ter frequency of 10 GHz, and the object 
under test was 40 in away. We employed 
a synthetic aperture of .  20 20 in2#  
Therefore, our cross-range resolution 
was . .R 1 2 in,x yT `  To verify the theo-
retical range resolution, we implement-
ed two measurements by placing two 
square plates with dimensions of 4.7 in 
and 3.5 in at center-to-center separa-
tions of 0.4 in and 1.6 in. The first case 
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FIGURE 11. (a) The objects used in the measurements. (b) The measurement setup 
for a buried object.
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FIGURE 12. A planar slice at 1.5 in from the top with (a) the square plate and (b) the 
circular plate. 

TABLE 2. THE ESTIMATION OF THE PERMITTIVITY  
AND THICKNESS OF THE SAND. 

Materials Estimated Value Actual Value Error (%)

Permittivity rf^ h 2.32 2.5 7

Thickness (in) 3.7 3.5 5
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corresponded to a scenario where the 
separation was smaller than our resolu-
tion, while the latter had a separation 
larger than our resolution limit. Because 
of the resolution limitation, we could not 
clearly distinguish the two objects with 
a 0.4-in separation [Figure 14(a)]. How-
ever, we could resolve them when they 
were separated by 1.6 in [Figure 14(b)].

BACKGROUND SUBTRACTION
Numerous mechanisms contribute to the 
signals received at each antenna posi-
tion in this measurement, such as the 
scattered fields from the object under 
test, the scattered signal from the surface 
of the medium the object is buried in, 
and the reflection signal from the PEC 
panel at the bottom of the medium con-
tainer. These scattered fields may result 
in unwanted artifacts in the image if they 
are not removed prior to signal process-
ing through a background subtraction 
process. The background subtraction 
can be performed by applying the time-
gating filter to the received signal. The 
range profile from a 7-in square plate 
and the corresponding sliced images 
with and without gating are shown in 
Figures 15 and 16, respectively. Without 
the background subtraction, the recon-
structed image of the object is signifi-
cantly distorted.

NEAR-FIELD ANTENNA 
MEASUREMENTS USING  
THE CHAMBER
The far-field characteristics of antennas 
are important in many electromagnet-
ics applications. Measurements of far-
field antenna patterns can be difficult in 

practice because they require anechoic 
chambers with large dimensions. There-
fore, it is sometimes convenient to mea-
sure the near-field characteristics of an 
antenna and then use analytical methods 
to calculate its far-field radiation patterns 
[37]–[42]. This can be achieved by using 
the near-field to far-field (NF/FF) trans-
formation algorithm. Near-field compo-
nents can be measured over a selected 
surface, which can be planar, cylindrical, 

or spherical. The measured data allow 
the calculation of the field at any dis-
tance from the antenna using the prin-
ciple of the modal expansion method.

MODAL EXPANSION ALGORITHM FOR 
PLANAR SYSTEMS
The mathematical formulations of the 
NF/FF systems are established on the 
basis of plane wave expansion using Fou-
rier transform techniques [37]. It is stated 
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FIGURE 13. A planar slice at 1.5 in from the top with letters (a) C, (b) U, and (c) A. 
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that any arbitrary wave at a given frequen-
cy can be represented as a superposition 
of plane waves traveling in different 
directions with different magnitudes. 
The relationship between the near-field 
E-field measurements and the far field for 
a planar system is as follows:

, , ,

,

f k k E x y z

e dxdy

0x x y xa
a

a

b

b

j k x k y
2

2

2

2
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where ,E Exa ya  are the measured field 
components at the measurement plane 

and ,f k kx x y^ h and ,f k kx yy ^ h are the 
x and y components of the plane wave 
spectrum, which are determined in 
terms of the near-electric-field compo-
nents. andE Ei z  are the far-field com-
ponents we want to calculate. These 
equations are used assuming ideal 
probes. Thus, for accurate transfor-
mation to far-field radiation patterns, 
we need to correct for the receiving 
response of the probe. This process is 
called probe correction [43]–[46].

SIMULATION AND RESULTS USING A 
NONIDEAL PROBE
For this article, we measured the char-
acteristics of a standard WR90 horn 
antenna (dimensions: .   .3 7 4 7 in2#  
and length 11.05 in) with a half-power 
beamwidth of 16° and a gain of 20 dB.  
To model and validate the modal 
expansion method, the commercial 

software package FEKO was used to 
simulate the horn antenna. We first 
obtained the near-field components 
from the model and then applied the 
modal expansion method to calculate 
the far-field radiation pattern of this 
horn antenna. We also directly calcu-
lated the far-field characteristics of the 
same horn using method of moments 
(MoM) in FEKO.

Because a measurement with an 
ideal probe is not practical, we imple-
mented the simulation using an open-
ended waveguide. Its advantage is that 
it minimizes the effect of a probe’s ra
d iat ion pattern on the measure-
ment results while using a more 
directive antenna, as a probe might 
introduce errors due to its narrow 
beamwidth. We chose an open-end-
ed waveguide with d i men s ion s  of 

.   .   . ,0 9 0 4 3 1 in3# #  corresponding to 
a half-power beamwidth of 122° on the 
E-plane and 64° on the H-plane. In 
the simulation, the probe was placed 
at the z 0=  plane, and the antenna 
under test (AUT) was 3.5 in away. A 
sampling step of 0.4 in was used in 
both directions.

Figure 17 compares the far-field 
results in both the E- and H-planes 
obtained directly from MoM with those 
obtained from our NF/FF transforma-
tion algorithm. As observed, a close 
match was achieved.

MEASUREMENT SETUP AND RESULTS
The near-field measurement of the 
antenna was implemented using the 
same parameters as in the simula-
tion procedure discussed earlier. The 
scanning region dimensions were 

.  20 20 in2#  The AUT was placed in
side the chamber 3.5 in away from the 
open-ended waveguide. The AUT was 
connected to port 1 of the PNA-X 5247 
A as the transmitter, while the probe 
was connected to port 2 as the receiv-
er. A total of   47 47#  data points were 
collected, corresponding to a sam-
pling step of 0.4 in in both the x  and 
y  directions. 

Figure 18 compares the measured 
far-field results using our chamber and 
the NF/FF transformation algorithm 
with the far-field calculations of the 
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AUT using MoM in FEKO. The solid 
red line denotes the full-wave simula-
tions—hence, the exact far-field pattern 
for the AUT. The dashed blue line cor-
responds to the NF/FF measurements. 
We observe a good match up to about 
−30 dB.

CONCLUSIONS
In this project, we built a low-cost 
anechoic chamber and antenna scan-
ner, with total cost amounting to lower 
than US$3,000. The two were con-
structed as part of a senior design proj-
ect and will be applied in the future to 
support the teaching of electromagnet-
ics-related courses. As part of the proj-
ect, two applications were implemented 
using the chamber: 1) 3-D imaging of 
buried objects and 2) near-field anten-
na measurement.
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T he wide ava i labi l it y of smart 
handheld and mobile devices has 
provided educators with another 

opportunity to aid the teaching of elec-
tromagnetics (EM) courses with touch-
based interactivity, allowing seamless  
teaching and learning. This article 

explores how mobile devices may be 
used to enhance students’ grasp of 
EM polarization concepts through a 

special app designed to provide interac-
tive visualization. It also helps instruc-
tors to effectively illustrate many wave 

Teaching and Learning Electromagnetic 
Polarization Using Mobile Devices

Eng Leong Tan and Ding Yu Heh

editor’s Note
Two articles are presented in this issue’s “Education Corner” column. In this second article, 
the authors present a mobile device application that helps students learn the principles of 
electromagnetic polarization. The EMpolarization application is available for Apple devices. 
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