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Abstract—While the development of microwave imaging tech-
nology for biomedical applications has been ongoing for many
years, no clinical devices are currently in use. A major challenge
is achieving data quality that would ensure adequate image res-
olution for the specific diagnostic application. Imaging systems
are typically designed with a theoretical resolution limit in mind,
which is rarely achieved in practice due to measurement uncer-
tainties, background clutter, and system noise. Uncertainties and
background clutter are particularly prominent in medical diag-
nostic imaging. This paper proposes a method for data quality
assessment of an experimental imaging system that aims at a
specific image resolution. It utilizes two measurements, one of a
uniform background medium and one of the same medium with
a small scattering probe embedded within it. The probe’s size and
permittivity reflect the desired application-specific resolution. The
method extracts the system point-spread function (PSF) from the
two measurements and computes the PSF contrast-to-noise ratio. A
case study is presented, demonstrating the quality control protocol
and its ability to identify datasets of inadequate quality and provide
an evaluation metric. The protocol also highlights possible sources
of error and enables data filtering that increases significantly the
reconstructed image quality.

Index Terms—Microwave imaging, image quality, image
resolution, signal to noise ratio, biomedical imaging, biomedical
signal processing, biomedical image processing, quality
management, quality control, calibration, contrast to noise
ratio.

I. INTRODUCTION

B IOMEDICAL microwave imaging technology shows
promise in a variety of applications such as breast can-

cer imaging, stroke detection, skin cancer diagnosis, bone and
joint imaging, and many more [1]–[10]. Microwave imaging
technology is nonionizing, compact, and low-cost, demonstrat-
ing clear advantages over current diagnostic technology. These
advantages motivate interest in developing microwave imaging
as an alternative or complimentary diagnostic modality.

To date, however, microwave imaging technology has not
been deployed in clinical practice. This is primarily due to the
highly nonlinear scattering phenomenon in tissue [11]. A large
number of algorithms have been developed to address these
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complexities, including direct (linear) and iterative (nonlinear)
approaches, all of which employ approximations of the scat-
tering behaviour [12]–[16]. While many of these approaches
have appeared successful in studies with simulated data, their
translation to successful experimental studies is limited.

In our experience, the difficulties arising in translation to
practice are not necessarily due to the image reconstruction
approach. Rather, the experimental setup fails to reproduce
the idealized simulated acquisition environment. Factors such
as reflections from components in the measurement setup,
positioning uncertainties, uncertainties in the performance
of the antennas and the electronics, system noise and
inadequate calibration all cause misleading results during image
reconstruction. Evaluating the ability of the experimental setup
to provide data of adequate quality is therefore an essential first
step toward translating an imaging method to clinical practice.

The process of evaluating diagnostic equipment is common-
place in medical diagnostics. It is referred to as quality assurance
or quality control (QC) [17]–[19]. One common QC evaluation
protocol identifies the actual spatial resolution of the system by
acquiring the system-specific point spread function (PSF) [17].
A PSF describes the impulse response of an imaging system. It
can be acquired through the measurement of a small scattering
object within a uniform background medium. Complex QC
protocols based on multiple scattering probes generating unique
PSFs have been created to account for the numerous system-
specific influences on the actual image resolution [20], [21].
These protocols ensure that the estimated theoretical resolution
is physically achieved.

Designing an experimental microwave imaging system to
achieve a particular estimate of resolution starts with four fun-
damental factors: frequency bandwidth, antenna beamwidth,
spatial sampling, and frequency (or temporal) sampling [11].
Such an estimate, however, depends on simplifying assump-
tions such as uniform and open background medium as well
as far-zone modes of propagation. These assumptions do not
hold in microwave tissue imaging, which is a typical near-field
scenario. Such non-ideal background conditions along with the
simplifying approximations in the forward model of scattering
necessitate a QC protocol for evaluating the actual system-
specific resolution of the imaging system.

Here, we propose a QC protocol for evaluating the ability of
an experimental system to achieve the resolution necessary to
identify critical tissue targets (e.g., cancer). The protocol uses an
algorithm which computes the contrast-to-noise ratio (CNR) of a
PSF at each measurement frequency. A case study is performed
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Fig. 1. Illustration of a planar acquisition setup. The antennas are scanned
mechanically along the two parallel acquisition planes on both sides of the
imaged volume V . If antennas i and k are both used as transmitting (Tx) and
receiving (Rx) antennas, then the scattering parameters Sii, Sik , Ski, Skk are
acquired as 2D complex-valued data sets at each frequency. Figure adapted
from [37].

on the acquisition setup used for tissue-imaging experiments
in [22]. The protocol also provides visual information to help
determine the cause of poor CNR. The CNR QC protocol
generates a metric which can be used to compare the current
setup with similar acquisition systems.

II. QUALITY CONTROL PROTOCOL FOR SPECIFIED RESOLUTION

The evaluated microwave imaging setup is a planar scanning
system illustrated in Fig. 1. However, the QC protocol described
next can be extended to systems employing cylindrical or hemi-
spherical scanning surfaces and even surfaces of non-canonical
shapes with nonuniform spatial sampling.

A. Point Spread Function Measurements

A point spread function (PSF) describes the impulse response
of an imaging system. The PSF data consists of complex-valued
scattering parameters from the measurement of a small scat-
tering probe in a background medium, the volume of which
includes the volume of a typical object-under-test (OUT). The
protocol requires the measurement of two specifically con-
structed objects (phantoms) to derive the PSF: the reference
object (RO) and the calibration object (CO).

The RO is a uniform phantom which fills the maximum
capacity of the imaged volume V . Its measurement captures the
incident-field response of the acquisition system, which includes
system-specific features such as background clutter generated at
interfaces between the equipment and surrounding air. The RO
permittivity is designed to represent averaged tissue permittivity,
weighted according to the percentage volume of each major
tissue constituent in the anatomical model of the targeted organ.
Note that the RO does not approximate complex tissue structures
in the organ. Its purpose is to provide a baseline measurement
in the absence of an OUT, which captures the dominant features
of the system itself.

The CO phantom is comprised of: a) the uniform medium
used in the RO measurement, and b) a scattering probe inserted
within the uniform medium. The permittivity of the probe is
selected to mimic a tissue structure of interest, e.g., a tumor.
Its size corresponds to the desired spatial resolution. As an
example, breast-cancer screening aims to detect sub-centimeter
tumors [12]. Therefore, the size of the probe should be less
than or equal to a cubic centimeter whereas the permittivity
should approximate that of cancerous tissue. It is common for the
permittivity of any given tissue type to have significant variance
at any given frequency; e.g., for breast tumors, the real part of
the relative permittivity may vary from 50 to 70 in the low-GHz
range [23], [24]. The scattering probe permittivity is selected
within this range.

A variety of tissue mimicking mixtures exist for designing
the RO and CO structures. Oil-based phantoms can be easily
constructed and maintained [25]–[28]. Carbon rubber mixtures
have also shown reasonable success at achieving the required
permittivities while also having substantial lifespans [29]–[31].
It should also be noted that many commercially available prod-
ucts (both organic and non-organic) appear to be viable candi-
dates as long as their complex permittivity matches adequately
the expected averaged tissue permittivity. Materials such as lard,
peanut butter, and jam have been used in microwave phantoms
[32]–[34]. This is not a novel approach; MRI phantoms are reg-
ularly designed using household items, including jams, jellies,
and egg whites [35], [36].

The scattering probe is usually placed at the center of the
imaged domain V , which is also the center of the RO and CO
phantoms. We note that it is beneficial to place the scattering
probe at different locations within the uniform phantom since
different positions may correspond to somewhat different spatial
resolution estimates as dictated by the width of the PSF. How-
ever, this comes at the cost of increased measurement effort. For
the purposes of this work, CO measurements with a single probe
position are carried out since the planar-scanning setup, where
the antennas are aligned along boresight, features a PSF that is
rather insensitive to the location of the probe.

B. Formulating the Point Spread Function

When the CO data set is measured, the total measured re-
sponse is due to: a) scattered waves due to the scattering probe,
and b) incident waves, which are independent of the probe
and which form the baseline measurement. Only the scattered
portion of the signal carries information about the scatterer;
thus, it needs to be extracted from the total-field response. In
the case of the PSF measurement, its scattered-field portion,
Ssc,PSF
ik (r; f), can be extracted assuming a simple superposition

of the incident and scattered field components [11]:

Ssc,PSF
ik (r; f) ≈ Stot,CO

ik (r; f)− SRO
ik (r; f) . (1)

Here, Stot,CO
ik (r; f) is the total measured response of the CO, and

SRO
ik (r; f) is the measured response of the RO.
The subtraction of the RO data from the total data aims at

de-embedding the undesirable impact of the background mea-
surement, which, in practice, is neither uniform nor perfectly
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Fig. 2. Magnitude plot of acquired 2D PSF data at one frequency. Three
regions are highlighted: (a) the signal region, (b) the background region, and
(c) the exclusion region. Image adapted from [22].

repeatable. This issue is a major contributor to the measurement
uncertainties of the particular system. The RO (or baseline)
measurement is commonplace in microwave imaging and it
is a mandatory step in the calibration of the system before
proceeding with imaging an OUT [11].

Eq. (1) is a simple and widely used approach to the extrac-
tion of the scattered portion of a response. It is based on the
first-order Born approximation [11]. However, using Rytov’s
approximation of scattering [11] is equally effective in the case
of a PSF response. Details on the implementation of the Rytov
data approximation are found in [32], [37], [38].

C. Contrast-to-Noise Ratio of the PSF

To evaluate the PSF measurement, each data set (for a given
antenna pair and frequency) is divided into three regions of
interest, as shown in Fig. 2: the signal region (As), the back-
ground region (Ab), and the exclusion region (Ae). The signal
region As is the location where the majority of the scattered
signal power is located. It is defined as all the voxels where the
signal strength is within the 3 dB level relative to the maximum
signal magnitude. The background region Ab is defined as the
largest possible region containing no signal from the scattering
probe. The exclusion region Ae is the region where the signal
and noise components are difficult to separate. In Ae, ripple-like
diffraction effects exists and they must be avoided in the CNR
calculations described next.

In the context of this work, the signal-to-noise ratio (SNR) of
a data set should be defined as

SNR(f) =
average

(
Stot,CO
ik (As, f)

)

std(Stot,CO
ik (Ab, f))

, As, Ab ∈ D (2)

whereStot,CO
ik (As) is the total-field response in the signal region

As contained within the scanned 2D domain D andStot,CO
ik (Ab)

is the total-field response in the background region Ab. Here,
std denotes the standard deviation function. As shown in [39],
the average value and the standard deviation are calculated to

produce real-positive values as:

average(d) =

∣∣∣∣∣
1

N

N∑
i=1

di

∣∣∣∣∣ , (3)

std(d) =

(
1

N − 1

N∑
i=1

|di − d̄|2
) 1

2

, d̄ =
1

N

N∑
i=1

di, (4)

where di is a single measurement at a particular location in the
specified region (an element of the data vector d), and N is the
number of elements in d.

In imaging, SNR can be a misleading metric, especially in
cases where the incident-field component is stronger than the
scattered-field component. This is because the reconstruction
algorithm works with a signal which, ideally, contains only a
scattered-field component. Therefore, using the scattered-field
portion of the data sets is preferable.

Unfortunately, the incident-field response cannot be de-
embedded from the PSF data completely, in part due to the near-
field nature of the measurement, for which the superposition
assumption in Eq. (1) does not hold strictly. The measurement
uncertainties have a detrimental effect as well. Thus, instead of
the SNR, a similar metric, referred to as the contrast-to-noise
ratio (CNR), is preferable [22]:

CNR(f) =

average(Ssc,PSF
ik (As, f))− average(Ssc,PSF

ik (Ab, f))

std(Ssc,PSF
ik (Ab, f))

, (5)

As ∈ D,Ab ∈ D.

Here, the average and the standard deviation are computed using
Eqs. (3) and (4), respectively. The CNR measures the contrast
between the scattered signal averaged over the signal region
As and that averaged over the background region Ab, relative
to the random contrasts (artifacts defining the data noise) that
appear in the background region. Thus, CNR is insensitive to the
incident-field responses which may not be removed completely
during the de-embedding process.

After calculating the CNR for all data sets, a cut-off CNR
is applied to determine whether a data set satisfies the QC re-
quirements. Depending on the image-reconstruction algorithm,
different CNR thresholds can be applied. In the case of quan-
titative microwave holography, a 3-dB threshold is suitable for
determining whether the data quality is sufficient to accurately
image scattering objects of the size and contrast similar to those
of the scattering probe [22]. In a situation where 50% of the PSF
data sets have a CNR below 3 dB, the system-specific resolution
is deemed insufficient. In such cases, visual inspection of the two
measured data sets (CO and RO) should be performed to identify
system faults. As demonstrated in the case study described in
Section III, such system faults can be usually remedied with sim-
ple modifications of the setup. A metric describing the overall
system quality can be acquired from the mean CNR.
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D. Quality Assurance Protocol

The CNR-based QC protocol can be summarized as follows:
1) Perform a measurement of the RO (uniform tissue mim-

icking phantom) to acquire SRO
ik (r, f).

2) Perform a measurement of the CO (uniform tissue mim-
icking phantom identical to the RO with a scattering probe
embedded in the center) to acquire Stot,CO

ik (r, f).
3) Acquire the PSF Ssc,PSF

ik (r, f) using Eq. (1).
4) At each frequency, identify the three regions of interest,

referred to as the signal region As, the exclusion region
Ae, and the background region Ab

5) Compute the CNR of each PSF data set using (5).
a) If 50% of the PSF data sets have a CNR above the 3 dB

threshold, the acquisition setup has sufficient quality
at the particular system-specific resolution.

b) If 50% of the PSF frequencies have a CNR below the
3 dB threshold, the acquisition setup has insufficient
quality. Perform visual inspections of the CO and RO
data. Return to step 1) after the experimental setup has
been improved.

E. Algorithmic Implementation

An algorithmic approach is implemented in MATLAB [40] to
automate the division of a PSF data set into signal, background
and exclusion regions and to compute the CNR (available online
[41]). Details of the implementation are provided in [42]. The
algorithm operates on the PSF data obtained with Eq. (1).

To identify the signal region, the maximum signal strength
is located, followed by the localization of all pixels of signal
strength within −3 dB of the maximum. These pixels are orga-
nized into clusters. If multiple clusters are detected, the cluster
closest to the center of the image is selected. The cluster selection
uses a rectangular search region, which is centered within the
acquisition area and has an initial size of 25% of the length and
width of that area. If a cluster is not found in the initial search
region, the algorithm increases the region in 5% increments until
it reaches the size of the image. A warning is issued if the cluster
is located outside of the initial search region since this implies
that the scattering probe is not centered in the imaged volume
or that significant measurement artifacts corrupt the PSF data.
If the cluster approach fails to identify As, a backup approach
defines the signal region as a circle with a user-defined radius,
centered on the maximum-strength pixel.

Note that the cluster selection is prone to errors when a data
set is corrupted by strong measurement artifacts. The base-
line measurement of the uniform RO phantom may produce a
nonuniform RO data set due to reflections from interfaces and
interactions with the setup. These deviations from uniformity
are referred to as measurement artifacts. When these artifacts
are strong, they are not removed adequately via subtraction
(see (1)), due to positioning errors, temperature changes, and
other sources of uncertainty as discussed in Section III. As a
result, multiple clusters of comparable strength may be present
in the PSF, leading to uncertainty whether the algorithm has
properly identified the signal region. In these scenarios, the CNR
is always low (at or below 0 dB) due to the large variance in

the background region. Thus, with poor quality data sets, the
likelihood of the algorithm selecting the wrong “signal” cluster
increases but this has little impact on the CNR which remains
low regardless of the cluster selection.

Once the signal region As is identified, the exclusion region
Ae is defined. This is accomplished by iteratively expanding
a circular area which is centered on and is larger than As.
The algorithm evaluates whether the variance of the signal
(variance(A) = std(A)2) outside of Ae, i.e., within Ab, changes
by more than a user-defined value. This user-defined value is
based on the requirement that the percentage change in the signal
variance withinAb must not exceed the percentage change in the
size of Ae. For example, if the current iterate of Ae is expanded
by 5% of the size of the acquisition area, and the variance in
Ab changes by less than 4%, the search is considered to have
converged and the previous iterate for the size of Ae is selected.
The assumption is that the majority of the scattering signal due to
the probe is contained withinAs andAe whereas the background
region Ab contains only noise, the variance of which does not
depend on its size. The example percentage values above have
been selected empirically for the planar scanning used in [22].
They can be redefined for a different setup as long asAb contains
minimum amount of diffraction effects. Once As and Ab are
defined, (5) calculates the CNR for the data set.

III. CASE STUDY

A planar raster scanning system, utilizing one transmitting
TEM horn antenna [43] and 9-element receiving bowtie array
[44], is evaluated for the purposes of breast-phantom imaging
experiments performed in [22]. For simplicity, only the evalu-
ation of the central antenna of the bowtie array is shown here
since all antennas achieved similar CNR values. The frequency
range is from 3 GHz to 8 GHz, in 100 MHz increments. The
imaged volume is a 5 litre plexiglass (εr ≈ 2− i0.1) tray, the
walls of which are 4 mm thick. It holds the embedding medium
(εr ≈ 10− i5) and a compressed breast-tissue phantom. The
antennas are connected to an R3970 Advantest 16 port RF
switch and an Advantest 3770 Advantest vector network ana-
lyzer. An RF-Lambda 8-W power amplifier is connected to the
transmitting antenna. The scanning system is placed within a
custom microwave-absorber shielded chamber. The acquisition
chamber can be seen in Fig. 3(a). The acquisition setup aims
at detecting cancerous tissue approximately 1 cm3 in size. In
the case of planar scanning, the far-field resolution limits along
range (z) and cross-range (x, y) are described by [11]:

δz ≈ cb

2 · BW
, (6)

and

Δζmax ≈ λmin

4 sinαmax
, ζ ≡ x, y (7)

where cb is the speed of light in the background medium, BW
is the frequency bandwidth, λmin is the shortest wavelength of
the radiation in the background medium, and αmax is the largest
angle of arrival (i.e., viewing angle) at which the scattered signal
can be received. In practice, Eq. (7) is often approximated as
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Fig. 3. Photos of the initial experimental setup: (a) the raster-scanning acqui-
sition chamber in which the tray is placed, (b) inside the acquisition chamber,
showing the TEM horn antenna and bowtie array aligned along boresight, and
(c) a tray containing a uniform medium for the RO measurement.

Δζmax = λmin
2 , which corresponds to an angle of arrival of 30◦ –

a limit attributed to the antenna beamwidth or the aperture size,
whichever results in a smaller αmax. In tissue, this assumption
is reasonable regardless of the antenna beamwidths, bearing in
mind that larger angles imply longer signal paths, leading to
increasing signal attenuation. For this experiment, the range and
cross-range theoretical resolution limits are estimated as z ≈
9.5 mm and ζ ≈ 6 mm.

To verify the acquisition setup quality, the CNR QC protocol is
performed. The permittivity of the uniform medium in the RO is
based on a Type-2 breast, which is comprised of mostly fat with
scattered fibroglandular tissue. The averaged permittivity of this
tissue is expected to be εr ≈ 10− i5 at the central frequency
of 5 GHz. The embedding medium, which is constructed from a
mixture of peanut butter and jam (PBJ), is designed to achieved
this permittivity [34]. The resultant mixture is measured with a
Keysight (formerly Agilent) Technologies dielectric slim form

Fig. 4. Plot of the CNR values of the initial experimental setup. Most of
the frequencies have CNR below the 3 dB threshold, indicating insufficient
resolution for a 1-cm3 scattering probe. The mean CNR is −2.13 dB.

Fig. 5. Magnitude of the PSF data at 5.4 GHz. The data is obtained by
subtracting the RO from from the CO data.

probe (85070E) to validate the mixture permittivity. The CO is
constructed with the same uniform embedding medium, with the
addition of a cylindrical dielectric scattering probe (diameter =
1 cm, height = 1 cm, εr ≈ 50− i0.01) placed in the center of
the tray.

The CNR QC protocol described in Section II is applied and
the initial CNR values of the central bowtie-array antenna are
plotted versus frequency in Fig. 4. Most of the PSF data have
CNR values below the 3 dB cutoff, indicating that the acquisition
setup has insufficient resolution. The mean CNR of the data
set is −2.13 dB. An example PSF (with the RO response de-
embedded) at 5.4 GHz is shown in Fig. 5. Large interference
patterns appear to track along the x-axis. The strength of one of
these patterns is actually greater than that of the scattering probe
(see the center of the domain). These interference patterns are
also very apparent in the CO and RO data sets shown in Figs. 6
and 7, respectively.

The background de-embedding procedure through superpo-
sition (see Eq. (1)) fails to completely remove the interference
patterns, possibly due to slight position misalignment of the
tray in the CO and RO measurements. While positional error is
important, such a significant interference pattern hints at a poor
experimental design where improvement is necessary in terms
of suppressing reflections in the background environment.

The cause of the interference is identified by the interference
patterns aligned with the edges of the tray. Significant contrast
exists between the embedding medium (εr ≈ 10− i5) and the
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Fig. 6. Magnitude of the CO data set at 5.4 GHz.

Fig. 7. Magnitude of the RO data set at 5.4 GHz.

Fig. 8. Photo of the tray, showing the microwave absorbers that reduce
reflections from the interface at the plexiglass walls.

plexiglass walls (εr ≈ 1). This contrast induces significant re-
flections which produce the interference pattern visible in the
CO and RO data sets.

To suppress reflections at the tray walls, microwave absorbing
foam is placed around the tray. The foam is well matched to the
low permittivity of the plexiglass and it leads to significant reduc-
tion of the background interference patterns. Fig. 8 depicts the
tray containing uniform embedding medium with the microwave
absorbing foam. The RO and CO measurements are performed
again.

The CNR QC protocol is applied to the PSF data sets obtained
from the new CO and RO data sets. The results are shown in
Fig. 9. The CNR is now above the cutoff threshold of 3 dB
for more than 50% of the frequencies. The mean CNR across
all frequencies is 3.73 dB. At the same example frequency of
5.4 GHz, the PSF is far more clearly defined and no major

Fig. 9. Plot of the CNR values of the setup using microwave absorbers. Over
50% of the frequencies have CNR above 3 dB indicating that the system has
sufficient resolution. As expected, the CNR at the higher frequencies is lower
due to the increased signal attenuation – an effect not observed in Fig. 4 due to
the overwhelming impact of background interference patterns. The mean CNR
is 3.73 dB.

Fig. 10. Magnitude image of the PSF at 5.4 GHz after the addition of
microwave absorbers to the tray in the experimental setup.

Fig. 11. Magnitude image of the RO after the addition of microwave absorbers
to the tray in the experimental setup. It is scaled to match Fig. 7).

interference pattern is visible (see Fig. 10). Indeed, the RO
data at 5.4 GHz (see Fig. 11, scaled to match Fig. 7) no longer
contains significant interference patterns. These results confirm
that the modified acquisition setup has sufficient system-specific
resolution.

Fig. 12 shows the magnitude of the PSF measured at 7.1 GHz,
which has a CNR below the threshold. Note the presence of a
measurement artifact in the top right of the image, which is
stronger than that in Fig. 10. This leads to the reduced CNR.
Fig. 12 also demonstrates the reduction of the overall signal
strength as well as the size of the probe’s scattering footprint at
higher frequencies. It highlights a key trade-off in microwave
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Fig. 12. Magnitude image of the PSF at 7.1 GHz after the addition of
microwave absorbers to the tray in the experimental setup. Note that the CNR
is lower due to significant contributions remaining in the background region of
the PSF.

tissue imaging: higher frequencies facilitate higher resolution at
the cost of lower signal strength.

Utilizing quantitative microwave holography [37], [45], a
Fourier-based direct-inversion technique, image reconstruction
of a breast tissue phantom has been performed with the modified
acquisition setup [22]. The improved acquisition setup lead to
successful imaging results discussed in detail in [22]. There,
data filtering is applied to remove frequencies below the CNR
threshold, leading to higher quality images.

IV. DISCUSSION AND CONCLUSIONS

A quality control (QC) approach for the evaluation of the
system-specific resolution of an experimental setup for mi-
crowave tissue imaging is proposed. It utilizes the measurement
of two separate structures (phantoms), and generates a system-
specific point-spread function (PSF). The contrast-to-noise ratio
(CNR) of the PSF is then calculated to determine if the signal
quality is sufficient. If over 50% of the PSF data set have a
CNR below 3 dB, the system has insufficient signal quality to
resolve objects of size similar to that of the scattering probe. An
algorithm evaluating the CNR is provided [41], [42], and a case
study is performed with a planar microwave imaging acquisition
used in [22]. The result demonstrates that the CNR QC protocol
is able to identify insufficient resolution and to provide evidence
pointing to the cause of poor signal quality. Addressing these
causes leads to significant improvement of the system-specific
resolution.

The CNR QC protocol generates a metric (mean CNR)
which can be used to compare similar system implementations.
This approach can be extended to multistatic setups in other
antenna configurations including cylindrical and hemispherical
arrangements. To implement the QC protocol, similar RO and
CO structures need to be constructed and measured, where
the permittivities and the probe’s size would depend on the
intended application. The scattering probe is usually placed
in the center of the imaged volume. This placement does not
provide an accurate resolution estimate for every position
within the imaged domain, but represents a typical value which
can be used to evaluate and compare imaging setups.

It is emphasized that the CNR metric must operate on the
scattered portion of the CO response, which estimates the
probe’s impact on the measured responses and thus tests the

sensitivity of the acquisition system to a very small source of
scattering. There are reconstruction methods that operate on the
scattered portion of the responses (e.g., microwave holography
and synthetic focusing) and there are those that may operate
on the total responses (e.g., microwave tomography). In both
cases, however, the ability to measure reliably the difference
between the background (the RO) response and that of the same
background in the presence of a probe (the CO) is critical to the
success of the reconstruction.

Finally, the protocol’s definitions of signal and background
regions in a PSF data set have been proposed and tested here
for the case of planar acquisition surfaces. These definitions
need to be modified for the cases of cylindrical and spheri-
cal acquisition surfaces. The modifications must preserve the
physical meaning behind the concept so that the signal region
captures most of the scattering occurring at the probe whereas
the background region captures most of the noise, clutter and
uncertainty occurring in the setup. For example, in the case of
a spherical surface and with the probe being at the center of the
imaged volume, the signal region would expand to include the
PSF values at all sampling positions on this surface because they
are equidistant from the probe. At the same time, the background
region would also include all of these positions so that the PSF
variance is extracted to give a measure of the deviation from the
ideal uniform PSF distribution over the spherical surface. The
cylindrical case would have both the signal and the background
regions extending over all angular positions of the PSF whereas
the vertical (axial) positions would require the separation of the
two with a 1D variant of the method described in Section II-E.

A number of simple steps have been suggested to improve
an experimental setup if the CNR QC protocol identifies an in-
sufficient system-specific resolution. The addition of microwave
absorbers around the antennas and other neighbouring structures
reduces the impact of background clutter. Also, avoiding the use
of system components such as plates and trays, which have high
permittivity contrast with the objects being imaged, is beneficial.
The use of an embedding medium for tissue measurements
is very important since air-to-skin interfaces cause significant
reflections and lower the signal penetration into the tissue.

Future work aims at two major objectives: a) methods for
identifying the sources of error from measurement artifacts
and b) developing and testing standard quality-control metrics
for all microwave tissue imaging approaches, including those
employing cylindrical and spherical acquisition surfaces. The
first objective addresses a variety of errors including positional
error, cabling/antenna uncertainties, calibration error, and sys-
tem noise. The second objective requires extensive testing to
ensure fair comparison among all acquisitions, and is entirely
driven by the quality of the measured data, independent of the
reconstruction method (i.e., how these data are processed).

In addition, designing calibration objects with several uncou-
pled scattering probes of varying sizes and contrasts can provide
secondary metrics which more precisely characterize the system.
A common QC metric in MRI evaluates the low-contrast detec-
tion capability using low-contrast probes [17]. Standardized QC
structures have also been constructed for MRI, which utilize a
number of different scattering probes of different shapes and
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contrasts. The design of similar QC structures for microwave
tissue-imaging systems would provide a standardized tool for
the evaluation and comparison of emerging prototypes, thus
pushing this technology towards successful implementation in
clinical settings.
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