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Optimized Interference Suppression
for TCSPC LiDAR

Sara Grollius , Simon Grosse, Manuel Ligges, and Anton Grabmaier

Abstract—The increased use of light detection and rang-
ing (LiDAR) systems for distance determination requires
the investigation of mutual interference. In this article,
we describe the conditions for the occurrence of LiDAR inter-
ference. We outline suppression methods for different LiDAR
types identifying pulse-position modulation (PPM) as a solu-
tion for time-of-flight LiDAR with time-correlated single pho-
ton counting (TCSPC) histograms. Based on PPM, we present
a suppression method, which randomly varies the laser pulse
emission times. For optimal suppression, we switch on the
suppression only when interference is present. To recognize
the occurrence of LiDAR interference,we developa multipulse
detection algorithm that can also extract all pulse positions. Simulations show that the algorithm can be applied
for a signal-to-noise ratio greater than 3. Determining the heights of all recognized pulse signatures, an appropriate
suppression level can be chosen. We successfully show the optimized interference suppression for an example LiDAR
measurement. For safe use by multiple systems, we suggest random numbers. We reuse the TCSPC histograms to
generate random numbers, whose generation probability is calculated theoretically and confirmed by simulation and
measurement data. For nearly all histogram distributions consisting of background- and laser-generated data, a sufficient
amount of random numbers is produced.

Index Terms— Mutual light detection and ranging (LiDAR) interference, pulse-position modulation (PPM), random
number generation, time-correlated single photon counting (TCSPC), time-of-flight (TOF).

I. INTRODUCTION

W ITH increasing number of light detection and rang-
ing (LiDAR) systems worldwide, the probability for

mutual interference arises. Especially in uncontrolled environ-
ments as given in autonomous driving, two or more LiDAR
systems can observe the same targets as shown in Fig. 1.
Time-of-flight (TOF) LiDAR is a method to measure target
distances by the emission of a laser pulse, which is reflected
by a target back to the LiDAR sensor. The LiDAR system
measures the TOF tTOF of the laser pulse, which transforms
into the target distance d by

d = c · tTOF

2
(1)

where c is the speed of light [1]. Using a single-photon
avalanche diode (SPAD) as a sensor, even single photons
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can be detected. After each detection, the SPAD becomes
insensitive during a certain dead time. Therefore, usually, only
the first photon is detected after the emission of each pulse.
The arrival times of all first-photon detections are accumulated
in a histogram as seen in Fig. 1. This method is called
time-correlated single photon counting (TCSPC). Besides the
laser pulse, constant background light might be detected, for
example, from the sun. Since later photons are ignored, the
first-photon principle overemphasizes earlier arrival times. The
resulting count distribution in the histogram is exponentially
distorted, which is known as the pile-up effect [2], [3], [4].
The expected histogram distribution with a single temporarily
rectangular pulse can be described by the probability density
function (PDF)

P (t)

=

⎧⎨⎨
⎨⎩

rBe−rBt , 0 � t < tTOF

(rB + rL) erLtTOF e−(rB+rL)t , tTOF � t < tTOF + tp
rBe−rL tpe−rBt , tTOF + tp � t

(2)

where rB and rL are the background- and laser-generated event
rates, respectively. tp is the pulsewidth of the laser arriving at
TOF tTOF. In the case of LiDAR interference, laser pulses of
other LiDAR systems can be seen in the histogram as shown in
Fig. 1. These pulse signatures are generally indistinguishable
so that the TOF of the own pulse and hence the target distance
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Fig. 1. Potential interference between two LiDAR systems can cause
more than one laser pulse detection in the histogram.

cannot be clearly determined. The corresponding PDF for
multiple pulse signatures in a histogram is given in [5]. In the
following, we only consider detected pulse signatures from
real objects of interest. In fact, additional pulse signatures in
the histogram can be produced by weather conditions like rain
or fog [6]. We neglect such contributions to the histogram for
now, but the presented algorithms can be generally adopted
for such cases.

In Section II, we introduce conditions for LiDAR interfer-
ence. After that, we introduce related work on interference
suppression. In Section V, we present a method to generate
random numbers from TCSPC histograms, which is confirmed
by simulation and measurement data from the LiDAR system
OWL with sensor CSPAD αlpha developed at Fraunhofer
IMS [7]. These random numbers are used for interference
suppression described in Section IV. Finally, a conclusion is
given.

II. CONDITIONS FOR LIDAR INTERFERENCE

Interference can only occur if the LiDAR systems use the
same wavelength because their optical bandpass filters block
all other wavelengths to reduce background light. Additionally,
the LiDAR systems have to illuminate the same targets.
For scanning systems, this happens comparatively rare when
compared to flash systems because they frequently move
their field-of-illumination (FOI), which is furthermore smaller
than most flash illuminations. For interference, the interfering

systems must perform their measurements at the same time.
The measurement time is equivalent to the histogram length.
For example, our used LiDAR system has a measurement
time of 1.28 µs corresponding to 192 m according to (1).
In contrast, the time between two emitted laser pulses is often
higher because, after the measurement, the data must be read
out and processed. Furthermore, lower laser pulse repetition
frequencies allow for higher optical peak power considering
the eye safety standard [8]. The used LiDAR system has a
pulse repetition frequency (PRF) of 10 kHz referring to 100 µs
between two pulses, which is much higher than the measure-
ment time of 1.28 µs. When the LiDAR systems measure
simultaneously, they can detect photons of the foreign laser
pulse. However, not every interference disturbs the LiDAR
measurement. For negative impacts, they must use exactly the
same or multiples of the PRF so that repeated measurements
of both systems continuously interfere and both laser pulse
signatures accumulate in the histogram. Small deviations in
the PRF, for example, by manufacturing tolerances can already
distribute the foreign laser pulse in the histogram, whereas
the own laser signal stays accumulated [5]. In this case, the
strongly smeared signal width can be distinguished from the
own laser pulse form. The accumulation of the own laser
pulse signature in the histogram is unaffected by PRF changes
because the measurement start is synchronized with the laser
pulse emission. Assuming two LiDAR systems with equal
PRFs and equal laser pulse widths, their pulse signatures in
the histogram only differ by their heights and positions, which
depends on the target’s reflectance and distance. Therefore,
it is unknown which signal in the histogram corresponds to
the own emitted laser pulse.

III. RELATED WORK

There are different LiDAR techniques, which are frequency-
modulated continuous wave (FMCW), indirect time-of-flight
(iTOF), and direct time-of-flight (dTOF) [9]. These techniques
can be applied with different sensors, which can be divided
into analog sensors like avalanche photodiodes (APDs) and
digital sensors like SPADs. APDs are capable of measur-
ing the real pulse forms, whereas SPADs measure skewed
distributions due to the pile-up effect. The LiDAR systems
can operate in controlled environments like industrial robots
or in uncontrolled environments like autonomous driving.
Controlled environments allow modification of the number
of systems at the same location and the system properties as
desired, whereas uncontrolled environments have an unknown
number of LiDAR systems with unknown properties. For all
different techniques, sensors, and environments, LiDAR inter-
ference behaves differently, and thus, different suppression
methods are necessary.

There are different solutions known from the field of
communication to avoid interference between multiple sys-
tems [10]. For controlled environments, space-division multi-
ple access (SDMA) can be applied, where all systems have
nonoverlapping field-of-views (FOVs). This is the best option
if the systems are not moving but observe fixed spaces.
Otherwise, if only a limited number of systems is present,
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Fig. 2. Time diagram of PPM for a LiDAR system operating without
suppression at a PRF of 10 kHz, which corresponds to 100 µs.

wavelength-division multiple access (WDMA) can be used,
where every LiDAR system operates at a different wavelength
with narrow optical bandpass filters. This method is limited
by the wavelength range typically lying in the near-infrared
spectrum, which is invisible to human eyes. Additionally,
the sensor sensitivity depends on the wavelength, and certain
wavelengths can be produced more easily. Silicon sensors are
often used with 700−1000 nm [11], whereas more expensive
InGaAs sensors are usually combined with 1550 nm [12],
[13]. Overall, not many different wavelengths are available
to differentiate LiDAR systems from each other. Similarly,
amplitude-modulated continuous-wave (AMCW) LiDAR can
apply CW lasers with different modulation frequencies, which
is called frequency-division multiple access (FDMA). Here,
the number of working implementations is limited as well
with regard to the required measurement performance. For
cooperative LiDAR systems, time-division MA (TDMA) is a
good solution, where the systems are coordinated to perform
alternating measurements. However, for uncontrolled environ-
ments with an unlimited number of LiDAR systems, the mea-
surement times cannot be controlled and will probably overlap
sometimes. In this case, only code-division MA (CDMA)
is suitable, which encodes the light emitted by the LiDAR
system. Usually, laser signals are emitted that are temporally
modified. For example, the laser pulse form can be modulated
[14] or coded pulse trains instead of single pulses are used
[15], [16]. SPADs are not able to measure these temporal
modulations within one measurement due to the first-photon
principle causing the pile-up effect. Therefore, code-division
multiple access (CDMA) with dual-pulse emission considering
dead time [17], PPM [18], [19], [20], [21], [22], [23], or a
combination of both methods is suggested [9], [10], [24].

IV. INTERFERENCE SUPPRESSION

PPM is the temporal modulation of the pulse position
so that the position of the own pulse signature in the his-
togram changes. Due to the known modulation pattern, the
received photons can be correlated with the known emis-
sion pattern. The TOF is found by the position with the
highest correlation. Alternatively, the measurement start can
be modulated exactly like the laser pulse emission so that
the received own pulse signature accumulates in the his-
togram as before. Instead, all foreign pulse signatures will
change their positions in the histogram. We apply the second
possibility in our LiDAR system. The corresponding time
diagram for our LiDAR system is shown in Fig. 2. Without

suppression, the operating PRF is 10 kHz corresponding to
100 µs between two consecutive pulses. The suggested sup-
pression method inserts random delays before the laser pulse
emissions. After each pulse emission, the measurement time of
1.28 µs is started, and the detected photon arrival time is read
out.

Ideal LiDAR systems have lasers approaching the optical
power limit of the eye safety standard [8]. Eye safety mainly
affects the average optical power per time and space. Hence,
PPM can only delay single pulses but not premature the
laser emission, as this would violate the eye safety stan-
dard. Therefore, PPM reduces the frame rate. For example,
autonomous driving requires a frame rate of 25 frames/s [25].
If the maximum delay of the emitted laser pulse is chosen
equivalently to the total histogram length of 1.28 µs, the
foreign laser pulse can be distributed over the total histogram
representing a strong suppression. However, for such a large
delay, the frame rate is decreased to 24.7 frames/s. This might
be considered acceptable. For other applications like high-
speed LiDAR, this frame rate loss can be critical. For example,
a high-speed LiDAR system has a PRF of 1MHz, frame rate
of 10 000 frames/s, and range up to 25 m corresponding to a
histogram length of 170 ns [26]. PPM reduces the frame rate
to 86% of the original one.

We suggest an optimal solution for interference suppression
maintaining high frame rates. As described in section II, many
conditions must be met to emerge interference. As optimum,
suppression should only switch on if interference occurs.
Therefore, we provide a new multipulse detection algorithm,
which recognizes interference and moreover delivers informa-
tion about every detected pulse signature in the histogram.
This algorithm consists of the following steps:

1) pile-up correction;
2) background subtraction;
3) smoothing by moving average filter;
4) threshold to cut off fluctuations;
5) pulse condition: pulse signature width ≥3 bins.

First, the pile-up effect is corrected so that the original pulse
shapes are regained with the event rates per bin produced
at the LiDAR detector by the photon rates during a single
laser pulse return [2], [3], [27]. Additionally, the detected
exponential background distribution in the histogram becomes
a uniform distribution again due to the pile-up correction. After
that, this constant background distribution is subtracted. Now,
the fluctuating count distribution is smoothed by a moving
average filter, whose filter width is half of the original laser
pulsewidth. The remaining fluctuations due to the background
are cut off by a threshold at 3σ level of the background
uncertainty, which increases exponentially due to the pile-up
correction [3]. Finally, every pulse signature is identified
that consists of minimum three connected bins. Each pulse
signature maximum can be identified during a laser pulsewidth
added to the determined rising edges of the pulse signature
beginnings. Here, nonoverlapping pulses are assumed. For var-
ious background and laser-generated event rates, the algorithm
is simulated ten times and averaged as shown in Fig. 3. An
example of the simulated histograms is seen in Fig. 4(a). For
this histogram, the result of the multipulse detection algorithm
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Fig. 3. Multipulse detection algorithm can approximately be applied for
SNR ≥ 3.

is given in Fig. 4(b). In Fig. 3, the signal-to-noise ratio (SNR)
value of the second lower pulse signature in the histogram
is drawn by the equation given in [5]. In contrast to single
pulse detections, the second pulse detection of interference
is influenced by the first pulse signature in the histogram so
that the signal-to-noise ratio (SNR) decreases again for high
laser-generated event rates [5]. As seen, the algorithm can be
applied for SNR values ≥3. Besides interference suppression,
this algorithm is suitable for multiobject detection [28].

By the known pulse positions, the pulse signature heights in
the original histogram can be identified. In the worst case, the
own pulse signature is the lowest one. Therefore, interference
suppression should provide the possibility to smear the highest
pulse signature so much that it can fall below the lowest pulse
signature height. Then, the highest pulse signature should
correspond to the own laser pulse, whether it was the highest
or lowest pulse signature in the previous histogram. In the
presented histogram, the difference between the pulse signa-
ture heights is 3.5. Therefore, we choose a suppression level
of 5, which is in the same order. In Fig. 4(c), we apply PPM
as interference suppression with five different pulse positions
in an arbitrary order based on random numbers. As result, the
first pulse signature is distributed over the histogram and at its
original position suppressed by a factor of about 3.5, whereas
the second pulse signature remains the same. Obviously, the
first pulse signature represents a disturbing interference signal
from a foreign LiDAR system, whereas the second pulse
signature represents its own laser pulse. Now, the required
pulse position corresponding to the real target distance is
determined. The presented method optimizes the interference
suppression with regard to the frame rate.

Fig. 4. Measurement with two pulse signatures in the histogram,
which are both recognized. After that, optimal interference suppression
is applied, which reduces the foreign pulse signature, whereas the
own pulse signature remains. (a) Original histogram with the theoret-
ically expected distribution. (b) Applied multipulse detection algorithm.
(c) Histogram with optimized interference suppression.

For applications with uncritical frame rates, the previously
described frame rate reduction might be acceptable so that
PPM can be applied permanently with a high suppression
level. In this case, the interference will not be recognized
but immediately suppressed. However, the suppression level
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must be strong enough to guarantee sufficient suppression for
any possible scenario because a failed suppression will not
be recognized. In contrast, the suggested method combining
recognition and suppression provides the advantage that a low
suppression level can be sufficient because the comparison of
the histograms produced by the unsuppressed and suppressed
measurements allows for easy identification of the right pulse
signature.

V. RANDOM NUMBER GENERATION FROM

TCSPC HISTOGRAMS

PPM works well if the chosen pulse emission time pattern
is only applied for a single LiDAR system, whereas all other
systems still have regular pulse emissions. Applying PPM to
many systems, it should be avoided that all systems use the
same pattern synchronously because interference suppression
is only achieved if the systems do not measure permanently
at the same time. This is easily achieved if the different
pulse emission times are modulated by random numbers.
As a readily available random number source, we suggest
the photon statistics given by TCSPC histograms, which are
measured by digital sensors like the SPADs in our LiDAR
system. Every single first-photon measurement delivers one
arrival time, which is sorted in the histogram. To generate a
random number, we compare pairs of two consecutive arrival
times tn and tn+1 for n = 1, 3, 5, 7, . . . to get the random
number x as follows [29], [30]:

x =

⎧⎨⎨
⎨⎩

1, tn < tn+1

0, tn > tn+1

/, else.

(3)

If both arrival times have the same value tn = tn+1, no random
number is received. The random number generation fails as
well if one or both arrival times are nondetections, which
means that no photon arrives during the measurement time.
Therefore, ideal histograms should have a uniform distrib-
ution over all bins. Due to the pile-up effect, the number
of early-arriving photons with equal arrival times can be
increased so that no random numbers can be generated.
However, the order of early or late-arriving photons is not
influenced by the pile-up effect but is completely random.
Considering the pile-up effect, an approximately uniform
histogram distribution is achieved for low intensities, where
the exponential distribution in the histogram becomes nearly
constant so that the probability for equal photon arrival times
is low. At the same time, the illumination intensity should
be high enough to avoid nondetections. The generated ran-
dom numbers provide a very low probability of two LiDAR
systems generating the same random sequences because of
the physical randomness of the photons [31]. In comparison,
pseudorandom number generators might be easier to attack
[32]. Additionally, the suggested random number generator
can be easily implemented on a software level. Alternatively,
a potential hardware implementation would only consist of a
comparator for the arrival time comparison, which is also easy
to be implemented.

In this article, we use typical LiDAR scenarios as an
illumination source and evaluate their ability to generate

TABLE I
PARAMETERS OF THEORY, SIMULATION, AND MEASUREMENT

random numbers. LiDAR histograms can contain either only
background photon detections, primary the laser pulse photon
detections or a combination of background and laser photon
detections as seen in Fig. 1. The histograms have bin width
312.5 ps and 4096 bins corresponding to 192 m after (1). The
pulse has a width of 8 ns and is set to a histogram position
equivalent to 1 m.

To evaluate the yield of random numbers for all possible
LiDAR scenarios, we have calculated the probability to gen-
erate random numbers. Based on the PDF P(t) in (2), the
probability pmiss that the first or the second or both arrival
times are missing due to nondetection is given by

pmiss = 2 · pnon − p2
non (4)

where pnon is the probability for a single nondetection given
by

pnon = 1 −
� thist

0
P (τ ) dτ = e−rLtpe−rBthist (5)

where thist is the histogram length. The probability pequal for
two equal arrival times depends on the probability pi to detect
a photon in bin i . Considering all bins i = 1, . . . , nbin, this
probability is given by

pequal =
nbin�
i=1

p2
i . (6)

The required bin probability pi must be evaluated for all
histogram parts by

pi =
� t+tbin

t
P (τ ) dτ (7)

where tbin is the bin width, which is 312.5 ps for our LiDAR
system. The probability for two valid arrival times generating
a random number is derived by the probability of the first
arrival time within bin i and the second arrival time excluding
nondetection or again bin i given by

pvalid = pi · (1 − pnon − pi ) . (8)

The results of these probabilities are presented in Fig. 5. For
pure background histograms, the theoretical probabilities are
calculated and compared to simulation data. Each simulation
result is averaged by ten simulations with a pulsewidth of
8 ns and a single target at 1 m. Additionally, measurement
data are generated by our LiDAR system OWL with sensor
CSPAD αlpha [7]. The parameters for theory, simulation,
and measurement are summarized in Table I. The resulting
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Fig. 5. Probability for random number generation by TCSPC histograms
(with single pulse signature). The theoretical derivation is confirmed by
simulation and measurement data. (a) Probability for successful random
number generation by two valid time stamps and for an invalid time stamp
pair due to missing detections or equal time stamps. (b) Probability for
all possible event rates of background (rB) and laser (rL). Simulation and
measurement data are illustrated by the arbitrarily chosen contour line of
pvalid = 40�. Histograms with evaluable laser pulse position are shown
for SNR ≥ 3 below the orange contour line.

probabilities are shown in Fig. 5(a). The theory matches very
well with simulation and measurement. The calculated prob-

abilities pvalid are determined for every possible combination
of background-generated event rate rB and a single pulse
signature with laser-generated event rate rL as illustrated in
Fig. 5(b). These event rates produced at the LiDAR detector
are proportional to the photon rates of the arriving laser and
background photons. The orange contour line illustrates the
SNR at value 3 calculated in the histogram by the SNR
equation in [5]. The SNR provides an impression, which
histograms might be evaluable with regard to target distance
determination by an appropriate algorithm [33]. Above this
line, the pulse signature is hard to be recognized in the
histogram but random number generation still works very
well. The generation probability pvalid becomes zero at the
bottom left corner because too few photons arrive so that many
nondetections occur. In the top area, the high background
results in a steep exponential distribution falling to zero within
a few bins. The high counts within a few bins lead to many
equal time stamps preventing random number generation. The
bottom right corner shows the same effect for the laser distri-
bution. The difference between background and laser is that
the laser has a narrow width, which is rather disadvantageous
with regard to random number generation. Additionally, the
high laser pulse signature reduces the background distribution
afterward due to first-photon detection. This is seen for the
background-generated event rate rB = 107 Hz, which works
quite well for low laser-generated event rates but becomes
critical for rL = 1010 Hz. To compare again with simulations,
an arbitrary contour line at probability pvalid = 40% is drawn.
Again, the simulation confirms the theory very well.

PPM does not require many random numbers. For nonover-
lapping foreign pulse signatures in the histogram, the emission
time of the own laser pulse should be delayed by a min-
imum of one pulsewidth, which is 8 ns for our interfering
laser. If we move this foreign pulse signature over our total
histogram with a length of 1.28 µs, there are 160 possible
pulse signature positions in the histogram. Therefore, 1 byte
of random numbers with 28 − 1 = 255 possible positions
is sufficient. In our case, the number of accumulated mea-
surements per histogram is nmeas = 1000. Thus, we need
1000 bytes of random numbers from the last histogram to start
the next acquisition. In the best case, a single histogram with
1000 arrival times delivers 500 random bits with values 0 or 1.
Assuming this maximum yield, only 16 pixels are required
to obtain 16 · 500 = 8000 bits = 1000 bytes. Considering
the number of total pixels 32 × 24 = 768 of our LiDAR
system, only pvalid = 2% of random number generation must
be successful. As seen in Fig. 5(b), the required probability for
random number generation pvalid ≥ 2% is greatly exceeded for
almost all event rates. Thus, there is no significant influence
of the external illumination on the required random number
generation for PPM.

VI. CONCLUSION

The increased use of LiDAR systems makes mutual LiDAR
interference a relevant topic to be discussed. In this work,
we summarize conditions for disturbing LiDAR interference
due to identical LiDAR systems measuring simultaneously.
We present related work with suppression methods for dif-



24100 IEEE SENSORS JOURNAL, VOL. 22, NO. 24, 15 DECEMBER 2022

ferent LiDAR types. Focusing on dTOF LiDAR with TCSPC
histograms measured by digital sensors like SPADs, only PPM
appears suitable as interference suppression. PPM modulates
the pulse emission times by a defined pattern. We suggest an
optimized suppression method based on PPM using random
numbers, which is switched on only when necessary. For this
purpose, we develop a multipulse detection algorithm, which
is capable of interference recognition and multiobject detec-
tion as well. The determined pulse signature heights allow
for optimized interference suppression with a suppression
level sufficient for the highest pulse signature. Applying our
method, successful recognition of the own pulse signature is
achieved. For the pulse emission time pattern, we extract ran-
dom numbers from TCSPC histograms so that this method can
be easily and safely used by multiple systems at the same time.
As an outlook, this interference suppression method using
random numbers instead of fixed patterns can be implemented
in multiple LiDAR systems. This allows us to analyze the
potential of random numbers to improve the probability that
the systems measure asynchronously.
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