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End-to-End Data Quality Assessment Using
Trust for Data Shared loT Deployments
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Abstract—Continued development of communication tech-
nologies has led to widespread Internet-of-Things (loT)
integration into various domains, including health, manu-
facturing, automotive, and precision agriculture. This has
further led to the increased sharing of data among such
domains to foster innovation. Most of these loT deployments,
however, are based on heterogeneous, pervasive sensors,
which can lead to quality issues in the recorded data. This
can lead to sharing of inaccurate or inconsistent data. There
is a significant need to assess the quality of the collected
data, should it be shared with multiple application domains,
as inconsistencies in the data could have financial or health
ramifications. This article builds on the recent research on
trust metrics and presents a framework to integrate such
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metrics into the loT data cycle for real-time data quality assessment. Critically, this article adopts a mechanism to facilitate
end-user parameterization of a trust metric tailoring its use in the framework. Trust is a well-established metric that has
been used to determine the validity of a piece or source of data in crowd-sourced or other unreliable data collection
techniques such as that in loT. The article further discusses how the trust-based framework eliminates the requirement
for a gold standard and provides visibility into data quality assessment throughout the big data model. To qualify the
use of trust as a measure of quality, an experiment is conducted using data collected from an loT deployment of sensors
to measure air quality in which low-cost sensors were colocated with a gold standard reference sensor. The calculated
trust metric is compared with two well-understood metrics for data quality, root mean square error (RMSE), and mean
absolute error (MAE). A strong correlation between the trust metric and the comparison metrics shows that trust may be
used as an indicative quality metric for data quality. The metric incorporates the additional benefit of its ability for use in

low context scenarios, as opposed to RMSE and MAE, which

require a reference for comparison.

Index Terms— Big data model, data quality, Internet of Things (loT), machine learning, trust.

I. INTRODUCTION
HE Internet-of-Things (IoT) paradigm has seen tremen-
dous growth in the industry in the last five years. The
number of connected devices in various sectors has also grown.
This has, in turn, led to an increase in the amount of data
generated and consumed. This exponential increase in data
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collected and consumed led to the IoT big data wave. This is
characterized by volume, velocity, variety, veracity, and value,
the 5V’s of big data as they are known [1]. As this data is
collected, it must undergo several stages from collection to
decision-making. These stages form the big data model.

The big data model is a series of stages that the data must
undergo from when it is created to when it is used. Each
preceding stage is critical for the success of the next stage.
Fig. 1 shows the various stages of the big data model. Data
collection, data preprocessing, data processing, and data use
are separate stages of the big data model. It is beneficial to
interrogate data quality independently at each stage in the
model. It can also be argued, however, that data quality should
be reviewed longitudinally through the model for a given input
and use case. For each stage, data can have different properties,
and therefore, data quality has to be assessed separately but
also represented differently. This is equally true for different
data users and applications within the IoT ecosystem.

The data generated and consumed within IoT comes from
several domains including, but not limited, to: 1) smart
homes; 2) smart cities; 3) manufacturing; and 4) automotive

For more information, see https://creativecommons.org/licenses/by/4.0/
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Fig. 1. Big data model.
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Fig. 2. Shared loT ecosystem.

to environmental sensing. Current discussions introduce the
opportunities that sharing and consuming data across such
domains of the IoT ecosystem would have for further innova-
tion in the IoT space. This sharing of data across multiple
domain spaces is referred to as data-shared IoT [2]. The
example in Fig. 2 shows how a smart city application can
benefit from data fusion of its own data with data from
other IoT applications for better insights. For this fusion to
be fruitful, it is important to ensure that the shared data
conform to certain quality standards and can be trusted by
the consuming application.

This article presents a mechanism that aims to achieve the
following objectives: 1) tailor assessment as per user require-
ments; 2) decouple metrics from the evaluation strategy; and
3) allow for longitudinal fusion of quality scores. Achieving
these aims comes with challenges associated with them. Here,
the aims are explained, and in Section IV, the challenges are
highlighted.

Decoupling the mechanics of providing a quality score
Jrom the means of evaluating the quality. The big data
cycle (BDC) has various stages that data must undergo.
At each stage, the data can have different quality issues.
To determine and address data quality issues, it is beneficial
to assess quality at each stage considering only the data
properties at that stage. The ability to map data quality to
the individual stage of the BDC will be referred to as the
mechanics of providing or advertising quality. This can be
separated from the metric used to evaluate the quality. This
article uses a trust metric to provide a quality score, however,
the mechanism can be applied to other quality metrics. This is

illustrated in Section VII where each trust stage is decoupled
and integrated into the BDC.

This separation is useful to achieve a domain and use-case-
agnostic solution. Each unique domain and use case can define
its own metric for calculating a quality score without affecting
the mechanics of applying quality assessment or advertis-
ing quality. Furthermore, when the quality requirements of
an application change, the metric of assessing quality can
be customized to that application’s needs without affecting,
or needing to change the underlying mechanics of assessment.

Longitudinal fusion of data quality defines a means to
combine the various quality scores from each stage of the
BDC into a single score that is representative of the end-
to-end processes that the data has undergone. This process
should be independent of the metric of assessing quality. Any
fusion technique can be used here. In Section VIII, a naive
fusion approach was used to distinguish between a low-quality
stream and a gold reference stream. The intention, however,
is to investigate more advanced fusion techniques.

A tangible link between data quality, data quality types,
and their effect on data through the stages of the BDC
has been demonstrated [2]. This concept, however, is yet to
be implemented. This describes the longitudinal relationship
between the various data quality issues across the BDC. For
example, knowing which data quality issues are present in the
initial stages of the BDC (data preprocessing) and how this
affects the next stage can help determine a data-processing
technique in that stage.

Data quality tailoring allows an application to customize
quality assessment to suit its requirements. Quality itself is
subjective and so should be evaluated as such. Data that is
good for a particular application or use case might not be
for the other. Each application should be able to define its
own quality. For example, if data accuracy is important for
a particular application and data latency (timeliness) is not,
then the quality score should be customized to reflect that.
This is illustrated by the use case in Section X, based on a
custom data quality score, and each application can connect
or disconnect from a data source.

Current solutions aim to optimize quality assessment for
a given use case [3], [4], [5], [6]. The resulting solu-
tions, however, may not be applicable to another use case.
Taleb et al. [7] described the importance of integrating quality
assessment with the BDC, connecting quality assessment with
the source of the quality issues. This approach, however, has
not been implemented.

This article presents a real-time end-to-end implementation
of a data quality assessment framework that can be used to
assess the quality of data in IoT deployments. The frame-
work leverages trust as a means to assess quality where no
reference or ground-truth data is available. Assessment of
quality throughout the BDC allows identification of introduced
quality issues at each stage. The framework is agnostic of the
trust metric or fusion technique used; however, a trust metric
presented in earlier work [2] is used in the implementation
and testing.

The rest of the article is structured as follows: Section II
presents background information. Section III presents the
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state-of-the-art. Section IV details the existing challenges
in implementing quality assessment in IoT environments.
Section V presents the motivation for the proposed frame-
work and highlights why trust is an important metric for
the assessment of data quality in IoT. Section VI provides
a detailed description of the framework including the mathe-
matical formulation of the framework and microservice-based
implementation of the solution. Section IX presents the test-
ing environment, datasets employed, evaluation strategy, and
results of the evaluation. Finally, Section XI presents the
concluding remarks and future work.

Il. BACKGROUND
This section introduces three concepts that are central to this
work: 1) data quality; 2) data quality dimensions (DQDs) and
trust; and 3) their application within an IoT context. It then
highlights the use of trust as a measure of quality.

A. Data Quality

Data collected from sensing IoT devices is of paramount
importance today. Such data is being used to advance innova-
tions and inform decision-making. Much of this data comes
from low-cost sensor devices, which are inherently unreli-
able [8]. Assessing and ascertaining the quality of such data
before using it is therefore important. Data quality has widely
been studied in database management [9], [10], [11] and also
in the big data context [12]. Poor data quality management
can have adverse negative effects on business decisions [13].

Data quality is subjective, making it dependent on the
use case and domain area. It has been defined differently in
academic and industrial contexts [14]. Sidi et al. [3] defined
data quality based on how appropriate it is for use based
on user need. According to Heravizadeh et al. [15], quality
means the totality of the characteristics of an entity (data) that
bear on its ability to satisfy stated and implied needs.

B. Data Quality Dimensions

DQDs provide an acceptable way to measure data quality.
Several authors have defined different DQD, each with asso-
ciated metrics [14]. A DQD is a characteristic or feature of
information for classifying information and data requirements.
As such, it offers a way for measuring and managing data
quality as well as information [3]. It is important to note
that there is no standard definition of DQD that is acceptable
as domain-independent [16]. It is argued that some of these
could be task-independent, and therefore not restrained by the
context of application while others are task-dependent [17].
In Lee ef al. [18], many of these were studied and later sum-
marized them into four main categories as shown in Table I.

C. Trust

Trust can be defined as the belief of a trustor in a trustee
that the trustee will accomplish a given task by satisfying
the trustor’s expectation [16]. Different users have different
requirements that must be satisfied before they can trust a
source. Examples of these can relate to DQDs including
reliability, competence, credentials, and reputation.

TABLE |
DQD CATEGORIES

Data Quality category
Intrinsic

Data Quality dimensions

Accuracy, Objectivity, Believability, Reputa-
tion

Accessibility, Access security

Accessibility

Contextual Relevancy, Value-added,Timeliness, Com-
pleteness, Amount of data
Representational Interpretability, Ease of understanding, Con-

cise representation, Consistent representation

In the era where information is widely available, users
are tasked with gauging the quality of such. From the trust
perspective, a data source can build a reputation over time to
become trustworthy. Trust in itself is a process, and therefore
trust can be formed, improved, and also lost. Some data
sources have built trust over time and now they are more
trusted than others. Trust has been widely used in other
areas. In service computing, Malik and Bouguettaya [19]
and Chang et al. [20] used trust to select the best service
for a user. Jgsang et al. [21] proposed systems that could be
used to derive measures of trust and reputation for Internet
transactions.

D. Trust as a Measure of Data Quality

In a wider sense, trust has been used as a measure of quality,
especially in information systems. It is assumed that if more
people trust a product or service, it has better quality and vice
versa. This same principle has been used widely in information
search on the Internet and more recently in recommender
engines [22].

Like trust, quality is an iterative process that must be
constantly reassessed. To achieve a level of trustworthiness,
different trust attributes must be evaluated at every stage
and how these contribute to each other. The uniqueness
of trust as a metric for data quality assessment lies in its
properties. Byabazaire et al. [23] highlights these properties
and how each can be used to harness trust as data quality
metrics, especially in data-shared IoT scenarios. For example,
trust is personalizable. In IoT, each application has a unique
description of data quality.

[Il. STATE-OF-THE-ART

Several solutions have been proposed to help ensure that
data retain its quality within database management and a
few in the context of IoT and big data. While data quality
assessment in a general context can be considered a mature
field of study, data quality assessment in the context of IoT has
not yet been fully explored [24]. There are several methods
to ensure data retains its quality. This section contrasts two
approaches to data quality assessment that relate to this work.
The first approach aims to develop DQDs that can be used by
domain experts to assess data quality both generally, and in the
context of IoT. The other approach aims to take these DQDs
and develop solutions that automate the process of assessing
and improving data quality.
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TABLE Il
COMPARISON OF THE VARIOUS EVALUATION STRATEGIES

Research work ' Evaluation strategy
Domain expert Unique process Genera.l
knowledge evaluation
A product perspective on total data quality management [26] v X X
Aimq: a methodology for information quality assessment [32] v X X
Automated sensor verification using outlier detection in the Internet of thing [35] X v X
Data filtering system to avoid total data distortion in IoT networking [36] X v X
The daquincis architecture: a platform for exchanging and improving data quality v v %
in cooperative information systems [33]
Hybrid Information Quality Management (HIQM) methodology [34] v X X
Evaluating Sensor Data Quality in Internet of Things Smart Agriculture Applications [26] | X v X
Proposed system X X v

A. Development of DQDs

DQDs offer a way for measuring and managing data quality
as well as information [25]. More precisely, DQDs describe
the various measurable metrics of data quality. The main aim
of the solutions is to define new DQDs and evaluate them
based on expert opinion.

The data quality assessments framework based on DQDs
date back to 1998. Total Data Quality Management (TDQM)
by Wang [27] has been widely accepted within database
management systems [28], [29] and within big data and IoT
systems [30], [31], [32]. One of its core advantages is that it
emphasizes an iterative approach to data quality management.
Data users specify their requirements, and data engineers
(information product engineers) translate these into DQDs that
are measurable. Finally, expert knowledge is used to validate
the requirements against the output of the engineers. Their
implementation proposes 15 DQDs that can be applied to
various domains and have been widely adopted. The evaluation
of the framework is based on domain expert knowledge.

Lee et al. [18] later proposed AIM quality (AIMQ) that
is based on TDQM. The major contribution of this work
classifies DQDs into four categories: 1) intrinsic; 2) contextual;
3) representational; and 4) accessibility. Several other method-
ologies have also been proposed based on TDQM.

While the solutions above are more general, more recently,
Alrae et al. [33] proposed “House of Information Quality
framework for IoT systems.” This differs from the above solu-
tions in that it compares DQDs associated with information
quality and the core IoT elements to define DQDs that are
necessary for IoT applications. Like the above solutions, expert
opinion is used as a significant validation method. This is a
good validation strategy, but not good for runtime assessment.

B. Application of DQDs

This section highlights solutions that use DQDs to imple-
ment applications for assessing and improving that quality.
In these, some have advanced a data-centric approach by trying
to mitigate the errors in the data itself [34], [35], [36], and
others have proposed a process-centric approach where the
data collection process is assessed [3], [4], [5], [6].

Javed and Wolf [36] presented a technique that leverages
spatial and temporal interpolation to identify outliers in sensor
reading. They evaluate their solution using weather sensing

and conclude that the same method can be used in any applica-
tion domain where the underlying phenomenon is continuous.

Tsai et al. [34] proposed an abnormal sensor detection
architecture that leverages machine-learning techniques, using
a trained Bayesian model that can predict values of sensor
nodes via other correlated sensors. Their results show they
can detect abnormal sensors in real-time.

Vilenski et al. [35] looked at a multivariate anomaly detec-
tion technique for ensuring the data quality of dendrometer
sensor networks. The anomalous sensors are identified sta-
tistically by comparing a sensor’s readings to an expected
reading from a similar, healthy sensor network. As a gold
standard, expert knowledge was used to assess the system.
The above solutions address a single DQD (accuracy) by
employing anomaly detection techniques.

Contrary to the above, Kim et al. [37] used accurate and
consistent DQDs and proposed a system for filtering data
based on the sensing objects. By employing a Bayesian classi-
fier, the classifier can filter sensing objects with inaccurate data
and then deliver data with integrity to the server for analysis.
The performance of the proposed data-filtering system is
evaluated through computer simulation.

This research identifies the necessity of addressing multiple
DQDs and directs the work in this article for a general
framework to apply multiple DQDs in assessment, with those
DQDs specified by the end user.

Current approaches are evaluated by either expert knowl-
edge (Section III-A), by a unique process (Section III-B),
or by bespoke gold standard reference measure for a given
use case. The evaluation strategy is thus specific to the use
case. Identifying a means to evaluate data quality assessment
strategy via a benchmark remains an open challenge. Table II
compares some of the previous research and the evaluation
strategies used against the proposed approach.

IV. EXISTING CHALLENGES

The approach to data quality assessment in this article
is to investigate how the aspects of data quality affect the
performance of each stage in the big data model and how this
affects subsequent stages.

To understand how data quality assessment proliferates
and affects data use cases, it is essential to understand the
relationship between data quality and the big data model.
Thus far, the literature does not consider data quality as a
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fundamental aspect of the big data model. A challenge exists
with regard to structuring DQDs within the big data model
so that the effect of data quality is identified throughout the
model. Currently, it is difficult to know which part of the
big data model is responsible for what portion of the overall
data quality score. These are referred to as structure-related
challenges [2].

With a given data quality structure in mind, considerations
on how data quality measurements from one stage of the big
data model can and should affect data quality measurements at
other stages in the big data model. This may involve combining
or weighting quality measurements for a given stage or use
case. A number of challenges exist in this space and are
referred to as method-related challenges.

Implementing a given assessment structure and methodol-
ogy into a data pipeline from end to end considering the
uniqueness of each stage of the BDC remains a challenge.
These are referred to as implementation challenges.

A. Method-Related Challenges

1) Data quality can be highly subjective. A single data point
or source can have varying qualities depending on the
use-case context. How might data quality be represented
in a general manner throughout the big data model yet
allow subjective assessment by two (or more) end users?

2) Data quality is measured and represented in different
forms depending on the stage and context within the
big data model. How can these data quality measures
be combined across the big data model stages to infer
a quality metric which is useful for use-case quality
determination? This article addresses these challenges
by providing a means of decoupling the mechanics of
providing a quality score and the methods of evaluating
quality.

B. Implementation-Related Challenges

1) The current implementation of data collection/
processing solutions for IoT and big data are based on
a data pipeline. The BDC is broken down into a set
of defined individual and independent services. For a
data assessment solution to be feasible, it should be
integrated into such data pipelines. Challenges exist in
choosing the significant stages in the pipeline where
data should be evaluated.

2) Other challenges include, fusing different scores from
independent stages of the data pipeline into a single
score that can be used and advertised to applications.
This would help explain the interrelationship of the
various stages of the BDC and data quality issues. This
article implements a naive approach of considering all
the scores equally, but the goal is to investigate other
fusion techniques.

V. RATIONALE FOR TRUST
This section serves and provides the motivation for intro-
ducing trust as a driver for data quality measurement and
incorporating data quality into the big data model. Trust has

been used previously as a measure of data quality. KeBler
and De Groot [38] studied how the quality of geographic
information can be estimated through the notion of trust as
a proxy measure.

Trust is a unitless measure that can be used in composite
metrics. A trust score can be used to represent the composite
score of a chosen number of DQDs used to assess quality
while representing a competitive score evaluating two (or
more) sources. Moreover, trust based on previous events can
help minimize the required processing time for real-time
applications. Trust is expressed using the experience metric
in the implementation of this article.

Experience (e):

Data quality is currently measured by evaluating over a
period of data points and determining a quality score for
an instance over this period. Real-time subscriptions to data
streams are concerned with current data quality at the head
of the stream. Assessing this quality over a period, up to the
head of the stream can be expensive. Furthermore, this quality
measure will age, requiring reevaluation.

This article presents an experience metric (e¢), based on
a trust paradigm, which can be used to continuously assess
quality at the head of a data stream with low overhead.
Experience is modeled on the following properties of trust.

1) Dynamic: Trust can increase or decrease with new
experiences (usage or interactions). This feature has
been modeled through different techniques. For exam-
ple, in PeerTrust [39], they use an iterative windowing
approach which allows users to customize the overall
trust score by varying past and present experiences of
an actor. In this article, the defined generic experience
metric provides an innovative way to allow a data
stream/data provider to build trust over time. This is
different from the current data quality evaluation strate-
gies that, while considering historical data, return an
instantaneous metric.

2) Personalized: This allows each data agent/consumer to
customize its own trust metric by either assigning differ-
ent weights to the metric or defining its own experience
metric. This provides an innovative way to assess data
quality based on the specifications of the data consumer.

VI. PROPOSED FRAMEWORK

The framework is based on the properties of trust that can be
improved over time to indicate good quality data whose quality
threshold is acceptable for a certain use case. Trust itself is a
continuous assessment process. Throughout this process, trust
can be formed, improved, or lost. This article defines three
trust stages for evaluating data quality. This was informed by
previous research in the field [4]. Fig. 3 shows how these relate
to the big data model.

1) Initial trust: This is trust that is derived without inves-
tigating the data itself but rather the context of the
data. This includes investigating the source and equip-
ment/sensors used, and metadata are also assessed.
Metadata plays a key role in determining quality. Sensor
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Fig. 8. Flow diagram showing the relationship between the big data
model and trust formation stages.

types, manufacturer, deployment age, and calibration
technique are features that affect data quality.

2) Investigation trust: Trust that is derived from the data
itself. This can relate to the raw data stream or stages
of preprocessing the data has undertaken. This, among
other parameters, can encompass data completeness or
accuracy. A component of this can consider comparative
analysis, comparing the data stream values against a
community of sensors or comparative data streams.
Stages of preprocessing may involve data stream mod-
eling or data fusion. Both modeling and fused data can
be used and evaluated in comparative analysis for trust
determination.

3) Result-driven trust: Data are used in systems modeling
and decision-making. The result of these products can
be monitored as effective decisions or accurate models.
This monitored result can be used as a feedback mech-
anism throughout the stages of the big data model to
build trust. This relates to the propagative property of
trust [40]. The result-driven feedback is an important
facet to build trust in the absence of a gold standard and
in a shared data environment.

The initial trust would help us define a trust score that
represents data quality during data collection. Investigative
trust defines a trust score that represents data quality during
data prepossessing and data analytics. Finally, result-driven
trust defines a trust score that represents data quality during
data analytics and other data use processes. This ensures that
data quality is represented across the entire big data model.
A proposed data quality assessment framework is shown in
Fig. 4.

The framework defines three phases: 1) starting phase
(SP); 2) investigation phase (IP); and 3) results phase (RP).
These are explained further in Section VI-C. At each of the
phases, a phase trust score is calculated; SP,,IP,,RP, by
combining parameters and weights. For example, SP (SP,)
is calculated with parameters (ai,ap,...,a3) and weights
(w1, wa, ..., ws3). Table III presents a nonexhaustive list of
parameters. This is completed for each of the phases with
the respective parameters and weights. After determining a
phase trust score, a use-case-specific threshold is defined. Such
weights can be learned through feedback from the previous
stage for a particular use case. This is used to model the
effects of the phases on each other. The framework then
combines these with the experience metric and outputs a
single end-to-end trust metric that can be used to evaluate data
quality.

TABLE Il
PARAMETERS AT EACH PHASE

Phase Parameters

Starting Phase Timeliness, Documentation, Author of the
data

Investigation Phase | Missing values, Number of parameters,
Outliers

Results Phase Successful model/analytics, Publications,
Visualizations

A. Framework Phases

Three phases are defined that relate to the trust formation
process. First, the framework will evaluate the context of the
data by looking at aspects of the data; origin of data (reputation
of the source), metadata. Second, the framework examines the
data itself, assessing quality issues that exist in the data.

Finally, the framework assesses use-case-specific results and
their applicability to data quality. A predictive model use case
may compare real and predicted values and attribute trust
based on this. At each phase, the framework defines parameters
a1 to a, that define the dimensions of data quality used at each
stage.

B. Determining Weights

The framework applies a set of linear weights to the
attributes at each stage. The weights can be learned through
the feedback process from the previous stage. This ensures
that each use case can uniquely customize its own quality
experience.

C. Formulation of the Trust Metric

The mathematical definition of (SP), (IP), and (RP) is
illustrated further in Section VIII-B. The trust score of a data
stream i is defined as

T, = SP; + IP; + RP; + ¢ (1)

where e is a metric called experience defined below.

Experience (e): The proposed framework uses experience e
to model the natural behavior of trust. This is motivated by
work conducted by Gao et al. [41]. The experience score is
driven by positive and negative experiences. Therefore, the
metric e of a given data stream i is defined as

’l%—i—l

e 2
Y+ 0; +2 @)

€i
where ¢; is the count of positive experience toward data
stream i, and J; is the count of negative experience toward
data stream i.

Consider a data stream i, it is said to have positive e at
time ¢ if the trust score at time 7 — 1 is greater than a threshold,
else i shows a negative experience. At r = 0, (9%;+0; = 0), this
means that data stream is new or has just started streaming.
Therefore, experience is set to ¢; = 0.5. This is informed by
previous research in the field [42].



BYABAZAIRE et al.: END-TO-END DATA QUALITY ASSESSMENT USING TRUST FOR DATA SHARED loT DEPLOYMENTS

20001

Starting Phase

a w1 b1
as w2 ——SP, > threshold—] bo
8B, = . . 1P, = f
Qan W, bn

Investigation Phase

’731:’” + IP, > threshold-

Results Phase

w1 C1 w1
w2 —1IP,, > threshold—» C2 wo
Wn Cn W,

IP, < threshold

SPy, + IP,, < threshold

Fig. 4. Proposed framework that is based on trust formation stage.

VIl. END-TO-END IMPLEMENTATION

The proposed framework is tested via an end-to-end imple-
mentation of the data pipeline that is based on industry stan-
dard technologies and practices. The application development
follows a microservice-based architecture that decomposes the
application into a small set of complete self-contained services.
This ensures that the framework can be seamlessly designed
into any pipeline. This implementation aims to achieve the
following goals.

1) Decouple the mechanics of providing or advertising a
quality score from the methods of evaluating quality.
This allows different, competing, or updated metrics to
be used to calculate trust without affecting the scoring
mechanism.

Describe the placement of the trust framework into big
data pipelines.

Evaluate the feasibility of end-to-end data quality assess-
ment in terms of computing resources.

The end-to-end data pipeline shown in Fig. 5 is composed
of four system components: these are mapped from the four
phases of the big data phases described in Section I. This
section describes the role of each component and the tech-
nologies used in each.

2)

3)

A. Data Collection

This phase of the data pipeline is concerned with data
producers or data sources. These could be live sensors stream-
ing to the cloud, historical data coming from a data ware-
house/database, or data coming from a third-party application
programming interface (API). Both live stream and historical
data sources (batch processing) were considered for testing
and evaluation.

B. Data Preprocessing

Two operations take place in the preprocessing block; first,
the calculation of the initial trust described in Section VI as
part of the trust framework is applied. The system checks
if the initial trust meets this stage’s application data quality
requirements. If satisfied, each data stream is tagged as good
data and passed on to a Kafka node. Otherwise, that data can

be tagged as usable data. In this case, the data can be improved
by subsequent processing, and else, the data is discarded.
Deciding what constitutes usable data is still an open research
question.

Second, a producer—broker—consumer mechanism is set up
to receive data from the data producers (sensors). This in turn
will present the data to the next part of the data pipeline
(consumer). In a typical IoT data-shared environment, it is
expected that a single data source can share its data with one
or several data consumers each with different data quality
requirements. The need for parallel distributed processing
where a single input data source can be processed inde-
pendently by each application is supported by Kafka and
Zookeeper.

Kafka, a distributed messaging system that is used for
collecting and delivering high volumes of data with low
latency [43]. Zookeeper is an orchestration server for Kafka.
Fig. 6 shows the high-level architecture of Kafka. In the
proposed system, each data consumer (spark application,
described in Section VII-C) initializes a Kafka topic. This is
the name of the source(s) from which it expects to receive
data. A single application can subscribe to one or many Kafka
topics. Each data source can only publish a single topic. Both
Kafka and Zookeeper are run as microservices running on
docker containers. The system can scale both horizontally and
vertically.

C. Data Processing and Analytics

Data processing, real-time modeling, and data storage are
performed by the data processing and analytics cluster. The
second phase of trust calculation is conducted in this system
component. To achieve the functionality of this subcompo-
nent, the data needs to be processed in real-time as it is
received. A spark streaming service is used to handle real-time
data.

Spark streaming is part of the core spark API that allows
for real-time processing of data from various sources including
Kafka, Flume, and Amazon Kinesis. This processed data can
then be saved to file systems, databases, live dashboards,
or even pushed to a Kafka node as shown in Fig. 7.
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Fig. 5. End-to-end implementation of the data pipeline.
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Fig. 7. Spark streaming application.

The setup consists of one master node with two workers.
Each spark application is initialized with a list of topics to
which it listens. Each topic corresponds to a data source name
that is part of the IoT data-sharing ecosystem. Both historical
and real-time data can be assessed using this implementation.
Historical data can be assessed in batches defined by a period.
Real-time data is assessed on a continuous basis windowed by
a period or sample size.

The following operations take place using the calculated
trust score.

1) The trust score from the previous phase is aggregated
with that of the current phase.

If the trust score is lower than a threshold, operations
can be performed here to improve the overall quality and
a new trust score calculated. If the data does not meet
the quality standards of the application, the current data
source will be deemed unusable.

2)

D. Data Use

The final component of the data pipeline considers data use.
Data use operations such as data visualization and machine
learning are typically applied in the BDC. RP trust is calcu-
lated based on the output of such operations. This requires
feedback from the application. The feedback loop would help
define the longitudinal relationship between the data quality
properties at each stage of the big data model, and how these
might affect or help improve the overall data quality of a
data stream. For example, a prediction model application may
return a prediction error based on the current data pipeline
used.

VIIl. TRUST FRAMEWORK BY EXAMPLE

To demonstrate the application of the proposed system,
an example based on a dataset from an IoT deployment
collected to measure air quality was used. The air quality
dataset is comprised of two data streams: a gold reference
sensor stream and an IoT sensor stream. Both are colocated
and measure the same feature (carbon monoxide (CO) concen-
tration). From each of these streams, a continuous trust metric
is formed. The trust metric is built using three DQDs: 1) accu-
racy; 2) completeness; and 3) timeliness. The implementation
of each of the metrics is defined in Section VIII-B. At any
given time, a value of trust is given to the stream based on
these DQDs and past trust scores (experience). The example
is presented to, first, provide an implementation of trust and
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show the dynamics of the trust metric when evaluating a data
stream, and second, to test and validate the trust mechanism.
This is achieved in three stages.

1) First, the trust metric of the known gold standard data
stream is compared against the trust metric for colocated
IoT data stream. This test indicates how trust can be used
as a metric over multiple DQDs to differentiate between
sources of varying quality.

2) Second, trust is compared to known data quality metrics
MAE and RMSE. The comparison will validate trust
as an indicator of data quality. Should the defined trust
metric show a strong correlation with the known data
quality metrics over a range of data streams, we may
conclude that the trust metric can indeed be a usable
quality metric.

3) Finally, the resource costs of implementing trust as a
continuous quality metric are evaluated.

The first evaluation is based on data from a CO sensor
(referred to as the low-cost sensor) and a gold reference sensor.
These are colocated and measure the same property. For each
stream, DQDs at each stage are defined. These are used to
calculate the trust score and subsequently experience for each
stage. Finally, result scores from the initial and investigative
stages are fused, resulting in a trust score for a stream. A naive
approach using equal weighting linear fusion is applied in this
example. Further investigation into fusion techniques will be
conducted in future work.

A second evaluation is based on the gold reference stream.
The goal is to have a standard and generic way of evaluating
data quality frameworks that are based on model performance.
Models are usually the final step of most IoT data processes,
and the previous research has shown a correlation between data
quality and model performance [44]. This can help establish
a benchmark for all data quality frameworks across the IoT.

The stream is modeled to generate five streams. The first
stream is the original stream (no noise added). The other
five streams are generated by randomly introducing noise
to the original stream in varying proportions of 10, 15, 20,
25, and 30%. The percentage is the overall size of the data
stream.

To generate the noise, NumPy’s random function was
used [45]. This is based on the normal distribution and
draws random samples. The size of the sample corresponds
to the proportion of error, for example, 10%. The generated
noise is then added to the original stream to create a new
stream. For each stream, a trust metric is calculated. For
each stream, a model is built and evaluated with two known
metrics: 1) RMSE and 2) MAE. The framework is agnostic of
the modeling technique. This example uses an autoregressive
integrated moving average (ARIMA).

A relationship exists between data quality and model per-
formance [44]. As the data quality degrades, so does model
performance, keeping other factors constant. This relationship
is used as a way to evaluate the trust metric. If this relationship
exists between the calculated trust metric and data quality,
it can be concluded that the trust metric is a valid metric for
describing data quality. Fig. 8 summarizes the data and process
flow of the example.

Gold Reference
Data

|

Generate error
Trust Metric <€——— 0%, 10%, 15%, 20%,
25%, 30%

—>» Model Building

|

RMSE
MAE

» Correlation test 4—]

Fig. 8. Data and process flow of the example.

The final evaluation measures how the system resources
are utilized as the data go through the data pipeline. Central
processing unit (CPU) utilization of the system without the
trust calculation and CPU utilization with the calculation of
trust at each stage are compared. The delay introduced by trust
calculation is also measured.

The results and evaluations reported in is study are based
on the starting and investigation phases of the framework
highlighted in Fig. 4. The mechanism for the RP is still under
study. In the SP, one DQD is considered, timeliness, and
two DQDs in the IP, completeness and accuracy. To differ
from previous studies that use the same DQDs by taking
into account only the current state of a data stream, our
implementation uses a trust approach based on past and present
experience. Karkouch et al. [46] reported that because of the
instantaneous nature of these DQDs, at some point, they will
be either unreliable or become insignificant. For example, if a
sensor dirty fails (sensor node fails, but keeps up reporting
readings that are erroneous) under any circumstances, then
the accuracy dimension is rendered insignificant and unreliable
unless it is enhanced with past experience. These metrics are
defined in Section VI-C. This implementation considers uni-
form weights for each DQD. Effective weight determination
is still an open research question.

A. Dataset Description

The study uses a publicly available dataset that was col-
lected from an IoT deployment (see reference [47]). A multi-
sensor device was colocated with a conventional air pollution
analyzer. This was used to provide the true concentration
values of the target pollutants at the measurement site. These
values were thus used as a gold standard. This dataset is
suitable for testing as the discrepancies in quality between
the streams are known and can be used for system evaluation.
This study uses data from the CO sensor (referred to as a low-
cost sensor) and the gold reference sensor. Fig. 9 shows hourly
concentration estimation of CO over a one-week window. The
red line represents the true concentration value as measured by
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Fig. 9. Hourly concentration measures of CO for the gold standard and
low-cost sensors.

the conventional analyzer colocated with the low-cost sensor
whose values are shown by the blue line.

B. Mathematical Implementation

A previous study [2] examines if a trust-based framework
can be used to evaluate the quality of a data stream without
a gold reference. This study expands on this to consider the
first two phases (SP and IP) of the framework. This work
is different from the previous study in that it implements
evaluation over the big data model, evaluating a fundamental
component of the proposed framework.

The implementation and evaluation are conducted over two
phases using: 1) timeliness and 2) accuracy and completeness
DQDs. Following from (1), SP; and IP; are given by

SP; = (Timeliness) (wl) 3)

L Accuracy w1
1P = (Completeness) (wz) : @)

1) Accuracy: This is widely considered as meaning a correct
and unambiguous correspondence with the real world [48].
Ballou and Pazer [49] defined accuracy as the recorded
value being in conformity with the actual value. This work
defines the metric for accuracy following the definition by
Blake and Mangiameli [48]:

Accuracy ;=1 — ﬁ 5)
Ny
where V7 is the number of tuples in a relation having one
or more incorrect values and N4 is the total number of
tuples.

To determine V7, a statistical technique based on median
absolute deviations (MADs) is used. Absolute deviation from
the median has been used for a long time to filter outliers [50].
The median is a measure of central tendency and is preferred
to the mean as it is less sensitive to the presence of outliers
which can have an outsized effect in IoT. The median is also
a location estimator that has the highest breakdown point.
The following formula as defined by Huber [51] was used

L e el
20 1
[
3
2 104 T
E
g MAD
< 07 +
tolerance factor
__________ Ve
~10- Incorrect value
\l = Actual values = Median
== Upper limit == Lower limit
-20
Fig. 10. lllustration of how MAD is implemented.
to calculate MAD:
MAD = aM;(|x; — M;(x;)]) (6)

where x; is the original observations, M is the median of the
series, and a is the data normalization constant defined by [52].
It is defined as a = (1/(Q(0.75)), where Q(0.75) is the
0.75 quintile of that underlying distribution. The normalization
step is important because otherwise MAD would estimate the
scale up to a multiplicative constant [51] only.

Fig. 10 illustrates how the MAD was used to determine V7.
To determine the tolerance factor, Miller [53] suggested three
values: 2, 2.5, and 3 standard deviations. The choice will
determine the sensitivity of the metric. Since IoT data is noisy,
the extreme value of 3 was used to ensure that noisy data are
not tagged as outliers.

2) Completeness: The metric for completeness is given
by [48] and is defined as follows: on the level of data values,
a data value is incomplete (i.e., the metric value is zero) if
and only if it is “NULL”; otherwise, it is complete (i.e., the
metric value is one). All data values that represent missing or
unknown values in a specific application scenario (e.g., blank
spaces or “9/9/9999” as a date value) are represented by the
data value “NULL.” For a relation R, let T be the number of
tuples in R that have at least one “NULL” value and let Ng
be the total number of tuples in R. Then, the completeness of
R is defined as follows:

Completeness := 1 — Tk = Ne — Tk TR.
Ng Ng

3) Timeliness: The parameter for timelines of a data stream
is affected by two components: currency, referring to the
lag between when the data point was produced and when it
was used or processed. The second, volatility, refers to how
long the data point remains valid [54]. For some applications
like accident avoidance in autonomous vehicles, this is very
important. In others such as disease prediction in smart agri-
culture, the currency is less important. Unlike accuracy and
completeness, timeliness is not determined directly from the
data but rather by the context of the data. To this end, the
metric for timelines is defined as

currency
-—F=.0]. @)
volatility

)

Timeliness = |:max (1
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Fig. 11. Weighting trust scores using weighted moving average.

C. Weighting the Scores

Previous works [2] have two main drawbacks.

1) 1) Both previous and current experiences are weighted
equally. The natural norm of trust assigns more weight
to previous experiences when compared to current ones.

2) 2) The trust curve is biased by sudden changes in the
data properties. The desired effect would be a gradual
change for small changes in the data properties, with
larger variations in trust occurring from larger data
property changes.

To mitigate the above effects, a weighted moving average
that assigns more weight to past experiences when compared
to current experiences is applied. This also reduces the effects
of sudden increases and decreases in the trust curve due to
small changes. Fig. 11 compares the trust score before and
after weighting. The highlighted area shows how the effects
of weights mitigate the above challenges. This is important in
data-shared IoT where data is noisy and sudden changes in
the data do not always relate to poor quality data.

IX. RESULTS AND EVALUATIONS

To evaluate the trust metric, an experiment was set up
to compare the trust metric to known statistical measures.
The ARIMA forecasting model was used. Although multiple
factors dictate a model’s performance, it is argued that the
quality of the data that goes into the model is of most
importance [44]. As the data quality changes, the assumption
is that so does the model’s overall performance. Using the
original gold reference stream, a trust score was calculated.
Also, an ARIMA model is built and tested for the same stream.
The results of the trust score are then compared to the RMSE
and MAE. The process is repeated for the other generated
streams.

The correlation measures were based on the Pear-
son correlation coefficient. As it can be seen from both
Table IV and Fig. 12, there is a strong negative correlation
between the trust score and the RMSE and MAE. As the
quality of the data degrades, the performance of the ARIMA
model decreases. This is indicated by the increase in the values
of RMSE and MAE. The same relationship exists between the
trust score and data quality. As the quality of data degrades,

TABLE IV
PEARSON CORRELATION COEFFICIENTS BETWEEN
THE TRUST SCORE, RMSE, AND MAE

Mean trust score | RMSE MAE
Mean trust score 1.0000 -0.9482 -0.9495
RMSE -0.9482 1.0000 0.9831
MAE -0.9495 0.9831 1.0000

so does the trust score. This shows that the proposed trust
metric can act equivalently as known metrics like the RMSE.
It is important to note that the trust metric is calculated
without reference to a gold standard. This presents a significant
opportunity to measure data quality in shared IoT where there
is no gold reference to compare.

The metric for RMSE and MAE are solely based on
the accuracy of DQDs. It was, therefore, not possible to
evaluate how completeness and timeliness would affect such
metrics. Trust metric, however, is a multidimensional metric
that incorporates several DQDs depending on the user’s needs
and application. This further illustrates the need for new ways
to evaluate data quality. Future work will explore how to
effectively compare the trust metric to other multidimensional
metrics that support several DQDs.

Fig. 13 presents the data quality differences between the
gold reference sensor and the low-quality sensor. The aim here
was to differentiate between two known data quality streams:
1) the gold reference and 2) the low-cost sensor. The green
highlight in the Fig. 13 shows how both the gold reference
and low-quality sensor’s trust decrease. During this period,
the number of outliers increased by 2% for both the gold
reference and low-quality sensors. The number of missing
values, however, increased by 3% and 2% for gold reference
and low-quality sensors, respectively. This accounts for the
reduction in the trust scores for both sensors.

In the first red highlight, there are inconsistencies in the
trust scores for the gold reference and low-quality sensors,
with that of the low-quality sensor being lower. During this
period, the data authors [47] reported that after the 30th week
(starting march 2004), there was sensor drifting. This was later
corrected by the calibration of the sensors. This sensor drift
was detected by the trust mechanism and resulted in a lower
trust score for this period. After calibration, the trust score
returns to high values. The detection of sensor drift and its
impact on data quality has previously shown to be difficult to
measure.

In the last red highlight, there was a 13% increase in the
number of missing values for the low-quality sensor. This
explains the overall decrease in the trust score during this
period. The trust metric, therefore, helps describe the quality
of each data stream independently without relying on the other
and shows the effects of different DQDs in a single metric.
This type of comparison over multiple DQDs is not possible
with existing techniques.

As part of the evaluation process, the impact of the trust
computation framework on the data pipeline in terms of system
resources (percentage CPU usage) and the delay introduced in
the data pipeline due to trust calculation was monitored.
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Fig. 14 shows a higher percentage usage of compute
resources for a data pipeline with trust computation when
compared to the same job without trust computation. On aver-
age, there was a 7.8% increase in CPU usage for jobs with
trust calculation. On average, there is a delay introduced
into the data pipeline due to trust calculation. This is not
an in-process delay, but rather compounded total delay from

process (trust calculation), and spark is a distributed processing
engine, increasing the number of nodes in the cluster would
minimize or even eliminate such a delay. This demonstrates
the scalability of the system.

X. APPLICATION: WHEN TO DISCONNECT
FROM A DATA SOURCE

Data deriving from IoT can help foster innovations and
save lives. Performing analytics on this data is, however,
challenging due to the heterogeneity, complexity, and dynamic
nature of IoT. Therefore, businesses and organizations have
to maintain redundant data sources, seek third-party sources,
or a few that can afford them, and install high-end sensors to
mitigate such heterogeneity within the data.

The process of deciding which data source to engage and
disengage is largely based on the quality of data from such
a source. This is typically performed manually after the data
has been processed. Data generation, collection, and delivery
in IoT are automated and so should the process of selecting
and maintaining a data source. Current data quality metrics
are instantaneous, that is, a data source is evaluated based on
its current state only, without previous context.

Given the dynamic, heterogeneity, and high volatility of IoT
data, this would result in a high variance in network connection
due to disconnecting from a data source each time there is a
change in the data properties. This problem is exacerbated by
low bandwidth and intermittent network disruptions that affect
most IoT deployments.
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The trust metric, however, has been modeled to mitigate
this problem. One of the novel elements of the trust score is
its experience metric. This helps to incorporate the past and
current context of a data source and also ensures that sudden
changes in the data properties do not lead to sudden changes
in the trust metric. This feature is further improved by the
weighting strategy implemented in Section VIII-C.

To illustrate the application, data collected from weather
stations between 2015 and 2019 in the United Kingdom was
used. The data is produced at an interval of 15 min. Each
weather station generates an average of 30000 data points
every year with over 100 weather stations. This includes
air temperature, rainfall, relative humidity, and wind speed.
Agricultural applications dynamically connect to and retrieve
data from these stations.

In a data-shared IoT environment, applications should be
able to dynamically select a data source, a weather station, for
example, based on its data quality needs. Figs. 15 and 16 show
two applications each with a different trust score threshold
(0.98 and 0.95), each connected to a different weather station.
Each application would advertise its threshold. In each case,
the application would then automatically disengage from the
data source when its trust score falls below the application’s

threshold and would automatically be connected to another
data source of sufficient quality. While the thresholds deter-
mined in the figures are somewhat arbitrary, the method can
be used to allow different applications to prescribe different
levels of quality for their given use case. Each application and
use case can set its own threshold. This can then be used to
disengage from a data source.

This kind of automation can be used in other applications,

for example:

1) 1) Automate data source repairs and maintenance. Con-
tinued disengagement from a data source could mean it
is faulty.

2) 2) Gradual decrease in data quality could be associated
with sensor drift. Therefore, the sensor can be automat-
ically reset back to where its known data quality was
good.

Xl. CONCLUSION AND FUTURE WORK

This article has described an end-to-end implementation of
a trust framework that can be used to estimate the quality of
data. The implementation was evaluated using data collected
from a real-world experiment.

The implementation is based on industry-standard data
pipelines with Kafka as distributed messaging service and
Apache Spark for real-time data processing. This is unique as
it integrates with all the stages of the big data model. To the
best of our knowledge, it is the first end-to-end data quality
assessment framework implementation. This implementation
enables one to estimate data quality in cases where there is
no gold standard to compare. The other advantage is that one
would be able to represent data quality in a general manner
throughout the big data model.

To evaluate the system, the article compares the trust score
to RMSE and MAE. Using Pearson’s correlation coefficient,
the results and evaluations showed that the trust metric is a
good metric for data quality assessment in cases where there
is no gold standard, which is the case in data-shared IoT.
Although the results have shown a slight increase in system
resources in terms of CPU and execution time, this can be
mitigated with distributed processing.

The article listed several challenges related to data quality
assessment, both structural and method-related challenges.
We have explored how some of these can be solved by the
implementation described using real-world datasets. However,
some challenges remain: for example, we equally combine
the trust scores for the different phases. There is a need
for a fusion algorithm that accounts for the contribution of
each stage. Also, the mechanism for feedback and how this
propagates from the RP is not yet fully formed. These and
other challenges highlighted above form part of our future
work.
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