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Evaluation and Compensation of the Effect of
Dirt on Time-of-Flight 3D Imaging Systems
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Abstract—In the past few years, 3D imaging technology has
received a lot of attention. Time-of-Flight (ToF) cameras based
on the indirect ToF principle calculate depth information by
measuring the phase shift between the emitted periodic sig-
nal and the reflected signal. When the illumination from the
modulated light source reaches the same pixel through mul-
tiple paths, multipath interference will occur. Acquisitions at
multiple modulation frequencies are then required to separate
the interfering paths. Parametric spectral estimation methods,
such as Prony’s method and its robust variants, have shown
success in resolving multiple paths from multi-frequency
measurements. With the widespread usage of ToF cameras
in various fields, the operating environment of the camera
should be taken into account in order to obtain accurate 3D
images. In this work, we aim to study the effect of dirt on
3D imaging systems quantitatively. To this end, ten sheets with different transmittances, between 50% and 100% are
used. To the best of our knowledge, for the first time we provide standardized methods for evaluating the effect of
dirt on protective covers in the depth estimation of “flash lidar”. The accuracy of depth measurements obtained by
multi-frequency multipath recovery in the absence of dust is up to 99%. However, when the light transmittance of the
protective cover is less than 90%, the measurement result is already unreliable. The experiments have shown that the
depth measurements obtained using the multi-frequency estimation method are more accurate in the presence of dust
than the single-frequency estimation method.

Index Terms— 3D imaging, ToF camera, effect of dirt, parametric spectral estimation methods, metrological evaluation.

I. INTRODUCTION

W ITH the development of digital imaging technology,
3D imaging technology has attracted more and more

attention. 3D imaging systems can obtain the complete geo-
metric information of natural 3D scenes and use depth images
to achieve accurate digitization of scenes, so as to achieve
high-precision recognition, localization, reconstruction, scene
understanding, and other key functions of machine vision. 3D
vision techniques using triangulation include stereo vision and
structured light technologies [1]. Their basic principle is to
use the geometric parallax of a triangle to obtain information
about the distance from the target to the camera. This method
has high accuracy at close range, but the error becomes larger
rapidly with increasing distance.
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Different from stereo vision and structured light solutions,
Time-of-Flight (ToF) camera modules generate an illumination
control signal, which is used to drive a fast light source,
so that it emits high-frequency amplitude-modulated near-
infrared light. After the light is scattered by the scene objects,
the receiver calculates the depth information by the phase shift
or time difference between transmitted and received signals.
The ToF technique is more stable in terms of error at different
distances compared to triangulation. Most ToF sensors now
use back-illuminated CMOS technology, significantly increas-
ing the light-sensitive area and improving the photon collection
rate. The response time can reach the nanosecond level, which
can ensure high accuracy at long distances. Major ToF cam-
era manufacturers include pmdtechnologies, MESA Imaging
(Heptagon, ams), SoftKinetic-Optrima (Sony), Basler, meere-
company, Analog Devices, Teledyne e2v, Lucid Vision Labs,
and Microsoft [2]. ToF cameras are not only used for facial
identification in mobile phones, but also in many other fields
such as gesture-based human-computer interaction [3], [4],
indoor surveillance [5], material sensing [6], [7], and auto-
mated driving [8].

According to the modulation scheme, ToF methods can be
generally divided into pulse modulation and continuous-wave
(CW) modulation. Pulse modulation requires a great overall
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system bandwidth and the generation of high-intensity pulses
at the transmitter side, which requires high physical device
performance. Additionally, pulsed devices based on direct
ToF principle, also require carrying out high-precision time
measurements. The sensors based on discrete pulse modulation
measure the round-trip time of the optical pulse to calculate
depth, while the sensors based on the lock-in principle measure
phase shift between the transmitted and received periodic
signal [9]. Since the phase shift of the sinusoidally-modulated
light is proportional to the distance of the object from the
camera, the phase shift can be used to measure the distance.

A. Motivation
With the widespread deployment of Advanced Driver Assis-

tant Systems (ADAS) in vehicles, high-level ADAS have been
able to perform many tasks in place of the driver. With the
expectation of a more advanced level of ADAS as well as
autonomous driving, the accuracy of sensor-based environment
perception has become more demanding. Highly integrated
ToF cameras are no longer limited to in-cabin applications
(e.g., driver status monitoring) due to their small size, out-
standing depth measurement performance, and low power con-
sumption. ToF cameras are also taking their place in external
applications (e.g., autonomous parking). The complexity and
variability of the real environment introduce varying degrees of
uncertainty into sensor measurements. The impact of weather
and dust on the accuracy of LiDAR systems has been stud-
ied by major car manufacturers (e.g., Robert Bosch [32],
BMW [29], Audi [30]). However, the effect of dirt on the
performance of 3D cameras has been a gap so far. In order to
obtain accurate 3D images, the operating environment of the
ToF camera should be taken into account.

With the increasing maturity of 5G technology, low-latency
information interaction offers the possibility of remote control.
Unmanned vehicles in relatively closed scenarios will likely
be tested first, and intelligent mines have become one of the
scenarios with the strongest demand. The harsh environment
is a double challenge for sensor hardware performance and
autonomous driving perception algorithms. When the weather
is sunny or rainy, the mining area is dusty or muddy, respec-
tively. In addition, the road features are not obvious and
the boundaries are not clear, unmanned mine trucks often
cause emergency speed limits and stopping restrictions due
to misidentification of dust. Therefore, the impact of dust in
practical applications cannot be ignored. Studying the effect of
dust on the performance of different types of sensors not only
helps to explore the compensation of environmental interfer-
ence problems in real industrial scenarios, thus accelerating the
promotion of unmanned driving in industrial fields, but also
serves as an experience accumulation for the popularization of
autonomous driving in the future.

One of the most common problems the ToF technology
faces is multipath interference (MPI) [10], [11], [13], [17],
[18], [19], [20], [21], [22], [23], [24], [27]. Light is reflected
multiple times in the target scene, and an object reflects
not only the modulated light emitted by the camera, but
also light from other indirect paths. A variety of scenarios
can cause MPI. Four common scenarios leading to MPI are
illustrated in Fig. 1. Fig. 1(a) shows that the existence of

Fig. 1. The cause of MPI. The black line indicates the direct path and
the red line indicates the interference path. (a) Reflective MPI is caused
by highly reflective objects such as mirrors. (b) Translucent objects also
produce MPI. (c) Corner-like objects lead to diffusive MPI. (d) Inter-
reflection inside the lens also causes MPI.

highly reflective objects results in specular reflections in
the scene. Considering the scenario in Fig. 1(b), the same
ToF pixel receives both the direct return path from the
target, plus an additional secondary path from the translucent
sheet. In the case of corner-like objects (Fig. 1(c)), each
point on the wall may receive reflected light from other
points, which will be partially reflected back to the camera.
The inter-reflection between the image sensor and the lens
elements also contributes to MPI (Fig. 1(d)). The interference
between reflected light from multiple sources can lead to
errors in depth measurement. Retrieving multiple reflected
paths with the help of multi-frequency approaches contributes
to finding the true depth measurement. In practice, it is
easier to implement a ToF system with sequential acquisition
at different frequencies than a pulsed system that requires
acquisition for different delays, since adjustable delays in the
picosecond range with low jitter typically require external
equipment that is both expensive and bulky.

B. Related Work
Since the sinusoidally-modulated light is periodic with 2π ,

for the CW-ToF camera, ambiguity errors arise due to phase
wrapping when the measured distance exceeds half of the
wavelength i.e., the maximum unambiguous range or unaliased
distance, which is expressed as: dmax = c

2 f , where c is
the speed of light and f is the modulated frequency. For
single frequency modulation, the limited range of the ToF
camera is dependent on the modulation frequency. Reducing
the modulation frequency to avoid phase wrapping is a com-
mon approach, but this leads to a decrease in measurement
accuracy [14]. The trade-off between measurement distance
and measurement accuracy results in most ToF cameras having
a measurement range within 10m. Multi-frequency technology
enables the maximum unambiguous range to be extended
while maintaining high accuracy. Different frequencies have
different unambiguous ranges, and by comparing the depth
measurements obtained at different frequencies, the correct
unwrapped distance can be found that is common to all
frequencies [15]. In [16], Jongenelen et al. demonstrated that
dual frequency modulation can increase accuracy and extend
the maximum unambiguous range. The maximum distance
is determined by the greatest common divisor (GCD) of the
multiple frequencies.

ToF cameras usually have errors when directly using the
raw data for depth estimation due to systematic effects in
the imaging pipeline, external environmental interference, etc.
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Therefore, a series of calibrations of ToF cameras are needed
to improve the measurement accuracy before application.
A major systematic error of ToF cameras is the wiggling error.
Due to the limitation of hardware complexity and cost, the
transmitted signal is not a perfect sinusoidal signal. Besides
the fundamental wave signal, it may also contain higher order
harmonic components. Therefore, the imperfect sinusoidal sig-
nal in the demodulation process causes periodic errors between
the measured phase difference and the ideal phase difference.
In 2006, Lindner et al. [17] proposed a calibration method
using B-spline fitting, which can achieve a precision of 10mm
per pixel. The wiggling error compensation is performed by
building an error lookup table in [18]. This method has high
accuracy, but the accuracy of compensation depends on the
size of the error lookup table. The compensation time depends
on the implemented scheme. In the implementation in [18],
the compensation time is far less than the real-time acquisition
time, which makes it possible to acquire dynamic scenes.

In our experiments, since a dirty sensor cover produces
multiple bounces that distort the ToF measurements, we also
review existing research on multipath interference before
specifically studying the effect of dirt on ToF 3D imaging
systems. In [19], two methods of multipath interference sep-
aration were introduced. The first method can separate two
paths making use of four measurements at different modulation
frequencies. The other method uses attenuation ratios to deter-
mine the amplitude and phase of up to two paths. Bhandari
et al. used orthogonal matching pursuit (OMP), which is an
iterative algorithm, in [10] to implement a multi-frequency
approach for decomposing multiple depths observed by a
ToF camera in 2014. Apart from that, Bhandari et al. first
explored pulse- and wave-based multi-frequency measure-
ments and found that they are equivalent due to the linearity
and superposition principles. Nevertheless, it should be noted
that a pulse shape exhibits a sharp decay of signal power with
frequency, thus compromising the SNR of the high frequencies
in Fourier domain [12]. This can be avoided in a multi-
frequency setup, like the one adopted in this paper. In [11],
Bhandari et al. proposed a non-iterative method without any
sparsity-inducing penalty term and solved the sparse linear
operator identification problem via a parameter estimation
method. In [20], a multi-frequency-based approach to analyze
multipath models that solves the problem by processing the
temporal variation of the original measurements for each pixel
in the Fourier domain was reported, which used a similar
principle as in [11]. The matrix pencil method was proposed
in [21] and used to estimate the parameters of exponentially
damped/undamped sine waves in noise. The method has been
successfully applied in [22] and [23] for the depth super-
resolution problem, which can be seen as the estimation
of parameters for K complex exponentials, where K is the
number of paths. In [22], Bhandari et al. provided a closed-
form, non-iterative technique and proved that 2K +1 frequency
measurements are necessary for decomposing K interfering
paths. In [23], Bhandari et al. showed that the super-resolution
problem in the context of ToF imaging can be re-formulated
as a finite-rate-of-innovation sampling problem. The results
provided in [23] showed that the calculation efficiency of

Fig. 2. The diagram of light path propagation when the sheet is polluted
by dust. The scattering of light signals by dirt causes MPI in a 3D camera.

matrix pencil method is five times that of OMP. In [24],
multi-frequency measurements are combined with a compres-
sive sensing (CS) algorithm to reconstruct the sparse signal
and thus retrieve the true depth. Instead of [24], which is
a rather unfeasible approach, Heredia Conde et al. tuned
and simplified the recovery process leveraging the knowledge
of the structured sparsity of the recovered signal in [25]
and [26], obtaining better accuracy and reducing the runtime
compared to pure OMP recovery. However, this CS framework
is considered not feasible because it involves not only large
memory requirements but also heavy computational load [27].
In this work, we use parametric spectral estimation methods,
more specifically the matrix pencil method [21], which is a
robust variant of Prony’s method (polynomial annihilation).

Some publications exist that study the influence of
the weather and dirt on optical ranging sensors. In [29],
Rasshofer et al. from BMW studied the effect of weather
phenomena on lidar systems in 2011. By testing in real
weather environments, artificial rainfall environments and
electro-opticallaser radar target simulation, it was shown that
their proposed electro-optical laser radar target simulator sys-
tem (OSS) can have high accuracy in simulating laser radar
performance in fog. Rivero et al., from Audi’s autonomous
driving department, studied the effect of road dust on the
performance of LiDAR in [30] in 2017. The samples were
collected in the real world. The transmission and reflection in
two different positions were investigated. In [31] the influence
of weather effects, in particular rain droplets, on distance
and depth measurements obtained with a ToF camera-based
sensor are examined based on optical simulation models
in 2017. Trierweiler et al. from Robert Bosch obtained an
almost-homogeneous distribution of dust on polycarbonate
sheets resulting in a maximal range decrement of 25% in [32].
In 2020, a ToF LiDAR operating within a foggy environment
was presented in [33], where performance is qualitatively
and quantitatively investigated. A prediction model based on
machine learning to the minimum fog visibility is introduced,
which is trained on collected data.

C. Contributions of This Paper
Unlike [30] and [32] focusing on performance analysis

of non-quantitative dirt on sensor, in this paper, we aim at
providing a standardized framework for the characterization
of the effect of dirt on 3D imaging systems. The main
contributions of this papers work are summarized as follows:

1) Reframing the Dirt Problem: The effect of dirt on the
surface of the sheet on light propagation is shown in Fig. 2.
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Fig. 3. The optical setup for obtaining quantitative transmittance of an A4-sized sheet. The emitter, the Fresnel lenses with “sandwich” structure,
and the receiver connected to a digital multimeter measuring voltage are fixed in the optical rail from left to right.

Dirt attached to the surface of the polycarbonate sheet not only
attenuates the transmitted signal but also causes the signal to
be scattered on the sheet surface due to dirt particles obstruct-
ing the transmitted signal, resulting in the measurement at
the observation point being the sum of multiple optical paths
(returns from both the scene and the sheet). The polluted
sheet acts just as the translucent sheet in Fig 1(b). Hence,
the effect of dust on 3D camera performance can be regarded
as a MPI problem. Consequently, the dirt problem can be
addressed by parametric spectral estimation methods [11],
[22], [23], [27]. The ToF system operating in Amplitude
Modulated Continuous Wave (AMCW) mode does not require
bulky and expensive external equipment compared to pulse-
based multi-frequency measurements. Real-time needs to be
taken into account in practical applications. The calculation
time depends on the number of reflected paths K . For the
case of retrieving the same number of reflected paths, the
multi-frequency method we use is the fastest. With the help of
the matrix pencil method the computational efficiency is higher
than OMP and LASSO. Comparisons of the computation times
of the different algorithms are presented in [11], [23], and [28].
When considering the recovered phase shift for the dominant
path, the multi-frequency approach we use can check the
degradation of the camera’s performance in different different
operation areas in real-time [35].

2) Quantitative Performance Analysis: Exploiting the accu-
rate knowledge of the light transmittance of each sample,
we can quantitatively analyze the performance of the ToF cam-
era at different light transmittance and at different distances.
Thus, we define different regions of operation, as a function
of dirt and distance to target, based on the observed decay of
the camera’s performance.

3) Metrological Evaluation and Compensation: We investi-
gate the performance of the camera in the different operation
areas when facing different experimental targets (white board,
panel containing sinusoidally-shaped foam and four-square tar-
get, and Böhler star), aimed to evaluate relevant metrological
parameters, and demonstrate that the adopted multi-frequency
approach performs better than single-frequency methods under
the effect of dust.

The remainder of this paper is organized as follows:
section II presents the optical setup for acquiring standardized
samples, the experimental setup for data acquisitions, and a
brief principle of operation of a ToF camera. Standardized
sample preparation and acquisition of experimental data
are described in section III. The results are discussed in
section IV, and the performance of the ToF camera is also
analyzed. Finally, section V concludes the paper and outlines
future work.

II. CORE MODELS AND TECHNIQUES

In this section, we describe the optical setup for preparing
standardized samples (polycarbonate sheets with customized
transmittance), the experimental setup model for acquiring
experimental data and the corresponding tools, and the oper-
ating principle of the ToF camera.

A. Optical Setup
In order to accurately characterize the effect of different

dirt concentrations on the transmittance, a near-infrared light
source is used as emitter (model ILH-IS01-94SN-SC201-
WIR200), a Thorlabs PDA10A-EC photodiode as receiver,
and two Fresnel lenses to ensure orthogonal light incidence,
as illustrated in Fig.3.

An aluminium holder with the NIR emitter was fixed at
the focal point of the first Fresnel lens, and the first Fresnel
lens was used to obtain collimated light over a large aperture
(preferably the whole A4 sheet) and the second Fresnel lens
to focus the collimated light passing through the sample to a
point where the holder with receiver was placed. The Fresnel
lens model is ORAFOL’s SC210. The SC210 has a focal length
of 225.5mm and an aperture of 257.6mm and is suitable for
the A4-sized polycarbonate sheets we use.

To realize the aforementioned setup, a Fresnel “sandwich”
structure was designed and constructed, as shown in Fig.3(a)
The structure allows for an A4-sized polycarbonate sheet to be
inserted between the two Fresnel lenses. Note that the center
of the A4-sized sheet is aligned with the center of the Fresnel
lens. The holder’s height was adjusted so that the center of
the transmitter, receiver, sheet, and Fresnel lenses were in one
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Fig. 4. The sketch of the setup for data acquisition and the real setup
on the optical table in a dark room. From left to right are the ToF camera,
the tilted shelf bracket, and the target object.

horizontal straight line. The two lenses were connected by four
3cm long screws.

B. Experimental Setup
All experimental procedures were carried out in a dark

room. The outline and real diagram of the setup are shown
in Fig.4. The rail, the optical table, and the background wall
are wrapped with highly-absorptive teddy cloth to reduce the
interference due to uncontrolled multipath effects. The camera
is a “Selene” module from the company pmdtechnologies AG,
which was used in the live demonstration [35]. Compared with
other reflected photons from the target, the photons, which are
reflected directly on the sheet’s surface, have the shortest path.
Depending on the incidence and exit directions, the reflected
light can be of higher or lower intensity. This is due to the
(close to) specular behavior of the sheet surface. Specular
reflection means that photons get scattered back primarily
along a direction that forms the same angle with the surface as
the incidence direction. This can “blind” an imaging sensor if
such a sheet is placed perpendicularly to the line of sight of the
camera. The tilted bracket avoids that the specular reflection
from the sheet blinds the camera. The initial distance between
the center of the ToF camera and the target is 50cm. The
position and height of the camera and the bracket are fixed,
so that the camera is aligned with the center of the bracket.
Between the camera and the target one sheet is placed in the
bracket with the desired transmittance. The distance between
the center of the camera and the center of the sheet is 20cm.

To evaluate the different performance indicators of the
camera, we chose four different targets.

1) White Board: The white board in Fig.5(a) is flat, texture-
less, and completely opaque. The white board is a standard
test target for measuring depth accuracy at different distances
with different light transmittance.

2) Four-Square Target: The four-square target in Fig.5(b)
consists of a ground plane and three 5cm × 5cm cubic
squares. Each square is formed by superimposing a different
number of layers of the same height (3.5mm). The upper-left
square has four layers accounting for a total height of 14mm.
The upper-right square has one layer of 3.5mm height. The
lower-left is the ground plane. The lower-right square has two

Fig. 5. The four different targets considered in our experiments.

layers accounting for a total height of 7mm. The four-square
target allows for testing the capability of resolving small depth
differences.

3) Sinusoidally-Shaped Foam: The sinusoidally-shaped
foam in Fig.5(c) has a surface that resembles a 2D sinusoid
with an amplitude of 2.5cm and a wavelength of 4.5cm.
The sinusoidally-shaped foam allows for testing the overall
capability of reconstructing complex 3D shapes.

4) Böhler Stars: The Böhler stars in Fig.5(d) are both
of 20cm diameter. The left star features 48 fields, and the
right one 24. The Böhler star is a crucial target for measuring
the real lateral resolution of the camera.

C. Operating Principle of the ToF Camera
In this work, we mainly study ToF systems working in

AMCW mode. We present the results for mono-frequency
estimation of a single path applying the four phases algo-
rithm [36], [37] and multi-frequency estimation of several
paths using the matrix pencil method [21] as parametric
multipath estimation algorithm. In the mono-frequency case,
one emits s(t) and receives r(t):

s(t) = 1 + λ cos (ωt) (1)
r(t) = A(1 + λ cos (ωt − φ)) (2)

where λ is the modulation depth and ω is the angular frequency
of modulation of the light source. A is the amplitude of the
reflection. φ is the delay between the transmitted signal and
the reflected signal. The distance between camera and reflector
is then

d = cφ/2ω (3)

where c is the speed of light. A continuous wave ToF sensor
measures the correlation function between the two signals.

mω

(
τq

) = (s (t) ⊗ r (t))
(
τq

)
= A

(
1 + λ2

2
cos

(
ωτq + φ

))
(4)
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where ⊗ denotes cross-correlation. By using the “four-phases
algorithm”, we can calculate the amplitude A, the phase
shift φ, and the offset B. Using four samples at τq = πq/4ω
with q = 0, …3:

A =
√

(mω (τ3) − mω (τ1))
2 + (mω (τ0) − mω (τ2))

2/λ

(5)

tan φ =
(

mω (τ3) − mω (τ1)

mω (τ0) − mω (τ2)

)
(6)

Therefore, the obtained values of amplitude and phase can be
jointly represented by the following complex number:

Zω = Ae jφ(ω) (7)

In the multiple-path case, by virtue of the superposition
principle, (7) now becomes a sum of complex exponentials.

Z (ω) =
K∑

k=1

Akejφk(ω). (8)

where the phase delay corresponding to each reflection path K
is φk(ω) = 2dkω/c. {dk}K

k=1 and {Ak}K
k=1 are the depths

and amplitudes at which the corresponding reflection occurs,
respectively. A general description of the ToF image formation
model is provided in [22], [23], and [38].

III. EXPERIMENTS

In this section, we focus on the preparation of standardized
samples using the optical setup and detail our experiments
to evaluate the camera’s performance using the obtained
standardized samples.

A. Standardized Sample Preparation
In this research, we aim to evaluate the effect of dirt on ToF

cameras when operating outdoors, e.g., in automotive appli-
cations or mobile robotics. We present methods developed to
obtain samples of dirty polycarbonate sheets of custom trans-
mittance. Polycarbonate as the substrate material is selected
because it is commonly used as a protective cover for sensors.
Trierweiler et al. used the same material as the substrate for the
five samples obtained in [32]. In our experiments, we use ten
transparent polycarbonate sheets of size A4. The transmittance
of each sheet can be customized to enable a quantitative
evaluation of the effect of dust on the 3D imaging system.

Following the SAE J726 Rev. JUN93 standard [34],
we chose Arizona dust SAE J726 fine as source of pollution.
We used a spray gun in order to spray a mixture of dust and
water homogeneously onto the surface of the sample. The dust
is homogeneously mixed with water, and the deposit of the
spray gun is filled with the resulting mix. One of the sheets
is completely clean, and its transmittance is considered 100%.
The transmittance of the remaining nine sheets is decreased
by 5% for each new sample, from 90% to 50%. The specific
operation and measurement pipeline for obtaining a sheet with
target transmittance Td ∈ [50%, 55%, . . . 90%] are as follows:

1) Prepare a mixture with appropriate solution concentra-
tions e. g. 10%, 17.5%, 20%.

TABLE I
TRANSMISSION DATA OF THE POLLUTED SAMPLES

2) Insert the blank sheet according to the above explanation
in Section II-A. Record the voltage V0 as a reference by
means of a digital multimeter.

3) Before spraying, the mixture must be mixed homoge-
neously, and the spray gun must be warmed up. Adjust
the nozzle of the spray gun until fine water particles are
sprayed.

4) Spray the whole sheet thoroughly and uniformly.
5) Wait until it dries.
6) Insert the sprayed sheet. Record the voltage Vi . The

current transmittance T is T = Vi
Vo

× 100%.
If T = Td , the polluted sheet has the desired transmit-
tance. End the process and store the sample.
If T > Td , repeat the cycle of spraying from 3) to 6)
until the T = Td .
If T < Td , clean the dirt, repeat the cycle from 2) to 6)
until T = Td .

We use a METRAHIT 27I multimeter for performing the
voltage measurements. For testing purposes, three different
concentrations of the solution (10%, 17.5%, and 20% volume
of dust in water.) were used to study the effect of each
deposited dust layer on the transmittance of the sample being
generated. When the solution concentration is 20%, each spray
results in a decrease in light transmission of more than 1%.
Meanwhile, when the solution concentration is 10% or 17.5%,
each spray causes a decrease in light transmittance of less
than 0.1% or 0.3% - 0.4%, respectively. The change in light
transmittance caused by the one-time spraying with a 10%
concentration solution was too close to the resolution limit
imposed by the multimeter. Hence, a solution concentration
of 17.5% was chosen to be used in this study in order to
allow for fine adjustment of the transmittance.

After each cycle of spraying and drying, the transmittance
of the sheet is recalculated. After several cycles of spraying
and drying, the sheets containing the desired light transmit-
tance are generated, which are between 50% and 90%. The
polluted sheets are shown in Fig.6. The light transmission
measurements obtained for each sample are given in Table.I.
The original voltage V0 is between 0.95 V and 0.97 V except
sheet No.2 with 0.974 V. The error of transmittance �T =
|Td−T |

Td
× 100% is under 0.5%.

B. Experimental Data Acquisition
In the experimental data acquisition, we mainly com-

pare the differences between single-frequency estimation and
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Fig. 6. The polluted samples with their transmittance.

multi-frequency estimation. In the single-frequency estima-
tion we consider the cases at the minimum and maximum
frequencies. Since the use of multiple frequencies enables
the differentiation of multiple paths, we consider three cases
for solving the inverse problem, i.e., with a maximum of
three reflected paths. K indicates the number of reflected
paths. Path Pi, i ∈ [1, K ] denotes the specific reflected path.
One considers a single dominant return path, K = 1 and
considers the contribution along the secondary path as unmod-
eled disturbances. The second one considers the existence
of a secondary path, K = 2, and tries to disentangle them
(path P1 and path P2). The third one considers two sec-
ondary paths K=3, and tries to separate them (path P1, path
P2 and path P3). We resolved multiple paths directly from
multi-frequency data acquired at nfreq = 7 equally-spaced
frequencies from 0 to 120MHz (20MHz step size). The data
acquisition process is shown below:

1) Place a target at a distance of 50cm from the ToF
camera.

2) Hang the sheets with different transmittance in
sequence [100%, 90%, 85%, …50%] and record the
multi-frequency ToF raw data for each of them.

3) Move the target horizontally to the right 10cm each time,
repeat step 2) until the distance between the target and
the camera is 140cm.

4) Save data Di (m, n), where i represents the sequence of
the target, i ∈ [1, 4]. m and n represent the sequence of
transmittance and the sequence of distance, respectively.
m, n ∈ [0, 9].

5) Replace the target with a new one and repeat
steps 1) to 4).

Note that each data item, Di (m, n) ∈ Cnrows×ncols×nfreq , is a
3D tensor containing complex meaurements at each frequency
for each of the nrows × ncols pixels of the ToF array. In our
case, the “Selene” module features a high-resolution ToF pixel
array of 172 × 224 px, so here Di (m, n) ∈ C172×224×7.

We tested four different targets in Fig.5 following the above
steps to acquire the corresponding data.

IV. RESULTS

A. White Board
In Fig. 7, we show the experimental results at a dis-

tance of 50cm without the effect of dirt not only for the
single-frequency estimation but also for each path for the
multi-frequency estimation. From Fig.7 we can conclude that
the higher the reflected amplitudes, the higher the depth accu-
racy. Low amplitude often appears at the edge of the image
because the emitted light power decays radially, resulting in
an overestimation of depth. In the mono-frequency case, i.e.,
fmin = 20MHz and fmax = 120MHz, the difference in depth
between the central area and the corners of both depth images
is greater than 1cm. In contrast, in the case of multi-frequency
multipath recovery, whether in single path K = 1, multipath
K = 2 path P1, or multipath K = 3 path P1, the difference
in depth between the central area and the corners is less
than 0.7cm.

Fig.8 demonstrates the measurement error for each path
versus transmittance and distance in the multi-frequency mul-
tipath recovery. In the case of K = 1 (Fig.8(a)) and multipath
K = 2 path P1 (Fig.8(b)), without the effect of dirt the
accuracy of the depth measurements in the interval of 50cm
to 140cm is 99%- 99.7%. The accuracy of the ToF camera
hardly varies with increasing distance.

Comparing Fig.8(a) and Fig.8(b), it is observed that the
measurement error of the ToF camera has approximately
identical characteristics with the variation of transmittance and
distance. Although in the case of multipath K = 2, path
P1 cannot obtain accurate measurements in the presence of
dust, retrieving the path P2 can obtain good results under
the presence of dust (the dark blue area in Fig.8(c)) with an
accuracy of up to 90%. Furthermore, compared to a single
path that is completely blocked by dirt, the two paths allow
for estimating the depth with a greater degree of accuracy in
the presence of dust.

In our experiments we used six non-zero frequencies, which
theoretically enable the exact separation of up to three paths.
In practice, it was observed that adding two secondary reflec-
tors, that is, two dirty polycarbonate covers at two different
locations is not realistic. As it can be observed in Fig. 8(a),
a single dirty cover already produces a major degradation in
the estimation of the depth values for fairly high transmit-
tances. This is as opposed to clean translucent sheets, used
in [10]. When using clean translucent sheets one may hope
to recover up to two secondary paths, apart from the target,
i.e., three paths [10], [35]. Nevertheless, we have studied
if aiming to retrieve three paths when a single dirty cover
is present yields any improvements, e.g., by accounting for
unmodelled secondary reflections in the experimental setup.
Due to the presence of noise in the measurements and the
negligible amplitude of the third reflection, the accuracy of
depth estimates in the absence of dust is only 80% at best.
By comparing Fig.8(d), Fig.8(e) and Fig.8(f), we found that in
the case of multipath K = 3, none of the paths can accurately
describe the true depth with the influence of dirt.

At the light of the above experimental results, we think
that the practical significance of studying the case of two
paths induced by the presence of dust on the sensor cover is
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Fig. 7. Results obtained when observing a white panel at a distance of 50 cm from the camera, through a sample with 100% light transmittance,
using (a) the “four phases algorithm” at the minimum frequency fmin = 20 MHz and (b) maximum frequency fmax = 120 MHz; (c)-(e) multi-frequency
estimation of several paths for (c) K = 1, (d)-(e) K = 2 (P1, P2), and (f)-(h) K= 3 (P1, P2, P3).

Fig. 8. 3D representation of the distance error versus transmittance and distance and the isoline plot of distance error. Multi-frequency estimation
of several paths for (a) K = 1, (b)-(c) K = 2 (P1, P2), and (d)-(f) K = 3 (P1, P2, P3).

greater than studying more paths. Therefore, in the subsequent
discussion, we focus mainly on the case of K = 2. When
the sheet’s transmittance drops to 95%, the accuracy of the
depth measurements is reduced to less than 80% at a distance
of 80cm. However, at a distance of 50cm a depth accuracy
drop down to 80% is only observed for a sheet transmittance
as low as 87%.

Depending on the limited operating conditions of the cam-
era in terms of varying light transmittance and distance,
we divided the camera operation into three stages in Fig.9.
Fig. 9(a) and Fig. 9(b) show the case of multi-frequency
estimation with K = 2 for path P1 and P2, respectively.
In Fig.9(a), we defined that the area to the left of the red
line is the invalid work area of the camera (the accuracy
of the depth measurements is lower than 70%). The result
of the depth measurements within this area is approximately
equal to the distance between the camera and the sheet, i.e.,
about 20cm, because the dirt on the sheet has blocked most
of the light, either in its way to the target or in its return
path after being scattered by the target. The area between the
red and white lines is the unreliable work area of the camera
(the accuracy of the depth measurements is between 70% and
90%). The accuracy of camera measurements in this area is
significantly affected by dirt. The area to the right of the white
line is the reliable work area of the camera (the accuracy
of the depth measurements is higher than 90%). The depth
measurements obtained by the camera in this area in the
absence of dirt or at a short distance (within 50cm) with
an almost dirt-free environment (the transmittance is higher
than 90%) are reliable. In Fig.9(b), since path P1 in the reliable
work area of the camera can retrieve the true depth, only

Fig. 9. 3D representation of the distance error versus transmittance and
distance and the isoline plot of distance error. The images are divided
into three parts by the red and white lines. These three parts are named
as the invalid, unreliable, and reliable operation regions. (a) in the case
of multi-frequency multipath recovery with K = 2, path P1. (b) in the case
of multi-frequency multipath recovery with K = 2, path P2.

invalid depth measurements can be retrieved in path P2, so the
reliable work area becomes the invalid work area in the case
of path P2. In the presence of dust, path P1 cannot retrieve
the true depth properly due to the severe influence of dust.
However, path P2 allows to retrieve depth information with
a maximum of 90% accuracy in the presence of dust, which
means that the unreliable work area is extended by path P2.

From the above comparison we can conclude that the
single-frequency method and the single-path case cannot
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Fig. 10. Four-square target depth plots. Along the row direction the effect
of different distances and transmittances on the camera performance
can be compared with the same measurement method. Along the
column direction the effect of different measurement methods on the
measurement accuracy can be compared under the same distance and
transmittance.

accurately perform depth estimates even under the influence of
fine dust (90% transmittance). The multi-frequency approach
can break the limitation of the single-frequency (and single-
path case) to cope with dust pollution to some extent due to the
ability to retrieve multiple reflected paths. Also we can reach
the same conclusion as in [27]. Even in the absence of dust,
the multi-frequency method outperforms the single-frequency
method.

B. Four-Square Target
The four squares can be understood as four white boards.

Therefore, the phenomena we observed in the whiteboard
experiment will theoretically appear here. The effect of dirt
on depth resolution is very relevant. With the increase of
distance, the boundaries of the four squares have become
increasingly difficult to distinguish. Compare the first row
and second row in Fig.10: increasing the modulation fre-
quency enhances the precision of the depth measurements.
In the case of multi-frequency multilpath recovery with
K = 2 for path P1, the measured four squares are obviously
more accurate than those measured by a single frequency. This
illustrates that the multi-frequency method is preferable to the
single-frequency approach even for a single return path. Never-
theless, when dirt exists, comparing Fig.10(a) and Fig.10(b),
for instance, shows that the 10% reduction in transmittance
directly results in the four squares being indistinguishable.
As can be observed in Fig.10(d), at a distance of 100cm
under 80% light transmittance, neither the single-frequency
method nor the multi-frequency method can clearly distinguish
the boundaries of the four squares. However, the accuracy of
the estimated depth from the path P2 of the multi-frequency
method with K = 2 is higher than the accuracy of the single-
frequency method.

Fig. 11. Four-square target depth plots and corresponding surface plots
in the case of multi-frequency estimation with K = 1 at 50 cm distance.
The first row shows the depth plots and the second row shows the surface
plots. For (a) and (d) the camera works in the invalid operation region (with
50% transmittance). For (b) and (e) the camera works in the unreliable
operation region (with 85% transmittance). For (c) and (f) the camera
works in the reliable operation region (with 100% transmittance).

Fig. 12. Results obtained when observing a sinusoidally-shaped foam
at a distance of 90 cm from the camera, through a sample with 100%
light transmittance, using (a) the “four phases algorithm” at the minimum
frequency fmin = 20 MHz and (b) maximum frequency fmax = 120MHz;
multi-frequency estimation of two-paths for (c) path P1 and (d) path P2.

In this experiment, we are mainly interested in the height
difference between squares. When the camera works in the
invalid region, the depth estimation in Fig.11(a) is estimated to
be approximately equal to the distance between the camera and
the sheet due to a large amount of dirt adhering to the sheet.
Therefore, the height difference between the four squares is
small in Fig.11(d). When the camera works in the unreliable
operation region, the depth estimation in Fig.11(b) can be
obtained, due to a small amount of dirt, but it is unreliable.
The height difference between the four-layers square and the
ground plane can be clearly observed in Fig.11(e), but the
values of this height difference is unreliable. When the camera
works in the reliable operation region, the accuracy of the
depth estimation in Fig.11(c) is higher than 90%. The height
difference between the four squares can be calculated more
accurately, and the four squares can be distinguished clearly
in Fig.11(f). The results demonstrate that the ToF camera
has the capability of resolving small depth differences in the
absence of dust. However, as the effect of dust intensifies,
this capability decreases dramatically, eventually leading to
the impossibility of resolving small depth differences.

C. Sinusoidally-Shaped Foam
Due to the unique surface structure of the sinusoidally-

shaped foam, the single-path assumption yields invalid results



16604 IEEE SENSORS JOURNAL, VOL. 22, NO. 16, 15 AUGUST 2022

TABLE II
EMPIRICAL VALUES OF AXIAL RESOLUTION AND ANGULAR RESOLUTION IN DIFFERENT CASES

Fig. 13. Sine wave graphs were obtained by combining path 1 and
path 2. (a) With 90% transmittance at 50 cm distance. (b) With 100%
transmittance at 90 cm distance. (c) With 100% transmittance at 100 cm
distance. (d) With 100% transmittance at 140 cm distance.

for the foam target, whether using single-frequency method or
multi-frequency multipath recovery (Fig.12). The reason for
this is that in the absence of dirt, MPI has already appeared
in the measurements due to the concavities in the foam’s
surface. If dirt interference is added, the measurement results
will be completely unreliable. Interestingly, in the case of
multi-frequency multipath recovery with K = 2, the values
measured through path P1 (Fig.12(c)) and the values measured
through path P2 (Fig.12(d)) are complementary, i.e., points
that were incorrectly measured from path P1 were measured
correctly from path P2. This experiment was not designed
to measure exact values but to observe the sine wave on
the surface of the foam. The single-path cannot accurately
reconstruct the sine wave image, so, a more accurate sine wave
image can be realized by combining path P1 and path P2.
In Fig.13(a), when the light transmittance is 90%, the sine
wave shape on the foam surface cannot be observed. However,
when the light transmittance is 100%, the pattern can be
observed. As the distance between the camera and the foam
becomes longer, the details of the pattern become blurred.

D. Böhler Stars
A Böhler star is a device for measuring lateral resolution,

which is a very important parameter for 3D cameras. The axial
resolution rax can be calculated as

rax = πdp M

n
(9)

Fig. 14. Depth image of the two Böhler stars for the case of
multi-frequency multipath recovery with K = 1 with 100% transmittance
at 50 cm distance. Pinc is the number of pixels occupied by the diameter
of an incorrectly measured circle. Pc is the number of pixels occupied by
the diameter of the star.

We use two Böhler stars of 20cm diameter and number of
fields n = 48 and n = 24, respectively (Fig.14). dp is the
ratio between the diameter of the incorrectly measured circle
in the middle of the star and the diameter M of the star. From
the axial resolution rax and the distance D between the camera
and the Böhler star, we obtain the angular resolution ran as

ran = atan2(rax, D) (10)

In Fig.15, some of the resulting images are shown when the
camera works in the invalid operation region (Fig.15(a)), when
the camera works in the reliable operation region (Fig.15(b))
and Fig.15(c)), and when the camera works in the unreliable
operation region (Fig.15(d)). In Fig.14 the dp is calculated by
counting the image pixels.

Table.II shows the axial resolution and angular resolution in
different cases. We can conclude from the Table.II that increas-
ing the distance and decreasing the transmittance, whether in
the case of the 24-fields Böhler star or the 48-fields Böhler
star, will make the lateral resolution lower. In theory, the
resolution measured via the 24-fields Böhler star and the
48-fields Böhler star should be identical under ideal conditions.
However, when the camera works in the reliable operation
region, the results obtained from our experiments show that
the resolution measured by the 24-fields Böhler star is better
than that measured by the 48-fields Böhler star. It is observed
in both the 24- and the 48-fields Böhler star cases that the
lateral resolution obtained with the multi-frequency multi-path
approach is better than with the single-frequency approach.
Consequently, we can conclude that using multiple frequencies
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Fig. 15. Depth plots of the two Böhler stars. (a) With 75% transmittance at 50 cm distance. (b) With 100% transmittance at 50 cm distance. (c) With
100% transmittance at 140 cm distance. (d) With 80% transmittance at 100 cm distance.

yields improved axial/angular resolution. A similar effect had
been observed in [39], where an adaptive HDR (AHDR)
sensing method was introduced to cope with the limited
dynamic range of PMD ToF pixels. When implementing the
AHDR method, the effective lateral resolution of the depth
camera is increased by a factor three.

By comparing the depth images obtained by the camera in
different operating areas using different methods for different
targets, we demonstrate that the use of a multi-frequency
approach can compensate to a certain extent for the degrada-
tion of the measurement accuracy of single-path measurements
due to the influence of dust.

V. CONCLUSION

Our work in this paper covers a relevant gap in the existing
literature on the analysis of the effect of environmental factors
on the performance of ToF cameras. We have conducted an
extensive metrological evaluation of the effect of dust pollution
on the performance of ToF cameras through several different
experiments using customized sheets with different transmit-
tances between 50% and 100%. In order to quantitatively
analyze the effect of dust on the camera, customizing the
sheets containing dust is also a crucial part of this experiment,
for which we have also proposed a standard framework for
obtaining the required samples of dust-polluted polycarbonate
sheets of different transmittances.

Depending on the limited operating conditions of the 3D
ToF camera in terms of varying light transmittance and dis-
tance, we have defined the camera operation into three stages:
the invalid operation region, the unreliable operation region,
and the reliable operation region. In a dirt-free environment,
the 3D ToF camera has excellent performance, achieving

99.7% accuracy at a range of 1.5m. As the camera cover
was gradually covered by dirt, the performance of the 3D ToF
camera dropped dramatically.

Furthermore, we have adopted both classical single-
frequency estimation (four-phases algorithm) of a single path
and multi-frequency estimation (matrix pencil method) of sev-
eral paths for each experimental target. Due to the presence of
a secondary return path arising from the dirty sensor cover, the
single-path assumption no longer holds. The multi-frequency
approach was found to perform better than single-frequency
methods for retrieving the true depth under the effect of dust,
since it allows for distinguishing more than a single return
path.

Among the subjects of future work, studying the detailed
performance of the camera working in the reliable work area
(light transmittance between 90% and 100%) has become a
meaningful subject for future studies, at the light of the results
obtained in this work. Another attractive line or work is the
development of compensation methods, in combination with
multi-frequency recovery under laboratory conditions, thus
further increasing the depth estimation accuracy in the reliable
regions, or even expanding the latter.
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