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Abstract—In the era of artificial intelligence perceptual
algorithms used in state-of-the-art Advanced Driver Assis-
tance Systems (ADAS), algorithm validation is not an easy
task. To ensure the highest possible safety level of the solu-
tion, the performance of the algorithm must be evaluated
under a variety of challenging conditions. To test the algo-
rithms, simulators are used to emulate the virtual environment
around the car taking into account road traffic, infrastructure
and vehicles dynamics. Sensor models are necessary for
virtual testing to provide required data to ADAS algorithms.
This article introduces the issue of modeling the color filter spaces that are used in the automotive industry. The images
generated by the simulator usually have RGB color. In contrast, the automotive industry uses filters such as RCCC
and RYYCy. In this paper, the methods for transforming color space from RGB to RYYCy are discussed. Three novel
approaches are introduced to solve this problem: analytical, polynomial, and based on a neural network. Moreover,
comparative discussion of the presented solutions is shown and with the set of experiments the conversion accuracy
and execution time of each algorithm are compared. In addition, introduced solution were compared with modified models
that are presented in the literature.

Index Terms— Cameras, virtual validation, mathematical modeling.

I. INTRODUCTION

D IGITAL imaging devices, such as digital cameras, are
used in automotive applications to record the environ-

ment around the vehicle as well as the interior of the cabin.
Output data of such imaging devices is usually fed to neural
networks [1] to extract information from the surrounding envi-
ronment such as positions or trajectories of other vehicles [2],
[3], road markings, traffic signs [4]. These image processing
devices may be a part of Advanced Driver-Assistance Systems
(ADAS), which usually gather and fuse data from multiple
sensors, such as lidars, radars and cameras. ADAS systems
are designed to monitor of car environment, detect potentially
dangerous situation and warn driver about it or even take con-
trol (fully or partially) to avoid accident [5], [6]. It makes the
system immensely complex. Thus, a key challenge is testing
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of ADAS functions. To prove the robustness of algorithms
million miles of test drives should be conducted [7]. It is very
costly and time-consuming to drive these miles under real-
world conditions. Virtual simulations provide the ability to
perform these tests, thus virtual testing is a essential topic
in developing the functionality of ADAS algorithms. The
flow chart in Figure 1 depicts virtual test-bench with camera
sensor model and corresponding data flow. The RGB image is
rendered by virtual simulation. Camera sensor model converts
RGB image to raw RCCC (C - clear) or RYYCy (Y - yellow,
Cy - cyan) format and adds distortion to the image to make
it as similar as possible to the image from the real camera.
The output from the sensor model is propagated to the ADAS
module, which controls vehicle functions such as steering and
acceleration. This affect the dynamics of the vehicle. The
adjusted state of the vehicle dynamical model is fed back to
the simulator. This article focuses on the topic of modeling
camera sensors, and in particular on the topic of modeling
RYYCy color filters that are used in the automotive industry.

A. Color Filters Used in an Automotive Application
An image sensor (imager) is a device that captures and

transmits information being later used for image generation.
More specifically, imager transforms the alternating attenua-
tion of light waves into small bursts of current [8]. Two main
types of imagers are available: charge-coupled device (CDD)
and complementary metal–oxide–semiconductor (CMOS).
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Fig. 1. Data flow in virtual test-bench with camera sensor model.

CCDs and CMOS imagers are quite common, since they
similarly accumulate photo generated charge in each pixel pro-
portionally to the local illumination intensity. However, CDD
sensors allows for creation low-noise images. CMOS sensors
are more susceptible to noise [9]. Neverthless, CDDs consume
much more power than an equivalent CMOS sensor and are
less cost efficient. On top of the image receiving surface of a
given imaging device a mosaic filter, being used for sensing
color information, and microlens array, which condenses the
incident light on each pixel, are placed [10]. Color filters block
the incident light according to the wavelength range so that the
information about the light color is split into a few separately
filtered intensities. The most common one is Bayern filter [11],
which gives information about the intensity of light in red,
green, and blue (RGB) wavelength regions (RGB channels).
However, in automotive industry typical RGB cameras are
rarely used [4], [12], [13].

More often, instead of RGB filtering, automotive cameras
incorporate color arrays with red and triple clear channels
(RCCC). The RCCC sensor is similar to a monochrome
sensor. Thus, is more sensitive and offers better reproduction
of details, but still provides the separate red color infor-
mation [14]. In case of solutions used in the automotive
industry for the environment perception, the grey scale image
interpolated from clear pixels is employed for cars obstacles,
pedestrian and other road users. The color information from
red channel is needed for the detection of traffic lights,
vehicle backlights and traffic signs [15], [16]. However, the
information about the color coming from red channel only is
not sufficient for the correct perception, under all environment
conditions. Therefore, a new RYYCy array color matrix was
invented [12], [13], [17], where RYYCy represent red, double
yellow and cyan channels respectively. Newly proposed filter
was introduced to precisely distinguish between white and
yellow road lines and, at the same time, to maintain the good
performance in low light quality by using wide-bandwidth
yellow filter.

B. Related Work
Algorithms for image analysis are usually designed and

validated using simulation systems that emulate the envi-
ronment surrounding the vehicle and provide image data
representing the field of view captured by the cameras [18].
The most popular simulators are: dSPACE ASM Traffic [19],

CarMaker [20] and open source CARLA [21]. Any image
processing algorithm can be explicitly tested within a given
virtual environment, by providing image data as input and
by analyzing the information extracted from that image. It is
possible to automatically verify the algorithm output by com-
paring it with ground-truth data generated by the simulation
system itself [22], [23].

For reliable testing, the image data provided by virtual
simulations should match the output from real cameras as
close as possible. Physical camera models required Physically
Based Ray Tracing (PBRT) method. Geometric optics is used
to compute how light propagates from a light source to
camera aperture taking into account reflection of objects in
the scene [24] and including effect of camera multi-element
spherical lenses [25]. This allows the calculation of spectral
irradiance that is used to predict an array of pixel responses
using phenomenological model of the image sensor array
[26], [27]. Thus, arbitrary set of color filters can be simulated.

However, in order to test the algorithms in real-time appli-
cations, the image data should be triggered with the same
frequency as the real imaging device, for example a frame rate
of an imaging device configured as video camera [28]. Several
approaches to different fidelity level can be incorporated for
simulation using a number of testing methods: hardware in the
loop (HiL), software in the loop (SiL), processor in the loop
(PiL). Hardware in the loop tests by their nature require real-
time simulation. For SiL tests, the simulation execution time
must meet higher requirements. Thousand of virtual kilometres
are needed to be covered in the shortest possible time to test
each new software version used in cars. Thus, execution time
of the models has to be as low as possible. Accordingly,
there is a need to not only accurately but also very efficiently
reproduce the output of a digital imaging device based on
given image data representing a scene to be captured by the
imaging device.

Accurate physical models of cameras require huge com-
putational effort, which causes limitations in using these
solutions in real-time simulations. Nevertheless, currently all
available simulators are able to generate RGB camera output
using simplified models. Therefore, one way to solve the
problem is to find out, if there is an effective and accurate
method converting an RGB image into a raw RYYCy image.
The conversion of an RGB image to raw RCCC requires a
calculation for the clear channel (C) which can be realised
as a weighted average of the channels R, G, and B. For the
conversion to RYYCy no explicit method is known.

Gossett and Chen [29] proposed conversion from RGB to
RYB space which is similar to RYYCy. Color mixtured in
RGB is handled in additively, in our case the same should
apply to RYYCy. However, in this article RYB is a subtrac-
tive color space, which reflects the behavior of colors when
pigments are mixed. The proposed transformation model uses
trilinear interpolation assuming that eight vertex points of the
transformation are defined. The values of colors in vertex
points were chosen based on Itten’s suggestions [30]. In [31]
Sugita and Takahashi presented a method for interconversion
between RGB and RYB color spaces. In this case RYB is
also modeled as a subtractive color space. The study explicitly
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Fig. 2. RGB to RYCy conversion.

presents the equations that allow the transformation of RGB
space to RYB and the inverse transformation.

C. Contribution
The main goal was to develop algorithms for transforming

color space between different filters and comparing them with
each other. The authors introduce an analytical model [32] and
proposed two novel methods to solve the conversion problem
from RGB to RYYCy color space (Figure 2). Additionally,
two methods from the literature [31] and [29] were modified
and adapted to also solve the presented problem. An experi-
mental analysis of the presented solutions was carried out. The
accuracy of the conversions was compared, and the influence
of noise on the obtained results was investigated. Additionally,
the algorithms were implemented on GPU in a form allowing
easy incorporation of the methods into existing simulation
systems and an analysis of their execution times was presented.

II. EXISTENCE OF COLOR CONVERSION SOLUTION

FOR DIFFERENT SETS OF FILTERS

The response of the imager with mosaic filter can be
accurately modeled by a linear system, defined using spectral
sensitivity function of each filter [33]. If the spectral distrib-
ution of light incident on the imager is given by f (λ), where
λ represents wavelength, the responses of the three cones can
be modeled as vector components, given by:

ci =
� λmax

λmin

si (λ) f (λ) dλ i = 1, 2, . . . l (1)

where:
• si denotes the sensitivity of the i -th color filter.
• l denotes number of filters.
• λmax and λmin denote the interval of wavelengths outside

of which all these sensitivities are zero.

Mathematically, the equation 1 describes the inner prod-
uct, defined in Hilbert space, of square integrable functions
L2[λmin ,λmax ]. Thus, the filter response corresponds to a pro-
jection of the spectrum onto space spanned by the sensitivity
functions {si (λ)}l

i=1. In the study RGB and RYYCy color
arrays utilized three separate filters. Thus, l = 3 (Figure 3).

Nevertheless, the nature of light is quantified. Consequently,
the equation (1) may be replaced by its sampled counter-
parts [33]. If n uniformly spaced samples are used over the
visible range and [λmin ,λmax ] and n � 3 the equation is as

Fig. 3. Example of a mosaic filters.

follows

ci =
n�

k=1

si (λi ) f (λi )�λ = sT
i f i = 1, 2, 3 (2)

where:
• �λ is the wavelength sampling interval.
• {λ}n

i=1 −1 are uniformly spaced wavelengths covering the
visible region of spectrum and λi = λ0 + i�λ.

• f = [ f (λ0), f (λ1), . . . , f (λn−1)]T is n × 1 vector of
samples of f (λ).

• si = �λ[si (λ0), si (λ1), . . . , si (λn−1)] is n × 1 vector of
samples of si (λ) scaled by the interval �λ.

For simplicity of notation, the equation (2) can be rewritten
as:

c = ST f (3)

where:
• c = [c1, c2, c3]T .
• S = [s1, s2, s3] is the n × 3 matrix with filters sensitivity

vectors as its columns.

A. Proposition
For the same spectral distribution of light incident on the

imager and two different sets of filters, one can get:
c1 = ST

1 f (4)

c2 = ST
2 f (5)

To find a function such as c1 = ST
1 S+

2 c2, converting color
from one filter space to another, one has to find matrix
S+

2 , for which S=
2 ST

2 . Such a matrix S+
2 exists only when

its transposition, ST
2 , has linearly independent columns [34].

Unfortunately, this condition is not met, since matrix ST
2 is

3 × n where n � 3, and hence matrix S+
2 does not exist.

Instead, for a given spectral distribution f j , one can solve the
following equation:

P j c2 = f j (6)

then the color conversion equation is defined as follows:
c1 = ST

1 P j c2 (7)

Thus, for each spectral distribution there is an equation that
is able to convert c1 to c2. For different spectral distribution
equation (6) in the following form can be transformed into:�

P j + �P
�
(c2 + �c) = f j + �f (8)
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Fig. 4. The amount of red, green and blue colors as a functions of light
wavelengths in the RGB color filter.

from equation (3), one can get:
c + �c = ST (f + �f) (9)

thus:
�c = ST �f (10)

after substitution (10) to (8) and simplifications one can get:
�Pc2 =

�
I − �P j + �P

�
ST

2

�
�f (11)

It is worth noticing that for small �f in Frobenius norm sense,
�P can be also small. Consequently, for small deviations of
spectral distribution f changes in matrix P should be small as
well. Hence, there is a possibility that exists a model in the
form of:

c1 = j (f)c2 (12)

which can be presented in a more general form:
c1 = g(c2) (13)

where g : R
3 → R

3 is a continuous function. However,
two spectral distributions can produce the same vector c.
Consequently, the general solution for this particular problem
does not exist, due to the ambiguity of the transformation.

III. RESEARCH

A. Analytical Model - RGB2RYYCyAna
The inputs to the algorithm are [32]:

• sRGB image or sRGB stream from virtual simulation.
• Camera spectral sensitivity charts, each describing the

relative amount of light detected by a given color filter
as a function of light wavelengths (Figure 4).

As mentioned above, the algorithm solves the problem of
converting sRGB color space into some custom color space,
i.e. RCCC or RYYCy. To achieve this goal, the sRGB color
space is converted into CIE 1931 xyY color space [35]
(Figure 5). Then, the CIE xy chromacity diagram and the
dominant wavelength definition are used in order to estimate
the light wavelength of the given sRGB color (Figure 6).
After the wavelength recovery, the camera spectral sensitivity
functions are used to get the amount of primary colors of the
output color filter. Finally, in order to be able to display the

Fig. 5. Chromacity diagram with the sRGB gamut triangle. Own
elaboration based on [36], [37].

output image in the simulation environment, the RGB channels
used in simulation are adjusted to the amount of primary colors
of the output color filter.

The algorithm consists of multiple steps, leading to the con-
verted image, and incorporate ideas that improve the quality
of the conversion.

1) Convert sRGB Color Space Into CIE 1931 xyY Color
Space: In this step, first an sRGB triple into CIE 1931 XYZ
color space is converted. For this purpose, a well-known
matrix multiplication of the linear sRGB values is used. The
numerical values below match those in the official sRGB
specification [36]:⎡

⎣X
Y
Z

⎤
⎦ =

⎡
⎣0.4124 0.3576 0.1805

0.2126 0.7152 0.0722
0.0193 0.1192 0.9505

⎤
⎦
⎡
⎣Rsrgb

Gsrgb

Bsrgb

⎤
⎦ (14)

Linear sRGB values can be obtained as follows:⎧⎪⎪⎨
⎪⎪⎩

Clinear = Csrgb

12.92
for Csrgb ≤ 0.04045

Clinear =
�

Csrgb + α

1 + α

�2.4

for Csrgb > 0.04045
(15)

where α = 0.055 and C is either R, G or B and it has
value between 0 and 1. Next, the CIE 1931 XYZ color space
is converted into CIE 1931 xyY color space, where upper
case Y is the parameter representing luminance, which is
constant during conversion, and subsequently lower case x and
y represent chromacity coordinates easily calculated from X ,
Y and Z :

x = X

X + Y + Z
(16)

y = Y

X + Y + Z
(17)

2) Recover the Wavelength Value of the Input Color: In the
wavelength recovery process, a key role is played by the CIE
1931 xy chromacity diagram shown in Figure 5.
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Fig. 6. Dominant wavelength and complementary wavelength visuali-
sation.

Several important remarks have to be mentioned about this
diagram:

• All colors from the sRGB color space lie inside the black
dashed triangle.

• The locus of the points that define horseshoe-shaped
region are the chromacity coordinates for pure spectral
colors and each spectral color corresponds to a single
wavelength of the visible light.

• Coordinates of the points on the horseshoe-shaped region
and wavelengths corresponding to that points are tabu-
lated with 1 nm wavelength interval.

• Colors that lie on the line of purples are non-spectral so
no corresponding wavelength exist for these colors.

• Colors that lie inside the horseshoe-shaped region are the
mixture of the pure spectral colors.

The consequence of the above mentioned facts is that colors
from sRGB space do not have dominant wavelengths corre-
sponding to them. However, some of the colors from sRGB can
be assigned to a proper dominant wavelength value. In order to
get a dominant wavelength value, the following steps should
be taken (Figure 6):

• Create a line between the point corresponding to a given
color and the D65 white point.

• Find the intersection point of the created line with the
horseshoe-shaped region.

• Take the xy coordinates of the found point being the
coordinates of the pure spectral color corresponding to
the given color.

• Read the wavelength value for the pure spectral color
based on its xy coordinates, which equals to the dominant
wavelength value.

Unfortunately, not for all colors (sRGB triples) the dominant
wavelength is explicitly estimated. In fact, there are three
different cases of the wavelength recovery process discussed
below:

• If the color is in grayscale range, with a given threshold
and tolerance, namely, if all elements of the given sRGB

triple are greater than 130 and the difference between all
the sRGB triple values and its median is less than 50,
the dominant wavelength is not calculated, assuming that
all RGB channels take values between 0 and 255. The
closer the colour is to the D65 point, the influence of the
dominant wavelength is less.. In this case wavelengths of
other lengths also have a large influence on the resulting
colour shade. In other words, for grey tones it is difficult
to find the dominant wavelenght.

• If the color is not in grayscale range then:
– If xy coordinates of the color lie inside the trian-

gle limited by the two green dashed lines and the
magenta line, then the dominant wavelength for that
color does not exist and the color is assumed to have
two different wavelength values:λred = 612 nm (the
dominant wavelength for sRGB red color) and λblue

= 449 nm (the dominant wavelength for sRGB blue
color). These are the two closest colours which have
the dominant length.

– Otherwise the dominant wavelength for that color is
calculated as described above.

3) Calculate Primary Colors Values of the Output Color Filter:
In this step, the camera spectral sensitivity functions is used
for the purpose of primary colors values extraction. In case of
the RYYCy color filter three different functions exist, one for
each primary color (red, yellow and cyan). In this case, there
are also three different cases of how to calculate primary colors
values.

When the input color (sRGB triple) is classified as
grayscale, then spectral sensitivity functions cannot be used,
since no wavelength can be assigned to that color and each
channel of the output color filter has the following value:

C = Y (18)

where C is the value of the given primary color of the output
color filter and Y is the luminancy corresponding to the input
color.

If the dominant wavelength for the input color exists, then
then the value of each primary color can be calculated as
follows:

C = css(λ)Y (19)

where css(·) is spectral sensitivity function corresponding to
that color and λ is dominant wavelength value calculated for
the input color.

If the input color does not have its dominant wavelength,
then each primary color value is calculated as a weighted
sum of the two spectral sensitivity functions values calculated
from sRGB red wavelength value (λred ) and from sRGB blue
wavelength value (λblue).

C = (css(λred )wred + css(λblue)wblue) Y (20)

where weights wred and wblue are calculated from the sigmoid
functions. This allows to mix colours and achieve the desired
shade of colour using the two closest colours that have the
dominant wavelength.
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Fig. 7. Analytical model flowchart.

4) Increasing the Luminance of Each Primary Color: In this
step the luminance of the primary colors that were calculated
for the non-grayscale input colors is increased with the gain
parameter. The values of gain parameters are chosen separately
for each primary color in the process of optimization that is
minimizing the error between the image in virtual simulation
and the image from real camera in which the custom color
filter is used. Therefore, the gain values highly depend on the
type of camera that is simulated. Figure 7 present flowchart
of the algorithm.

B. Data Sets
The data set consists of about 80 pictures of two color charts

under different lighting conditions. Each color chart consists
of 100 different colors, 10 for each row. To change lighting
conditions RGBW diod lamp was used as the only light source.
The number of images taken was the result of trying to get
the best possible coverage for the RGB data. Both RGB and
RYYCy cameras were placed next to each other, as close as
possible, that the light reflected from the colour chart falls

Fig. 8. Experimental setup.

at the closest possible angle to the both cameras, in order
to minimise differences in the perception of light. The light
source has been positioned at such a distance that uniform
illumination is achieved on the colour chart. The distance from
cameras to the testchart was approximately 1.5m, to ensure
that the board is fully visible to both cameras and cameras do
not occlude the light source.

Figure 8 presents an experimental setup. From each color
in the chart a 5 by 5 pixel square was taken. Thus, each color
is represented by 25 samples. This allows for the estimation of
the noise present in the data, assuming that the surroundings
of a pixel on a flat colour should be homogeneous. In order
to avoid any non-linearities related to the image processing,
the data read directly from the 12-bit imager were used. Data
were normalised to values from zero to one, no other data
processing steps were performed. Gathered data are visualised
in Figures 11, 12 and 13.

C. Neural Network Black-Box Approach -
RGB2RYYCyNN

Based on the deliberations presented in II, it is assumed that
a function which can transform one color space can exist in
the form of:

c1 = g(c2) (21)

Large gathered data set and the assumption of function conti-
nuity, make it possible to use neural networks to solve this
problem. The effectiveness of the use of neural networks
in the approximation of functions has been comprehensive
justified over the last three decades [38]. Works on universal
approximations theorem [39], [40] indicate that a continuous
function defined on bounded domain can be approximated by
a large two-layer neural network. Recently, there has been
interest in understanding the approximation capabilities of
deep networks [41]. The theoretical benefits of using deeper
neural network for specific functions approximation were
demonstrated in [42]. The development of the neural network
was based on Residual neural network (ResNet). The core
idea of ResNet is “identity shortcut connection” that skips
one or more layers. Skipping over layers is motivated by
the possibility of avoiding the problem related to vanishing
gradients. The author’s [43] argue that the use of more layers
should not degrade network performance because the use of
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Fig. 9. Neural network architecture.

identity mapping upon the current network, and the resulting
architecture would perform the similarly.

The proposed neural network architecture is a dense
feed-forward neural network f (x, θ) (Figure 9). The size and
dimensions of the network were selected empirically on the
basis of studies carried out. The best results were obtained with
9-layer networks. A larger number of layers caused a signifi-
cant overfitting of the network. A smaller number of layers did
not allow to obtain good results using additional lottery ticket
approach. The first 8 layers are regular densely-connected
neural network layers. Additionally, each layer is performing
batch normalization. The activation function is leaky rectified
linear unit (Leaky ReLu):

f (x) =
�

x if x > 0,

0.25x otherwise.
(22)

In practice, networks with ReLu functions tend to show better
convergence performance than sigmoid functions and resolves
issues with vanishing gradient [44]. The last layer differs in
the activation function, which is sigmoid function. The loss
function was defined as L1-norm.

To overcome overfitting problem two approaches were
used. In the first one, together with samples from data set,
an artificially created image was processed by the network.
The input image is shown in Figure 10a. The example of
image processed by neural network is shown in Figure 10a.
For each batch the gradient of output image was computed.
The image gradient was defined as a vector of its partials [45]:

∇ f =
�

gx

gy

�
=
�

∂ f
∂x
∂ f
∂y

�
(23)

where ∂ f
∂x is the derivative with respect to x and ∂ f

∂y is the
derivative with respect to y. These were calculated using
1-dimensional convolution operation ∗:

∂ f

∂x
= �−1 0 1

� ∗ A (24)

∂ f

∂y
=
⎡
⎣−1

0
1

⎤
⎦ ∗ A (25)

Subsequently, for each channel the sum of gradient magnitude
were calculated:

gi =
H�

k=1

W�
j=0

�
gx(k, j)2 + gy(k, j)2 for i = 1, 2, 3 (26)

Fig. 10. Images used for regularization.

where H and W are image height and width respec-
tively. On this basis, a following component was added to
the cost function in order to achieve smoothness of color
transformation:

f = K min{0,

�
3�

i=1

gi

�
− th} (27)

where th was estimated from the sum of gradient of input
image and K was arbitrary parameter adjusted during training.

Also, the lottery ticket pruning procedure was used to
prevent overfitting and reach higher test accuracy. The results
presented in [46] show that for fully connected feed-forward
networks winning lottery ticket can achieve better results
on test dataset. Densely connected neural networks contain
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approximately 118000 trainable parameters at the start of
learning. During the lottery ticket identification only weights
from biases and dense layer kernels were pruned. Weights
associated with batch normalization layers were not pruned.
Thus, approximately around 116500 parameters were taken
into account in the lottery ticket procedure. Identification
of the winning ticket was made by training the network
and pruning its smallest-magnitude weights. The incorporated
pruning scheme was as follows:

1) Create an empty mask m0 and randomly initialize a
neural network f (x, θ0).

2) Train the network for k iterations, yielding parameters
θ j .

3) Prune p% of smallest-magnitude the parameters in
mi−1 � θ0, creating a mask mi .

4) Reset the remaining parameters to their values in θ0.
5) Repeat points 2-4 i -times, creating the final mask m and

the winning ticket f (x, m � θ0).
6) Continue standard approach training of the winning

ticket neural network f (x, m � θ0).

The final network was trimmed 12 times, each time 15%
of remaining weights were pruned. This process leads to
only 14% of initial dense layer kernels and biases weights
have magnitude different from zero. More aggressive pruning
during a single iteration resulted in worse results. A less
aggressive approach did not eliminate the problem of over-
fitting. Increasing the number of iterations caused the network
to become too small, resulting in a underfitting problem.

D. Polynomial Model - RGB2RYYCyPoly
According to equation (7) for a given spectral distribution

conversion from c1 to c2 is linear. Thus, each channel is
represented as linear combination of color triplets, which can
be presented as follows:

yi =
3�

j=1

αi j x j for i = 1, 2, 3 (28)

However, for different spectral distributions and therefore also
for different x the coefficients a is distinct. Nevertheless,
in line with the considerations presented in section II the
conversion function should be continuous. Consequently, the
following modification of equation (28) was proposed:

yi = min
�

1, yi0 +
3�

j=1

γi j x
βi j
j

�
for i = 1, 2, 3 (29)

Furthermore, account has been taken of the saturation that
occurs in the actual data. The purpose of these modifications
is to improve model matching to gathered data during opti-
mization.

From the relationship between RYYCy and RGB filters, one
can conclude that yellow channel (Y) should depend mostly
on red and green channel from RGB filters. Similarly, cyan
in the real world can arise from a mixture of blue and green.
Additionally, the conversion of red channel includes a possible
influence of green filter. This leads to the modification of

Fig. 11. Red surface.

equation (29) for color triplets:
y1(x1, x2) = min

�
1, y10 + γ11xβ11

1 + γ12xβ12
2

�
(30)

y2(x1, x2) = min
�
1, y20 + γ21xβ21

1 + γ22xβ22
2

�
(31)

y3(x2, x3) = min
�
1, y20 + γ32xβ32

2 + γ33xβ33
3

�
(32)

Reducing the size of the problem should allow for better
generalization of the model. It also helps to mitigate the
problem of overfitting to data noise. Furthermore, the idea
of separating variables for individual channels allows for data
visualization.

Figure 11 represents the dependence of the R-channel data
in the RYYCy color filter array depending on the R-channel
and G-channel data in the RGB filter. Moreover, the figure
also shows the plane of the best fit for function 30. All plane
functions (30-32) were determined by numerical optimization.
The loss function was defined separately for each conversion
as follows:

lossi =
N�

n=1

|yi − dn,i | for i = 1, 2, 3 (33)

where:
• N is number of data samples.
• dn,i are RYYCy data for each channel.
• yi is one of the functions (30-32).

Analysing the graph, the polynomial model allows for good
approximation for the red channel. This is mainly related to the
fact that one red filter is transformed into another red filter with
different sensitivity. Nevertheless, the graph shows a slight
influence of the green channel.

In the case of yellow channels, it is a mixture of red and
green channels what is presented in Figure 12. Similarly, for
cyan channel, which is dependent on data from blue and green
filters. The flattening visible in both graphs 12 and 13 is due
to the fact that the RYYCy filter transmits more light than
the RGB filter. This causes that for certain conditions, the
images from the RYYCy camera are overexposed. For the
collected data, there is no noticeable transformation ambiguity
effect resulting from the theoretical considerations presented
in section II. In particular, there is no visible effect of two
significantly different RYYCy colors corresponding to one
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Fig. 12. Yellow surface.

Fig. 13. Cyan surface.

RGB color. Thus, the approximation of color conversion using
polynomial functions is justified.

E. RGB2RYBbyGC
Gosset and Chen [29] claimed that definition of a rigorous

mathematical conversion from RGB to RYB would be difficult.
Instead, they stated that a reasonable approximation my be
obtained by defining a cube with each axis representing either
Red, Green or Blue. By defining appropriate RYB values
for each of the eight colors represented by the corners of
the cube the trilinear interpolation can be used to obtain
suitable RYB values for any colors defined in RGB. In our
case, the conversion is from RGB to RYYCy. Thus, one need
to define the RYYCy values for the corners of the cube.
To achieve this, numerical optimization was used. The RYYCy
values for the corners of the cube were optimized such that
the trilinear interpolation minimizes the error defined by the
objective function 33. Additionally, the values from trilinear
approximation are saturated to be in range from 0 to 1.
Obtained interpolation cube is shown in Figure 14.

F. RGB2RYBbyST
Model presented in [31] transforms RGB addtive color

model to the RYB subtractive color model. The model was
modified to transform to a color space that is additive.
Thus, the RYB space resembles RYYCy. The resulting model

Fig. 14. RGB interpolation cube. For each corner of the RGB cube,
RYYCy coordinates are established using numerical optimization. The
trilinear interpolation results in suitable RYYCy values for any RGB color
defined inside the cube.

equations are as follows:
y �

1 = x1 − min
�
x1, x2

�
(34)

y �
2 = x2 + min

�
x1, x2

�
2

(35)

y �
3 = x2 + x3 − min

�
x1, x2

�
2

(36)

(37)

Equation normalization:
yi = y �

i

n
f or i = 1, 2, 3 (38)

Here, n is calculated as follows:
n = max

�
x1, x2, x3

�
max
�

y �
1, y �

2, y �
3

� (39)

where:
• xi are respectively R, G, B
• yi are respectively R, Y, B

G. Limitations
All methods presented are pixel based. They do not use

contextual information that may be present in the image.
It can lead i.e. to odd edge discolouration appearing on
the image. Furthermore, RGB2RYYCyAna and modified
RGB2RYBbyST are not data-driven, which means that effects
that are not modelled by these colour transformation algo-
rithms are likely to cause larger errors.

IV. DISCUSSION

The discussion focuses on comparing presented models..
The considerations take into account key quality indicators
and execution times of the algorithms.

A. KPIs
The following two functions were used to calculate the

quality indicators:

J1 =
N�

n=1

3�
i=1

|yn,i − dn,i | (40)

J2 =
√

3

3

N�
n=1

 !!" 3�
i=1

�
yn,i − dn,i

�
(41)
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TABLE I
NORMALIZED L2-NORM

where:
• N is number of test data samples.
• dn,i are RYYCy data for each channel.
• yn,i are RYYCy data obtained from models.

The first metric is a mean absolute difference for all channels.
The second one is using L2-norm to calculate distance and is
also normalized to give output from range 0 to 1.

B. Results
Results for KPI J2 are presented in Table I. The best results

were obtained for the Neural Network model. The error rate
was approximately 2.3%. In the case of RGB2RYYCyPoly
and modified RGB2RYBbyGC the obtained results were two
times worse. Nevertheless, the visual differences between cap-
tured RGB images converted to RYYCy using these methods
were hardly noticeable. Comparing the presented performance
indicators for the polynomial model and the neural network
one can see that in both cases the error had a very simi-
lar distribution with a heavy tail. The significant difference
between the median and the mean value and the relatively
large 95th percentile value that leads to heavy tail distributions
was most likely the result of presence of a significant amount
of noise in the data. The worst results were obtained for
the RGB2RYYCyAna and modified RGB2RYBbyST. There
were large discrepancies between theoretical assumptions and
the actual analytical model performance. The use of quantum
efficiency data describing filters characteristics and assumption
made about dominant length estimation did not allow for good
results to be obtained. The rigidly defined equations in the
case of the modified RGB2RYBbyST model do not correctly
represent the transformation either.

Table II present results for J1 KPI. As in the previous
case, the best results were obtained for the neural network.
The existence of large errors in the RGB2RYYCyAna and
Modified RGB2RYBbyST makes it inapplicable for practical
use. In the case of a RGB2RYYCyPoly, RGB2RYYCyNN
the best results were obtained for the red channel. They
were about 15% better in both cases compared to the best
of the other channels. This was mainly due to the presence
of the red filter in both color filter arrays. However, the
errors were not so significantly different from the other filters.
This leads to the conclusion that either the shape of the
red filters was noticeably different or there was significant
noise in the data. The RGB2RYYCyPoly gives better results
for red and blue filters than the modified RGB2RYBbyGC
model. For the yellow filter, RGB2RYBbyGC peforms slightly
better than RGB2RYYCyPoly. However, it should be noted
that model RGB2RYYCyPoly uses only 15 parameters while
model RGB2RYBbyGC uses 24.

TABLE II
ABSOLUTE DIFFERENCE

TABLE III
NOISE

Noise sources in the raw data from imager are mainly
due to the existence of dark current. In order to estimate
the level of noise in the images, the collected data presented
in section III-B was used. Each colour is represented by
25 samples. The reference value from which the noise was
calculated was the average of these samples. In order to be
comparable with the quality indicators presented above, the
noise estimation was performed using the previously used
function J1 (40). Table III shows noise estimate for the data
used for models optimization. An estimate of noise in the data
that was processed by the models is also presented. The noise
levels for both RGB and RYYCy are about twice as low as
the errors obtained for the best model. However, it should be
noted that the noise in these data affected the error of the
methods simultaneously from two sides. Together with input
data the noise propagated to the output of the models where it
was compared to data that also had noise. As it can be seen, all
the models presented did not amplify the amount of noise in
the output data. By comparing the indicators presented, it can
be concluded that noise retained its distribution after passing
through the models.
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TABLE IV
ALGORITHMS RUNNING TIME

Based on the observations, one can try to estimate that the
maximum effect of noise on the error as the sum of the noise
present in the RGB and RYYCy data. Thus, the contribution
of noise to the error of the methods can be estimated up to a
maximum of 2%. Consequently, the data obtained by the use
of a neural network allows for a very accurate representation
of the transformation because their error is only slightly bigger
than noise power. The other source of error may be due to the
existence of multiple solutions for a single colour as shown
in section II. This is evidenced primarily by the large values
for the 95th percentile for the neural network and polynomial
model presented in Tables II and I.

Since the data set was chosen to represent the whole space,
it can be concluded that the compared methods do not amplify
noise in the data. On the basis of the experimental data one can
find that the partial derivatives of the presented colour space
transform functions are limited. In practical applications, the
data to be transformed will come from a virtual simulation and
will contain no noise. Consequently, the property of not ampli-
fying noise is not so important for the colour transformation
model.

C. Algorithms Running Time
In computer memory each pixel is represented by a finite

number of bits. Thus, the colour conversion problem is dis-
crete and finite which allows to present above algorithms in
the form of lookup table. Assuming 24-bit color depth an
implementation in CUDA leverages of lookup tables technique
was prepared. For each algorithm lookup tables of the pre-
cisely same size were generated. During the test fifty images
with resolution 3840 × 2160 were processed by algorithm
implemented in CUDA on Nvidia RTX2080Ti. Algorithms
conversion time are presented in Table IV.

No differences were observed between the tables created
by the different algorithms due to the fact that the whole time
complexity of the algorithm depends on memory access, not
on calculations. Experiments show that the algorithm allows
to process images with resolution 3840×2160 with frame rate
at up to 200Hz.

V. SUMMARY

The publication presents a theoretical analysis of the color
transformation from one color space to another. The analysis
showed that in general case the task did not have a solution, but
there may be methods to obtain a satisfactory approximation
of the color transformation.

RGB2RYBAna and modified RGB2RYBbyST approaches
obtained the worst quality indicators of all. Additionally for

RGB2RYBAna model additional knowledge of camera spec-
tral sensitivity for specific filters is required to apply these
method. It is not possible to obtain results comparable to the
other models without additional optimization of the model
hyperparameters in order to account for external influences
such as lens effects and color filter imperfections.

In the case of the RGB2RYYCyPoly, RGB2RYYCyNN
and modified RGB2RYBbyGC better results were obtained.
Polynomial and model RGB2RYBbyGC allowed for a signif-
icant reduction of parameters compared to the neural network
and guaranteed smoothness of the solution, which was a
big problem in the black box approach. In addition, for
model RGB2RYYCyPoly the relationship between RGB and
RYYCy filters was taken into account, which reduced the
number of parameters. Model RGB2RYYCyPoly uses 42%
less parameters than model RGB2RYBbyGC.

The actual implementation of the transformation is done
form a finite discrete space to another finite discrete space.
Thus, the look-up table approach can be used to accelerate
computation speed for all presented methods.
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