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A Hybrid Camera System for
High-Resolutionization of Target Objects in

Omnidirectional Images
Chinthaka Premachandra , Senior Member, IEEE, and Masaya Tamaki

Abstract—Recent improvements in cameras and image
processing techniques have advanced research on object
detection and classification. The cameras capable of captur-
ing omnidirectional images are advantageous for detecting
surrounding objects, we focus on their usage method. Omni-
directional camera images generally have lower resolution
than available cameras, leading to difficulty in identifying
objects farther from the camera. To address this problem,
we propose a hybrid camera system that first detects indis-
tinct target regions during omnidirectional viewing, then uses
a pan–tilt camera to capture a high-resolution image of the
target. We also propose an algorithm for reducing the number
of required complementary shots to realize efficient shooting.

Index Terms— Omnidirectional camera, hybrid camera system, high-resolution image capturing, PT camera control,
indistinct image region.

I. INTRODUCTION

RECENT improvements in image processing techniques
have advanced research on object detection and classifi-

cation, and we have been engaged in extensive research in that
field [1]–[10]. In these studies, a camera photographs an object
and image processing is performed to obtain information about
that object. Cameras are also used to ensure safety, such
as facility surveillance cameras for monitoring vehicles and
people. It is possible to process images captured by surveil-
lance cameras to identify danger and then take appropriate
measures.

Detection often uses image enhancement technologies to
obtain desired information from surveillance camera images,
and related research is being actively conducted in this field
[11], [12]. These studies assume that the desired information is
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contained within the field of view of the installed camera. It is
therefore necessary to install multiple cameras when the field
of view or resolution are likely to be insufficient. Research
done by Haifeng et al. [13] has attempted to mitigate this
problem by proposing a cooperative observation algorithm
using pan–tilt–zoom (PTZ) cameras supported by wide-angle
cameras; PTZ cameras can capture high-resolution images
while wide-angle cameras ensure a wide field of view.

For surveillance cameras, due to the importance of
collecting information with a wide field of view, there has
been increased interest in the use of 360-degree cameras to
monitor surroundings. A 360-degree camera uses a fisheye lens
to collect light across a wider range. Generally speaking, use of
a fisheye lens can expand a finite field of view to 360 degrees
(a hemisphere). Because the field of view of monocular cam-
eras is wide, they are advantageous in that installation costs are
low for surveillance systems in open places in comparison with
multiple general-purpose cameras. A camera like the one in
Fig. 1 having fisheye lenses sandwiching the camera body on
either side is called an omnidirectional camera. Theoretically,
processing two hemispherical images should make any blind
spots extremely small, allowing most of the surrounding area
to be captured.

Recent studies of omnidirectional cameras have examined
topics such as object recognition in omnidirectional images,
coding of omnidirectional images, and combining omnidi-
rectional images [14]–[27], [30]–[35]. In one example of
research on object recognition using omnidirectional cameras,
Premachandra et al. [33] proposed a moving object detection
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Fig. 1. An omnidirectional camera.

system for road intersections and demonstrated the advantages
of using omnidirectional cameras for traffic surveillance. How-
ever, they also reported that distant objects are captured at low
resolution, making recognition difficult, and that there is thus
need for mechanisms preventing erroneous detection.

Increasing camera resolution is one method for utilizing the
wide 360-degree field of view of an omnidirectional camera.
Budagavi et al. pointed out that utilization of the wide field
of view in 360-degree images would require increasing video
resolutions to at least 4K (3840 × 2160 pixels), consequently
increasing bitrate requirements and creating a need for efficient
compression technologies [16].

Images captured by omnidirectional cameras are highly
affected by lens distortion, so processing of the raw images and
videos is difficult. Therefore, 360-degree 3D images are gener-
ally converted and projected onto 2D images to facilitate image
processing. Li et al. [14] proposed addition of a new motion
model to the High Efficiency Video Coding (HEVC) models
for handling shape distortions in cubic projections, which are
often used to develop 360-degree images from omnidirectional
cameras, thereby realizing efficient projections.

We noted the need to increase video resolutions to at least
4K in order to mitigate the problem of resolution degradation
due to wide fields of view when using omnidirectional cameras
for monitoring. However, continuous processing under the
high computational loads incurred by tasks such as mov-
ing object detection and tracking, not to mention convert-
ing 360-degree video at 4K or higher resolutions into 2D
images, is infeasible in terms of real-time performance and
implementation costs. We therefore considered that a system
using images from a conventional omnidirectional camera
while using a separate camera for capturing high-resolution
images of far-off objects would prevent misidentifications in
object detection in monitoring systems using omnidirectional
cameras. Some studies in the literature have also proposed
camera platforms by combining single omnidirectional camera
and single 2D camera, and have studied necessary calibration
techniques as well [19], [20].

In this study, we constructed a hybrid camera platform
comprising two pan–tilt (PT) cameras in combination with
a monocular omnidirectional camera. While we have already
published some of the basic ideas behind the proposed plat-
form [21], here we describe its implementation, usefulness,
and effectiveness. The developed camera platform identifies
regions where recognition is difficult due to low resolution
in the omnidirectional image, then points the PT cameras
toward regions of interest to capture high-resolution images.

Fig. 2. The fabricated camera platform.

The 2D expansion needed for spherical image processing
is normally not performed; rather, the PT cameras capture
high-resolution images, allowing highly accurate object iden-
tification while keeping computational loads low.

In this paper, we propose a system that allows dynamic
processing from recognition in low-resolution regions to
capture of high-resolution images. Through multiple imag-
ing experiments, we also confirm that the proposed method
effectively acquires high-resolution images of target objects.

This paper comprises several sections to describe this
research project in detail. Section 2 describes details of the
hardware configuration in our proposed hybrid camera system,
and Section 3 describes object recognition in omnidirec-
tional images. Section 4 describes the method by which we
capture complementary images with the PT cameras, and
Section 5 describes experiments for confirming the effec-
tiveness and utility of the proposed hybrid camera system.
Section 6 concludes this paper.

II. HYBRID CAMERA PLATFORM

Figure 2 shows the fabricated camera platform, which com-
prises a monocular omnidirectional camera and two PT cam-
eras. The PT cameras are used to allow capture of 180-degree
ranges on either side of the omnidirectional camera. All
cameras are installed along the same line, with spacers used to
position them at the same height. Cameras are situated 20 cm
above the platform base, and the PT cameras are each 10 cm
to the right and left of the central omnidirectional camera.

We used a Ricoh THETA S (hereinafter, THETA) as the
omnidirectional camera, and the PT cameras were Raspberry
Pi Camera Modules v2.1 mounted on a Pan-Tilt HAT by
Pimoroni Ltd., connected to and controlled by a Raspberry
Pi 3 Model B (hereinafter, Raspberry Pi).

The fabricated camera platform is connected to a personal
computer for overall control. Figure 3 shows connections
between each camera and the computer. We used Python
2.7.13 and OpenCV 2.4.9.1 as the operational environment
for control software.

A. System Operation
Figure 4 shows the operational flow for the proposed camera

platform. First, we process an omnidirectional image captured
by THETA to extract target regions. Barycentric coordinates
of the target region are then converted into angle information
and transmitted to the corresponding Raspberry Pi. Here,
the angle information is the pan and tilt angles necessary
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Fig. 3. Connections between each camera and the computer.

Fig. 4. Acquisition process for complementary images.

Fig. 5. Colored rectangles.

for PT camera operations to capture the target region with
the corresponding PT camera within the target region as
viewed from THETA. After receiving this angle information,
the corresponding Raspberry Pi determines whether to capture
a complementary image of the target region, controlling each
connected PT camera based on the angle information. The
following section describes these processes.

III. EXTRACTION OF OBJECTS IN OMNIDIRECTIONAL

IMAGES

A. Setting the Target Region
When the proposed camera platform is actually used,

the detection target will differ according to the application.
To facilitate experiments, therefore, we applied it to detection
of colored rectangles as the target region for extraction.
As detection targets, we used A4- and A3-sized copy paper
on which were printed pink rectangles (Fig. 5). The colored
rectangles had dimensions 18.5 × 25.5 cm on the A4 paper
and 27.2 × 25.5 cm on the A3 paper.

Fig. 6. Color samples.

Fig. 7. Combined histogram.

Detection of colored rectangles is performed by convert-
ing the RGB omnidirectional images captured by THETA
into HSV images. Expression as an HSV color space is
intuitive and easy for humans to understand and is suited
to detecting single-colored objects as in these experiments.
We used Eqs. (1)–(3) to perform RGB-to-HSV conversions
[28], [29], [36].

H =

⎧⎨⎨⎨⎨⎨⎨⎨⎨
⎨⎨⎨⎨⎨⎨⎨⎩

60 × G − B

max − min
, (max = R)

60 × B − R

max − min
+ 120, (max = G)

60 × R − G

max − min
+ 240, (max = B)

0 (R = G = B)

(1)

S = max − min

max
(2)

V = max (3)

We next prepared five images of colored rectangles captured
by THETA, then extracted regions showing colored rectangles
as color samples (Fig. 6).

We then used Eqs. (1)–(3) to convert these color sam-
ples to HSV. Next, we converted the output images into
histograms for each color component, normalized them, and
combined all histograms. Figure 7(a) shows the hue com-
ponent of the combined histogram, and Fig. 7(b) shows the
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Fig. 8. Process for colored rectangle detection.

saturation component. Note that the brightness component
depends on the illumination environment and thus was not
used as a target component.

B. Colored Rectangle Detection
The process for detecting colored rectangles is not the focus

of this research and thus is only briefly described below.
First, we binarize and display colored rectangle regions

from the omnidirectional image making a threshold setting
[37]. We then use morphological operations to remove noise
components from the binarized image. Next, colored rectangle
regions in the denoised image are displayed as outlines.
Finally, we apply the image moment function for a binarized
image given by Eq. (4) to the contour image, and calculate
the center of gravity

�
Cx , Cy

�
and the area A by Eqs. (5)–(6).

Figures 8(a)–(d) summarize the processing steps for detecting
colored rectangles.

Mmn =
�
x,y

�
xm · yn� (4)

�
Cx , Cy

� =
	

M10

M00
,

M01

M00



(5)

A = M00 (6)

IV. PT CAMERA CAPTURE OF COMPLEMENTARY IMAGES

To capture complementary images, we obtained pan and
tilt angles for orienting the PT camera toward the target
region, with barycentric coordinates of the target object in the
omnidirectional image converted into angular coordinates.

THETA in this camera platform uses an equidistant projec-
tion method [20], [29]. As shown in Fig. 9, in images captured
by equidistant projection, ratios of angles of incidence on the
lens and distances to points plotted on the screen (image) are
the same.

Letting d be the distance from the screen center to the lens
and letting θ be the angle of incidence, the position x on the
screen can be calculated as

x = d · θ. (7)

From Eq. (7), because the position of the point on the screen
and its associated angle are in a correspondence relation,

Fig. 9. Correspondence between positions and angles on the screen.

we can convert between. Thus, letting (x0, y0) be the origin
in the 360-degree image, the angle conversion formulas for
coordinate (p, q) from that origin are�

p = x − x0

q = y − y0
(8)

⎧⎨⎨
⎨⎩

θ = q · π

2R

φ = p · π

2R
,

(9)

where θ is the pan angle, φ is the tilt angle, and R is the
radius of the 360-degree image.

A. Imaging Priority When Multiple Target Objects Are
Detected

The proposed camera platform can take only one photo on
each side at a time, so when multiple target objects simultane-
ously appear, it is necessary to prioritize their imaging order.
This prioritization utilizes a characteristic of the 360-degree
image, namely, that distortion of the imaged object increases
with distance from the center. Therefore, the distance d from
the image center is calculated for each target region as

d =
�

θ2 + φ2, (10)

and the imaging priority is arranged in order of increasing
distance.

B. Same Region Imaging
In a dynamically operating system, same or nearby regions

may be multiply detected as target regions after detecting
target regions and before capturing a complementary image.
Because it is unnecessary to continuously capture the same
areas, in such cases the determination is made based on
conditions for preventing redundant imaging of the same area.
Specifically, a judgement is made by individually comparing
data immediately after acquisition with previous image data.
Here, we set m to the number of objects extracted from one
image in data immediately after acquisition, and set n to the
maximum number of objects fitting in an arbitrary time range
for image data not extending too far into the past.

Figure 10 shows a flowchart for performing this judgment,
which occurs in two stages: comparison according to the dis-
tance between coordinates and then comparison of differences
in imaging times. We use Dth as the threshold for distance
comparisons between coordinates and Tth as the threshold
for comparisons of differences in shooting times. Individual
between-coordinate distances di and time differences Tdi are
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Fig. 10. Preventing repeated same-area imaging.

calculated as

di =
���θi − θhis

j

���2 +
���φi − φhis

j

���2
(11)

Tdi = Ti − T his
j . (12)

θi and φi indicate current pan and tilt values while θhis
j

and φhis
j are same values in the previous image capturing.

On the other hand, Ti indicates current time and T his
j indicates

previous image capturing time. Four patterns can result from
following the flowchart in Fig. 10. The first is the case where
the coordinates are sufficiently separated to indicate separate
objects, so individual imaging is performed. In the second
case, the distance between the coordinates is small and the
time difference between imaging is large, suggesting that
imaging times were different, so individual imaging is per-
formed. In the third case, there are small differences between
coordinates and imaging times, suggesting continuous imaging
in the same region, so imaging is not performed and images
are not recorded as past data. Finally, in the fourth case, there
is a small between-coordinate difference and a time difference
of zero, suggesting that the coordinates were extracted from
images taken at the same time. Since the between-coordinate
distance is small and the coordinates are dense, in this case,
the dense target regions are collectively imaged by the follow-
ing method.

When target regions are imaged together, the centers of
gravity of each are integrated into one, and that integrated
center of gravity is imaged. We can calculate the integrated
center of gravity

�
θg, φg

�
as⎧⎨⎨⎨

⎨⎨⎩
θg =

�m
i=1 Ai · θi�m

i=1 Ai

φg =
�m

i=1 Ai · φi�m
i=1 Ai

,

(13)

where A is the area of each targeted region.

C. Capturing Complementary Images
After making a determination to perform complementary

imaging according to the imaging conditions, the correspond-
ing Raspberry Pi controls a servo according to the received pan
and tilt angles to orient the camera toward the target region.
During continuous imaging, however, the entire image will be
blurred if the camera orientation changes too quickly. It is

Fig. 11. Camera platform used in the experiments.

Fig. 12. Field of view of the camera platform.

therefore necessary to establish a delay time before exposure
immediately after turning the camera. We experimentally set
this delay time to 0.5s.

V. EXPERIMENTS

We performed four main experiments to confirm perfor-
mance in four different aspects of the fabricated camera
platform, each with the camera platform mounted on a tripod.
In addition to the four main experiments, we conducted differ-
ent experiments to confirm the image capturing performance of
the platform by setting the target objects in different locations
from the platform (called as overall capturing experiments).
The camera height above the floor was 115 cm. Figure 11
shows the camera platform used in these experiments, during
which we used imaging resolutions of 1280 × 720 pixels for
THETA and 640 × 480 pixels for each PT camera.

A. Experiment 1
In experiment 1, we installed a camera platform,

captured images using THETA, and confirmed regions in
the captured images in which objects could be detected.
Using the captured images, we processed blind-spot regions
due to the camera platform housing and PT cameras, and
calculated the area coverage of the camera platform from
pixel counts. Figure 12 shows the field of view of the camera
platform, and Table I shows the calculation results. In the
Fig. 12, blind-spot regions due to the camera platform housing
and PT cameras are shown in pink.

B. Experiment 2
In Experiment 2, we photographed separate complementary

images while simultaneously detecting multiple target regions.
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TABLE I
REGION COVERAGE BY THE CAMERA PLATFORM

Fig. 13. Detection of multiple target regions.

Fig. 14. Complementary images for multiple target regions.

We prepared four colored rectangles, installed them at suffi-
cient separations 2–4 m from the camera and 0.05–2 m above
the floor, and captured complementary images.

The results of this experiment showed that THETA
detected multiple target regions, and immediately after that,
the PT cameras successfully captured individual complemen-
tary images at high resolutions. Figure 13 shows the results
of detecting multiple target regions, and Figs. 14(a)–(d) show
complementary images individually captured by the PT cam-
eras. The submitted supplementary video also shows this
capturing situation.

Fig. 15. Image captured by THETA.

Fig. 16. Center-of-gravity images for multiple target regions. (a) Individ-
ual centers of gravity (b) Integrated center of gravity.

Fig. 17. Complementary captured image by integrating centers of gravity.

C. Experiment 3
In experiment 3, we simultaneously captured grouping of

target regions. We prepared three colored rectangles and
installed them 2 m from the camera and sufficiently close to
each other to form a group. The results of this experiment
demonstrated summarized complementary image capturing.
Namely, while three captures would have been required for
separate complementary images, we successfully captured a
complementary image in a single shot. Figure 15 shows an
image from THETA, Fig. 16(a) shows centers of gravity for
individual target regions, and Fig. 16(b) shows the integrated
center of gravity for the three target regions. Figure 17
shows a complementary image from a PT camera taking the
integrated center of gravity as the coordinate for the target
region.



10758 IEEE SENSORS JOURNAL, VOL. 21, NO. 9, MAY 1, 2021

Fig. 18. Example image from THETA.

Fig. 19. Complementary image from a PT camera.

D. Experiment 4
In experiment 4, we evaluated the extent to which the

proposed camera platform improves image quality. We used
the assumed application environment as the experimental
environment, with a 10m distance to five target regions placed
at ±90◦ from each side of the camera platform, taking the
forward direction as 0◦. We thus captured ten images in
total. As in the previous experiments, camera resolutions were
1280 × 720 pixels for THETA and 640 × 480 for each PT
camera. Figure 18 shows an example image from THETA, and
Fig. 19 shows the complementary image from a PT camera
captured at the same time..

E. Overall Target Object Capturing Experiments
In the overall target object capturing experiments, we set the

target objects (colored rectangle) in a different location from
the camera platform and capturing was conducted. In some
cases, capturing was done setting few target objects near each
other like in Fig.17.

First, the detection of the target object from the THETA
images was evaluated changing the distance between the
camera platform and the target objects. Fig. 20 illustrates the
results of detection rate. The proposed target object detection
method showed a high detection rate when the distance
between target object and camera platform is less than 10m.
In addition to that, the average false positive rate of the

Fig. 20. Target object detection results.

TABLE II
EXPERIMENTAL EVALUATION OF INCREASE IN IMAGE QUALITY

target object detection is 3.9%. These minor false positives
occurred due to availability of similar type objects in the
environment.

Then, table II illustrates the results of ten complementary
images captured by the camera platform in detail. To investi-
gate the extent of image quality improvement, we extracted
color components from colored rectangles in each image,
counted the actual number of pixels, and calculated the rate
of increase in image quality. In Table II, column two illus-
trates the counted pixel numbers of the original objects in
the images from the THETA while column three illustrates
counted pixel numbers of their corresponding complementary
images, captured by the PT cameras. The column four of
Table II shows the pixel number increment while the column
five of Table II shows the ratio of the increment. These results
show that the average area of target regions in THETA images
was 21 pixels, while the average area of target regions in
complementary images from PT cameras was 211.8 pixels,
indicating average increases of 190.8 pixels, or 1101.2% in
terms of average ratio of increase. We therefore demonstrated
that high-resolution images of objects appearing at low resolu-
tion in omnidirectional images can be obtained when capturing
target regions.

Finally, we evaluate the operation of the proposed cam-
era platform by generating a receiver operating character-
istic (ROC) curve of overall image capturing experiments,
as shown in Fig. 21. This ROC curve was generated regarding
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Fig. 21. Receiver Operating Characteristic (ROC) curve of complemen-
tary image capturing operations.

only the image capturing operation of the target objects that
are detected by proposed object detection method. In the
generated ROC curve, false positive rate varies from 0% to
3.5%. Therefore, the false positive rate of complementary
image capturing was very low. We believe that these minor
false positives occurred due to mechanical errors of servos
that move PT cameras.

VI. CONCLUSION

In this study, sought to address the difficulty of object
recognition due to low resolutions of omnidirectional cameras
used in the context of object detection. We accomplished
this by fabricating a hybrid camera platform consisting of a
single omnidirectional camera and two PT cameras. Exper-
imental results demonstrated that use of this platform to
capture target regions allowed acquisition of higher-resolution
images compared with use of a single omnidirectional camera.
A remaining issue is that when a moving object is to be
captured as the target region, captured complementary images
may shift due to the delay time required for image acquisition
by the PT camera. Potential countermeasures for addressing
this include introduction of optical flow or a Kalman filter
in object detection to predict future coordinates of the target
object when capturing images.

Other topics for further development of this research include
allowing more dynamic use of the system by enabling
automatic object identification in captured complementary
images, developing applications that extend the types of
targets that can be detected as target regions, and adopting
cameras with zoom functionality to further improve image
quality.
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