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Accurate Person Identification Based on
Combined Sit-to-Stand and Stand-to-Sit

Movements Measured Using
Doppler Radars

Kenshi Saho , Member, IEEE, Keitaro Shioiri, and Keisuke Inuzuka

Abstract—This article demonstrates the identification
of 10 persons with 99% accuracy achieved by combining
micro-Doppler signatures of sit-to-stand and stand-to-sit
movements. Data from these movements are measured using
two radars installed above and behind the person. Images of
Doppler spectrograms generatedusing the measured data are
combined and input to a convolutional neural network. Exper-
imental results show the significantly better accuracy of the
proposed method compared with conventional methods that
do not perform data combination. The accuracy of identifying
10 participants having similar ages and physical features was
96–99%, despite the relatively small training set (number of
training samples: 50–90 Doppler radar images per person).
These results suggest that combining sit-to-standand stand-to-sitmovements provides sufficient information for accurate
person identification and such information can be remotely acquired using Doppler radar measurements.

Index Terms— Doppler radar, identification of persons, machine learning, motion measurement.

I. INTRODUCTION

AUTOMATIC person identification enables monitoring
and authentication in security applications. Face recogni-

tion using cameras has been the most widely used method for
identification [1], [2], and other devices such as smart speak-
ers have become ubiquitous and can be used for identifica-
tion [3]. However, these devices present privacy issues. Hence,
to achieve person identification without privacy concerns, var-
ious biomarkers, such as fingerprint, iris, vein, brainwave, and
heartbeat characteristics, have been studied [4], [5]. Neverthe-
less, acquiring these biomarkers often demands physical con-
tact with the user, complicated setups, or sensor attachment.

Alternatively, person identification using behavioral charac-
teristics is being actively developed. Behavioral characteristics
include gait features that can be sensed remotely and used
for continuous identification [6]. Likewise, movements such
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as sit-to-stand and stand-to-sit have also been considered
as features to extend the applicability of identification sys-
tems [7] (e.g., user authentication by simply sitting down on
a chair [8] and identification of suspicious persons based on
measurement of simple standing up or sitting down movements
in criminal investigations, similar to gait authentication sys-
tems [9]). Again, however, gait authentication systems relying
on cameras [10], [11] present privacy issues. Although other
methods for person identification consider accelerometers to
characterize gait and other movements [7], [12], [13], they
require the user to carry or wear the sensor device.

To achieve remote unobtrusive measurements for person
identification, micro-Doppler signatures are being recently
used as time–velocity features that characterize human move-
ments from the Doppler effects reflected in acquired radio or
ultrasound waves [14], [15]. Sensing based on these waves
allows us to remotely obtain detailed velocity information
without requiring sensors in the users. Although ultrasound
micro-Doppler signatures of gait are effective for person iden-
tification [15], [16], ultrasound waves are strongly attenuated
in air, thus undermining their measurement robustness for
security systems at relatively long distances.

In contrast, Doppler radars using microwaves can robustly
measure relatively large areas. Although many existing studies

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

https://orcid.org/0000-0003-2088-1231


4564 IEEE SENSORS JOURNAL, VOL. 21, NO. 4, FEBRUARY 15, 2021

on Doppler radar measurements from persons have not
been focused on person identification but on recognition
of motion types (e.g., sitting down, standing up, walking,
and falling) [17]–[19], the feasibility of person identification
based on machine learning has been demonstrated using
micro-Doppler signatures of gait [19]–[23] and other motions
such as jumping and running [22]. These methods apply
machine learning to images of micro-Doppler signatures and
can achieve high accuracy, such as 2-person identification with
99.9% accuracy [19] and 15-person identification with 94.4%
accuracy [22]. Likewise, we demonstrated the identification
of 10 persons based on micro-Doppler signatures of sit-
to-stand and stand-to-sit movements with accuracies of 93.9%
and 94.9%, respectively [24]. To the best of our knowl-
edge, [24] was the first report of Doppler radar-based person
identification using standing-up and sitting-down movements.
Similarly, Sakamoto [25] recently identified 6 persons using
walk-to-sit movements (each participant was walking and then
sat down in a chair) with 93.3% accuracy.

Only [24], [25] have addressed person identification using
Doppler radar measurements of standing-up and/or sitting-
down movements, and these have not investigated its accuracy
for various conditions considering such as the number of
persons and training samples. Moreover, a comprehensive
study on person identification using the micro-Doppler sig-
natures of such movements and the performance improvement
based on feature combinations of these movements have not
been conducted including in our previous study [24]. Further,
the combination of data acquired from multiple radars is
expected to improve the identification accuracy, as reported in
a gait classification study [19], [23]. However, the combination
of multiple radar data has not been investigated for the
person identification using standing-up and/or sitting-down
movements.

This study proposes an accurate person identification
method that combines the data from sit-to-stand and stand-to-
sit movements to improve the method introduced in [24]. The
data from the movements are measured using two Doppler
radars installed directly above and behind the person to be
identified. By combining the images of micro-Doppler signa-
tures from the two movements and two radars, the improved
method achieves accurate person identification using a convo-
lutional neural network (CNN) for classification. We evaluated
the identification accuracy of the proposed method by imple-
menting variants of the radar/movement data and applying
different CNNs. Furthermore, we compared the effectiveness
of the adopted CNN with that of recognition based on the
conventional bag of features [26]. Finally, we evaluated the
accuracy of the proposed method according to the number of
identified persons and the number of training samples. The
main contribution of this study is the achievement of 99%
accuracy for 10-person identification by combining movement
and radar data. Further, conduction of a more in-depth analysis
than [24] reveals the detailed performance and effectiveness of
person identification via sit-to-stand/stand-to-sit movements.
The contributions of this article as compared with our previous
one [24] are as follows:

Fig. 1. Doppler radar measurement system. (a) Diagram of measure-
ment setup. (b) Block diagram of Doppler radar setup (Tx, transmitter;
Rx, receiver; AMP, amplifier; LNA, low-noise amplifier; LPF, lowpass filter;
A/D Conv., analog-to-digital converter).

• Accuracy improvement via fusion of data from two
radars.

• Accuracy improvement via fusion of data for both move-
ment types (sit-to-stand and stand-to-sit).

• Further accuracy improvement via fusion of all the data
mentioned above.

• Clarification of identification accuracy according to num-
ber of persons.

• Clarification of identification accuracy according to num-
ber of training samples.

• Clarification of the effectiveness of use of CNN via
comparisons with classical methods of image processing
and Doppler radar spectrogram processing.

II. DOPPLER RADAR MEASUREMENT AND DATASET

The Doppler radar system to measure the sit-to-stand and
stand-to-sit movements is similar to the one we used for [24].
Fig. 1 illustrates the system and shows a block diagram to
obtain the Doppler radar measurements. Radars 1 and 2 are
above and behind the person, respectively, and the oper-
ation of both radars is synchronized. The radars transmit
24 GHz sinusoidal waves with directivities of ±14◦ for
the plane shown in Fig. 1(a). The received radar signal is
demodulated with a quadrature detector (Fig. 1(b)), and the
I/Q (in-phase/quadrature) signal is the received signal with
sampling frequency of 600 Hz (being a sufficiently large for
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Fig. 2. Experimental setup and outline of proposed method.

measuring the sit-to-stand and stand-to-sit movements), which
corresponds to velocity measurement range of ±1.875 m/s.

We generated a dataset for the same 10 persons of [24], who
were 10 healthy adults (8 men, 2 women; age, 21–24 years;
mean height, 168.8 ± 7.87 cm; mean weight, 59.1 ± 6.15 kg)
and could easily perform the standing-up and sitting-down
movements. There are no publicly available datasets on
micro-Doppler signatures of the sit-to-stand and stand-to-sit
movements and we thus generated the dataset for this study.
Upon collection of sit-to-stand and stand-to-sit data, the par-
ticipants were asked to stand up or sit down at a self-selected
speed. We conducted 100 measurements for both the sit-
to-stand and stand-to-sit movements per participant. Thus,
100 × 10 = 1000 samples were collected from both move-
ments per radar. The data were collected over some days with
sufficient intervals (at least 7 days) to prevent the participants
from becoming fatigued and to collect data including effects
on the inter-day reproducibility of their movements. No restric-
tions were imposed regarding the arm motion, foot position,
and types of clothes and shoes worn by the participants.
The spectrograms of the received signals were calculated
using the short-time Fourier transform with Hamming window
of 213 ms, which is empirically optimized and corresponds to
a velocity resolution of 2.93 mm/s. Note that the acquired
spectrograms were not subjected to any other processing such
as moving target indicators.

The first column in Fig. 2 shows the experimental setup,
and the second column shows the corresponding spectrograms,
whose detailed interpretation is provided in [24]. The spectro-
grams were converted into JPEG images of 224 × 224 pixels.
Each image corresponds to a sample in the constructed dataset.

III. PERSON IDENTIFICATION

A. Proposed Person Identification Using Combined
Doppler Radar Measurements

Fig. 2 outlines the proposed person identification method.
We input the spectrograms to a CNN for person identification.

Fig. 3. Structure of the CNN used in the proposed method (ResNet-18).

Specifically, the input of the CNN is the combination of
the four spectrograms, that is, the sit-to-stand and stand-
to-sit spectrograms from radars 1 and 2. Image combina-
tion simply groups the four images, as shown in the input
image of Fig. 2. The upper, lower, left, and right parts
of the input image correspond to radar 1, radar 2, sit-to-
stand, and stand-to-sit data, respectively. The CNN for per-
son identification has the ResNet-18 architecture [27], [28],
because it was the most effective network for radar-based
person identification in our previous study [24] and other
recognition methods based on CNNs [17], [22]. This selec-
tion of the network is validated via the comparison with
other machine-learning methods as presented in the next
subsection.

Fig. 3 shows the structure of the CNN used in the proposed
method. We used the basic ResNet structure [28]. When input
image (224 × 224 pixels) is loaded, convolution and pooling
operations are performed before the ResNet blocks. Then, then
ResNet blocks are configured as a sequence of BN (batch
normalization)-ReLU (rectified linear unit)-Conv-BN-ReLU-
Conv. At the end of the network, global average pooling
is performed and the fully connected layer is then used for
prediction, whose weights are optimized using the stochastic
gradient descent with momentum optimization algorithm to
minimize the difference between the training and output labels.
The loss function was a cross-entropy function. We trained for
50 epochs and used a batch size of 64. The learning rate was
0.01 and was decayed by multiplying 0.5 every 10 epochs.
These hyperparameters were empirically optimized (similarly,
the parameters of the comparative methods presented in the
next section were also empirically optimized).



4566 IEEE SENSORS JOURNAL, VOL. 21, NO. 4, FEBRUARY 15, 2021

B. Comparisons

We evaluated the accuracy of person identification in various
cases to demonstrate the effectiveness of the proposed method.
First, we compared the effectiveness of the CNN-based
extracted features with classical features of the spectrogram
envelopes presented in [29]. For this comparison, we evaluated
the identification accuracy using a support vector machine and
the extracted spectrogram features. Then, we compared the
effectiveness of the proposed CNN with that of conventional
image recognition based on bag of features, for which we
selected the Harris and SURF features and used a support
vector machine for identification [26].

We also compared the identification accuracy with other
types of CNNs. We selected the following representative
networks used in identification of human motion based
on Doppler radar measurements for comparison: AlexNet,
GoogLeNet, VGG16, and ResNet-18. These networks also
provided high accuracy in [24], but we did not consider the
data combination of radars/movements in that work. Thus,
we verified the effectiveness of ResNet-18 against the other
networks using the combined spectrograms. Furthermore,
we considered deeper networks such as ResNet-50, ResNet-
101 [27], and DenseNet-201 [30] to investigate the effect of
increasing the number of CNN layers on person identification.

Finally, we evaluated the input spectrograms by considering
the following combinations:

• All spectrograms (method proposed in this article)
• Only sit-to-stand data from radars 1 and 2
• Only stand-to-sit data from radars 1 and 2
• Sit-to-stand and stand-to-sit data from radar 1
• Sit-to-stand and stand-to-sit data from radar 2
• No combination (method proposed in [24])

C. Evaluation

We evaluated the identification accuracy on the data from
the 10 persons for each method and variant described in
Section 3.2. For the evaluations, we used hold-out validation
as follows. For each method, the corresponding CNN was
trained using 700 spectrograms (70% of data, 70 images per
person), and the remaining 300 spectrograms (30 images per
person) were used as test data. Then, 30 trials of hold-out
validations were conducted by randomly varying the training
data selection. The mean and standard deviation of the accu-
racy across the 30 trials were calculated. The significance of
the differences in the mean accuracy across trials between the
proposed and comparison methods was determined from the
p-value of a Welch’s t-test at a significance level of 0.05.

We also investigated the performance of the proposed
method according to the number of participants and the
number of training samples. Again, 30 trials of evaluations
using hold-out validation were conducted by randomly varying
the training data selection.

Moreover, we investigated the efficiency of areas in the input
images using a Grad-CAM (gradient-weighted class activation
mapping) visualization [31]. The Grad-CAM visualizes critical
regions in input images by producing a heatmap showing the
importance of the decision. We can see efficient movement

TABLE I
MEAN AND STANDARD DEVIATION (SD) OF 10-PERSON

IDENTIFICATION ACCURACY USING COMBINED

SPECTROGRAMS AND DIFFERENT

CLASSIFICATION METHODS

(TRAINING DATA: 70%)

(sit-to-stand and/or stand-to-sit) and radar positioning (radar
1 and/or 2) for the identification of each participant and discuss
the reasons for performance changes occurring owing to the
image combination of the proposed method.

IV. RESULTS AND DISCUSSION

A. Identification Accuracy for Different Methods

We first compared the accuracy to identify the 10 par-
ticipants using the proposed method and the variants and
methods described in Section 3-B. Table I lists the results for
the evaluated methods. ResNet-18, adopted in the proposed
method, achieves the highest accuracy, being significantly
superior to the other methods (p < 0.05). Classic spectro-
gram features fail to achieve accurate identification because
sufficient information to identify the individuals was not
extracted. In addition, conventional recognition based on bag
of features also fails to achieve accurate identification and its
accuracy is worse than the recognition based on spectrogram
features. Because bag of features is not designed for radar
spectrograms, the identification accuracy using spectrogram
features was relatively better. However, these results highlight
the effectiveness of CNNs. It appears that CNNs can efficiently
extract the features of individuals through their deep learning-
based process. Similar to our previous study, ResNet-18 is
the most effective network for person identification. Although
deeper networks were also examined, their accuracy was below
that of ResNet-18.

Table II lists the results of the variants of the proposed
method according to radars and movements using ResNet-18
for identification. The proposed method significantly outper-
forms the other variants, including the method proposed in our
previous work [24], which did not combine the spectrograms.
These results demonstrate the effectiveness of combining the
movement and radar data.
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TABLE II
MEAN ACCURACY OF DATA VARIANTS OF PROPOSED METHOD FOR

10-PERSON IDENTIFICATION USING RESNET-18 (TRAINING DATA:
70%)(COMPARISON WITH OUR PREVIOUS STUDY [24])

Fig. 4. Examples of convergence curves of proposed method for training
and test sets.

Fig. 4 shows a convergence curve of the proposed method to
confirm that no overfitting occurs. Furthermore, the accuracy
converges in less than 10 epochs for the test set. The average
training time for ResNet-18 was 11.2 seconds per epoch using
a computer with an NVIDIA Quadro P5000 GPU (16 GB
RAM) and a 1.7 GHz Intel Xeon bronze 3106 CPU. This
computation time is adequate to use the proposed method in
practice.

B. Identification Accuracy According to Number of
Persons

We then investigated the accuracy of the proposed method
according to the number of persons to be identified using
70 training samples per person. Fig. 5 shows the mean and
standard deviation values of the identification accuracy across
the 30 trials. The mean accuracy decreases as the number of
persons to be identified increases. However, an accuracy above
97% was maintained until the identification of 10 participants
across trials. For six persons, the mean accuracy was 98.9%,
with 100% accuracy being achieved for several trials. Thus,
the proposed method can suitably identify 10 or fewer persons.

C. Identification Accuracy According to Number of
Training Samples

The results reported thus far considered training with
70 samples per person. We also investigated the identification
accuracy according to the number of training images, obtaining
the results shown in Fig. 6. Although training using only
10 samples per person did not achieve a very high accu-
racy, using 30 samples per person substantially improved accu-
racy above samples per person did not achieve a very high
accuracy, using 30 samples per person substantially improved
accuracy above 90%. Therefore, the proposed method does not

Fig. 5. Identification accuracy of proposed method according to number
of persons to be identified using 70 training samples per person.

Fig. 6. Identification accuracy of proposed method for 10 persons
according to number of training samples.

require a large training set to provide high accuracy. Accuracy
reaches its highest of 99.0% for 90 training samples per
person, being a suitable accuracy for a variety of authentication
applications.

D. Discussion on Grad-CAM Visualization Results

This section investigates the efficiency of movement/radar
positioning for person identification and the reasons why
the proposed method achieved better accuracy. Fig. 7 shows
examples of the Grad-CAM visualization results for all partic-
ipants, where each panel corresponds to a different participant;
the Grad-CAM visualization results of other images of each
participant exhibited a similar tendency.

The Grad-CAM results shown in Fig. 7 indicate that the
stand-to-sit images were particularly useful for identifying all
participants, especially participants (a) and (b). Although sit-
to-stand images were also used for participants (c)–(g), stand-
to-sit images were more important than sit-to-stand images.
Furthermore, for participants (h)–(j), although sit-to-stand is
efficiently used, stand-to-sit is also used as the important
features. These results indicate that stand-to-sit movement is
more efficient in identifying individuals compared with sit-to-
stand movement. This is consistent with the results presented
in Table II.

If only the stand-to-sit data are used, identification of
individuals with a characteristic stand-to-sit movement, such as
participant (j), may become challenging. In fact, the features
obtained from the sit-to-stand images of other participants,
particularly participants (e)–(g), are efficiently combined with
stand-to-sit images. The learning of movement combinations
by the CNN leads to a performance improvement.
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Fig. 7. Examples of Grad-CAM visualization results. Each panel corresponds to a different participant (e.g. subfigure (a) is the result of participant
(a)) and shows the original input image (left) and Grad-CAM heatmap image (right). The red color in the heatmap indicates a high score of
importance.

With respect to the effectiveness of using two radars,
i.e., deploying motion information on the horizontal/vertical
directions, radar selection was found to depend on the
participant (see Fig. 7). For example, the identification of
participant (h) mainly used radar 1 data, whereas that of

participant (i) mainly used radar 2 data. These results indi-
cate an important factor of the performance improvement
achieved by the proposed method is the appropriate selec-
tion and combination of data collected by two radars by
the CNN.
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TABLE III
COMPARISON OF DIFFERENT STUDIES ON PERSON IDENTIFICATION

USING MICRO-DOPPLER SIGNATURES

In summary, accurate person identification is mainly based
on the stand-to-sit movement. Nevertheless, the combination
of stand-to-sit and sit-to-stand images and the deployment of
two radars significantly improved the identification accuracy.

E. Discussion on Data Fusion Scheme

In our proposed method, the simple concatenation of four
images is used for data fusion (image fusion scheme). How-
ever, many other studies considering data fusion for the
CNN input have used a network fusion scheme, which uses
an independent convolution layer for each image and then
combines the decision of the networks [32], [33]. Therefore,
this subsection compares these two data fusion schemes. In the
network-based fusion scheme, each image is inputted to the
network shown in Fig. 3 independently, and the marge of
the decisions of four networks was conducted based on the
majority vote.

As a result, the identification accuracy and standard devi-
ation for the network fusion scheme (with 70% training
samples and 30 tests assuming 10-person identification) was
97.1 ± 1.2%. Although this is a good result, it was worse
than that of the image fusion scheme of the proposed
method (98.3 ± 0.84%, presented in Table I). Please note
that although other methods of data fusion can be considered
(e.g., classifier-level fusion [33]), their identification accura-
cies are worse than the proposed method. Thus, we selected
the image fusion scheme for the proposed method.

F. Comparison With Conventional Studies

Table III lists the main characteristics of studies on person
identification using micro-Doppler signatures. The method
proposed in this study outperforms various person identifi-
cation methods regarding both accuracy and required train-
ing samples. Compared with the conventional identification
methods using standing-up or sitting-down movements, our

proposal achieves significantly higher accuracy by combining
data from two radars and/or two types of movements.

The specific reasons for the improved performance of the
proposed method compared with the similar ones cannot be
determined because the detailed mechanism of person identifi-
cation based on micro-Doppler signatures and CNNs remains
unclear. Nevertheless, we can consider that the reproducibil-
ity of the sit-to-stand and stand-to-sit movements increases
accuracy. In fact, the inter-day reproducibility of gait is not
always high [34], and the reproducibility of some participants
during walking could not be confirmed in [25]. In contrast,
sit-to-stand features in a timed up and go test have shown rel-
atively high reproducibility in healthy subjects [35]. Likewise,
we confirmed small inter-day variability in the spectrograms
of the sit-to-stand and stand-to-sit movements in all the
participants of our study. Thus, the higher accuracy with fewer
training samples achieved by the proposed method may be due
to the high reproducibility of these movements.

V. CONCLUSION

We propose a CNN-based person identification method
using combined spectrograms of sit-to-stand and stand-to-sit
movements measured from two Doppler radars. The effective-
ness of the CNN and combined spectrograms of the radars and
movements is verified and compared with other methods. The
proposed method achieves 99.0% accuracy with 90 training
samples per person and 98.3% accuracy with 70 training
samples per person for the identification of 10 participants.
The Grad-CAM visualization results indicate that the stand-
to-sit movement is mainly used for the proposed identification
method. However, these results also indicate that, depending
on the participant, efficient movement images and/or appro-
priate radar data are selected, and their features are learned
by the CNN to accurately identify each individual. Thus,
the sit-to-stand and stand-to-sit movements and their com-
bination reflect information to identify individuals. In future
work, we will investigate the effectiveness of the proposed
method for the identification of more persons based on addi-
tional experiments considering diverse population and/or open
datasets such as [36] and aim toward the development of
practical authentication systems.
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