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An Improved Attitude Compensation Algorithm
in High Dynamic Environment

Pan Jiang, Guochen Wang, Ya Zhang , Lin Zhang, Shiwei Fan, and Dingjie Xu

Abstract—With the advent of high-precision gyro labora-
tory prototypes and the widespread use of gyros in high-
dynamic fields, the requirements for navigation calculations
will definitely increase. The traditional cone error compensa-
tion algorithm is very effective in pure cone motion environ-
ment with small half cone angle. However not only the triple
cross product term of the noncommutativity error is ignored
but also the cross-product terms of the angular increment are
simplified in this algorithm for convenience.Thus, the attitude
error is extremely huge when the half cone angle is large or
in high dynamic environments. Aiming at the above problems,
this paper proposes an improved high-precisionattitude com-
pensation algorithm based on Taylor series expansion. In this
improved algorithm, the neglected and simplified items indicated above are both considered carefully. On this basis,
the compensation coefficients are given after deducing in detail. Our algorithm does not need to know the coefficient
model in advance, so it is more practical and has advantages in deriving high-order algorithms or sculling compensation
algorithms. In order to verify the performance of the algorithm, pure coning and high dynamic environment simulations
are performed. And the results show that the improved attitude compensation algorithm can obtain higher precision,
which proving its feasibility and effectiveness.

Index Terms— Noncommutativity error, attitude compensation, equivalent rotation vector, triple cross product.

I. INTRODUCTION

THE precision of the strapdown inertial navigation system
mainly depends on the trueness of the inertial sensor

components, the accuracy of the navigation algorithm, the
processing power of the navigation computer, and the external
environment in which the carrier is located. With the rapid
development of computer technology, the processing power
of navigation computers is no longer the main constraint.
Meanwhile, as the manufacturing increases, the error caused
by the inertial sensors is getting smaller and smaller. In
general the error of the navigation algorithm should be less
than 5 percent of the inertial device introduced error [1]–[7].
Therefore, higher requirements are imposed on the accuracy
of the navigation algorithm.

The key to the strapdown inertial navigation algorithm
is the attitude update algorithm, which is the problem of
rigid body fixed axis rotation. It has been extensively and
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deeply studied by scholars for many years [8]–[14]. At
present, the most popular method for solving attitude update
is that firstly calculating the equivalent rotation vector using
gyro angle increment multi-sample sampling, compensating
the rotation noncommutativity error, and then calculating
the attitude update quaternion using the equivalent rotation
vector. However, in the traditional algorithm, not only the
influence of the triple cross product term in the Bortz equation
is neglected, but also the equivalent rotation vector in the
second order term is approximated as the angular velocity
increment [15]–[17]. As a result, the accuracy of traditional
algorithms often can not meet the demand for high precision
and sometimes the accuracy of the high subsample algorithm
is not as good as the low subsample especially in high dynamic
environments [18], [19].

Miller first introduced the concept of optimizing the
cone algorithm coefficients in pure conical environment and
proved the superiority of the coefficient in cone error com-
pensation [20]. Ignagni gave nine conic correction algo-
rithms and derived two important properties about conic
integral and angular incremental cross product under coni-
cal conditions [21]. Jiang introduced the sum of the angu-
lar increments of the previous period as a correction term
into the cone compensation operation in the current period,
which improved the performance of the attitude compensation
algorithm [22], [23]. Park summarized the above work, and
gave a formalized method for designing and optimizing the
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coefficients of the attitude compensation algorithm under pure
conical conditions [24]. Reference [25] and [26] respectively
proposed the display frequency shaping and the extended cone
error compensation algorithm, enhanced the error compensa-
tion accuracy under the large maneuvering situation. However,
they only considered the influence of the second-order term
of the noncommutativity error, and the principle error can-
not be avoided under large maneuvering conditions. As an
improvement of the traditional method, [27] first considered
the influence of the third-order term in the Bortz equation, and
proposed a higher-precision attitude error compensation algo-
rithm. Nevertheless, the derivation process was cumbersome
and only stayed in the verification phase of the simulation
experiment. Reference [28], [29] proposed RodFIter, which
uses the function iteration of Rodrigues vector to complete the
pose reconstruction. RodFIter exhibits better performance than
the mainstream rotation vector algorithm, and it also provides
gesture results throughout the update interval. Reference [10]
proposed the third-order rotation vector algorithm in coning
and coexisting environment. Reference [30] further developed
more general version high accuracy rotation vector algorithm,
in which the fourth-order cross-product terms were considered.
As well as that, thorough theoretical error analysis of why the
traditional rotation vector is not applicable in large maneuver
environment was given in this paper, which represents a
breakthrough in the rotation vector algorithm design.

In order to solve the above problems and improve the
accuracy of the navigation algorithm, an improved high-
precision attitude error compensation algorithm is proposed in
this paper. In this algorithm, the triple cross product term of the
noncommutativity error and the cross multiplications ignored
in the previous attitude compensation algorithm are reconsid-
ered. So that more constraint relationships can be added in the
algorithm optimization process. Based on this, we re-derive
the Bortz equation and give the three sub-sample and four
sub-sample attitude error compensation coefficients. The per-
formance of the proposed algorithm is verified by typical cone
motion and high dynamic condition simulation as well as the
actual vehicle test. The rest of the paper is arranged as follows:
In Section2, some assumptions and approximations in tradi-
tional algorithms are pointed out. In response to this problem,
an improved high-precision attitude error compensation algo-
rithm is proposed in Section3. Pure coning and high dynamic
environment simulations are given in Section 4. Section 5
summarizes some conclusions and major contributions.

II. ERROR ANALYSIS OF ATTITUDE COMPENSATION

ALGORITHM UNDER HIGH DYNAMICS

The attitude solution is the key operation in the strapdown
inertial navigation system. It is responsible for converting
the specific force measured by the accelerometer to the
required coordinate system, providing the carrier attitude
continuously. And the most popular attitude update method
is to calculate the equivalent rotation vector first, compensate
the non-exchangeable error, and then calculate the attitude
update quaternion using the equivalent rotation vector. In
order to study the accuracy of the attitude algorithm in a

Fig. 1. Comparison of coning drift error.

large maneuvering environment, we give the attitude update
algorithm as follows:

The quaternion update equation is:

Q (t + h) = Q (t) ⊗ q (h) (1)

wherein, Q (t) and Q (t + h) are the quaternion at the end
of the previous attitude update period and the one at the
end of the current update interval. ⊗ represents quaternion
multiplication and h indicates the attitude update interval. q (h)
denotes the update quaternion within the update interval and
the relationship with the equivalent rotation vector can be
expressed as

q (h) =
�
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�
φ

2

�
,

�
φ

φ

�
sin

�
φ

2

��
(2)

where φ denotes the equivalent rotation vector and its ampli-
tude is φ = (φ · φ)1/2.

The differential equation of the equivalent rotation vector is

φ̇ = χ + 1

2
φ × χ + 1

φ2

�
1 − φ sin φ

2 (1 − cos φ)

�
φ × (φ × χ)

(3)

where χ indicates the angular rate vector obtained by the
gyro measurement and symbol × represents the cross product
between vectors.

In Eq.3, 1
2φ×χ+ 1

φ2

�
1 − φ sin φ

2(1−cos φ)

�
φ×(φ × χ) represents

the noncommutativity error which is the main compensation
object of the attitude algorithm. When the rotation angle is
small, 1

φ2

�
1 − φ sin φ

2(1−cos φ)

�
φ × (φ × χ) is approximately zero.

So this term is ignored in the traditional attitude compensation
algorithm for the sake of convenience. The angular rotation
increment is used instead of the equivalent rotation vector and
the Eq.3 is integrated to obtain the approximate expression of
the equivalent rotation vector:

φ (t) = α (t) + 1

2

� t

tm−1

α (τ ) × χ (τ )dτ (4)

wherein, α (t) is the integral of the angular rate vector χ (t)
in the time interval tm−1 to t .

In Eq.4, 1
2

	 t
tm−1

α (τ ) × χ (τ )dτ is called cone correction
or cone integration. The core of the attitude compensation
algorithm is how to use the numerical integration algorithm
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Fig. 2. Non-cone axis drift error comparison at different half cone angles (a) Typical conical motion attitude (α = 1◦) (b) Drift error comparison for
non-coning axis (α = 1◦) (c) Typical conical motion attitude (α = 30◦) (d) Drift error comparison for non-coning axis (α = 30◦) (e) Typical conical
motion attitude (α = 90◦) (f) Drift error comparison for non-coning axis (α = 90◦).

to accurately describe the cone correction, thereby improving
the accuracy of the attitude compensation algorithm in
various environments.

Because of the assumption and approximation that the rota-
tion angle is small, the traditional attitude compensation algo-
rithm is only applicable to this environment. Under the conical
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motion of large cone angle or high dynamic environment, the
attitude drift error is serious and can not achieve the expected
compensation effect. What’s more, in the process of solving
the algorithm coefficients, Ignagni and Lee found that the cross
product between two angular increments under pure conical
motion conditions only depends on their relative time distance
and has nothing to do with respective absolute time [21].
Based on this, the compensation coefficient of the algorithm
does not affect the compensation performance under pure
conical motion conditions and the calculation amount can be
reduced inevitably. However, the compensation accuracy will
be lost under non-conical motion conditions, which limits the
practical application of the attitude compensation algorithm.
In view of the above points, this paper proposes an improved
high-precision attitude compensation method, in which the
triple cross product of non-commutative error is considered.

III. IMPROVED ATTITUDE COMPENSATION ALGORITHM

A. 3 Sub-Sample 3rd Order Attitude Error
Compensation Algorithm

The previously designed attitude compensation algorithm,
as described in section2, mostly focuses on the accuracy
under pure cone conditions rather than under large maneuver
conditions. To this end, we propose a high-precision attitude
compensation algorithm and the detailed derivation process is
given in this section.

The Bortz equation is the differential equation of equivalent
rotation vector, as is shown in Eq.3. As we know, the Taylor
function expansion of the trigonometric function in Eq.3 yields
a more concise approximation equation within the acceptable
range of accuracy. So φ sin φ

2(1−cos φ) can be expanded as:

φ sin φ

2 (1 − cos φ)

= φ · 2 sin φ
2 cos φ

2

2 · 2sin2 φ
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Since that the noncommutativity error is 1
2φ × χ +

1
φ2

�
1 − φ sin φ

2(1−cos φ)

�
φ × (φ × χ), the noncommutativity

error is at least 5 orders, if we take the 4th order
approximation φ sin φ

2(1−cos φ) = 1 − φ2

12 − φ4

720 . For the three sample
attitude compensation algorithm, theoretical derivation shows
that 5th order error has little effect. Therefore, this article
only take the approximation φ sin φ

2(1−cos φ) = 1 − φ2

12 . And the
approximate equation commonly used in engineering is
obtained:

φ̇ = χ + 1

2
φ × χ + 1

12
φ × (φ × χ) (6)

Eq.6 shows that in the attitude update, it is only necessary
to solve the equivalent rotation vector corresponding to the
rotation of the body coordinate system from tk to tk+1 time,
without having to know the evolution process of the rotation
vector in the tk to tk+1 period. Therefore, the Taylor series
expansion method can be used to solve the rotation vector.

Let φ (h) be the equivalent rotation vector in
�
tk, tk+1


,

where h = tk+1 − tk . Taking the three sub-cone error com-
pensation as an example, the angular velocity of the carrier is
fitted by a parabola:

χ (tk + τ ) = a + 2bτ + 3cτ 2, 0 ≤ τ ≤ h (7)

With the Taylor series expansion, φ (h) can be represented
as:

φ (h) = φ (0) + hφ̇ (0) + h2

2! φ̈ (0) + h3

3! φ
(3) (0) + · · · (8)

The increment of the angle is

�θ (τ ) =
� τ

0
χ (tk + τ )dτ (9)

Then from Eq.7 and Eq.9, we can obtain the derivatives of
angular velocity and angular velocity increment:

χ (tk + τ ) = χ (tk + τ ) |τ=0 = a

χ̇ (tk + τ ) = χ̇ (tk + τ ) |τ=0 = 2b

χ̈ (tk + τ ) = χ̈ (tk + τ ) |τ=0 = 6c

χ(i) (tk + τ ) = χ(i) (tk + τ ) |τ=0 = 0,

i = 3, 4, 5 · · · (10)

�θ (0) = �θ (τ ) |τ=0 = 0

�θ̇ (0) = �θ̇ (τ ) |τ=0 = χ (tk + τ ) |τ=0 = a

�θ̈ (0) = �θ̈ (τ ) |τ=0 = χ̇ (tk + τ ) |τ=0 = 2b

�θ (3) (0) = �θ (3) (τ ) |τ=0 = χ̈ (tk + τ ) |τ=0 = 6c

�θ (i) (0) = �θ (i) (τ ) |τ=0 = χ(i−1) (tk + τ ) |τ=0 = 0,

i = 4, 5, 6, · · · (11)

Substitute φ (t) = α (t) + 1
2

	 t
tm−1

φ × χdτ +
1

12

	 t
tm−1

φ × (φ × χ) dτ into Eq.6 and discarding four
and above orders cross multiplications because this section
only considers three order terms, Eq.6 can be expressed as

φ̇ = χ + 1

2

�
�θ + 1

2

� τ

0
(�θ × χ) dt

�
× χ

+ 1

12
[�θ×] (�θ × χ) (12)

In order to make the derivation process more concise and
clear, we make the following definition

A = �θ̇ × χ + �θ × χ̇

B = �θ̈ × χ + 2�θ̇ × χ̇ + �θ × χ̈

C = �θ (3) × χ + 3�θ̈ × χ̇ + 3�̇θ × χ̈

D = 4�θ (3) × χ̇ + 6�θ̈ × χ̈

E = 10�θ (3) × χ̈ (13)

Then the derivative of each order for Eq.12 can be indicated
in (14), as shown at the top of the next.
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φ̈ = χ̇ + 1

2
A + 1

4
(�θ × χ) × χ + 1

4
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0
(�θ × χ) dt × χ̇ + 1
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B × χ + 3

4
A × χ̇ + 3

4
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4
�θ̈ × A + 1
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4
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12
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4
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12
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12
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2
E + 1

4
D × χ + 1

4
C × χ̇ + C × χ̇ + B × χ̈ + 3

2
B × χ̈

+ 1

3
�θ (3) × B + 1

2
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�θ̈ × C + 1

3
�θ̈ × C + 1

3
�θ̇ × D + 1

12
�θ̇ × D + 1

12
�θ × E

= 1

2
E + 1

4
D × χ + 5

4
C × χ̇ + 5

2
B × χ̈ + 5

6
�θ (3) × B + 5

6
�θ̈ × C + 5

12
�θ̇ × D + 1

12
�θ × E

φ(7) = 1

4
E × χ + 1

4
D × χ̇ + 5

4
D × χ̇ + 5

4
C × χ̈ + 5

2
C × χ̈

+ 5

6
�θ (3) × C + 5

6
�θ (3) × C + 5

6
�θ̈ × D + 5

12
�θ̈ × D + 5

12
�θ̇ × E + 1

12
�θ̇ × E
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4
E × χ + 3

2
D × χ̇ + 15

4
C × χ̈ + 5

3
�θ (3) × C + 5

4
�θ̈ × D + 1

2
�θ̇ × E

φ(8) = 1

4
E × χ̇ + 3

2
E × χ̇ + 3

2
D × χ̈ + 15

4
D × χ̈ + 5

3
�θ (3) × D + 5

4
�θ (3) × D + 5

4
�θ̈ × E + 1

2
�θ̈ × E

= 7

4
E × χ̇ + 21

4
D × χ̈ + 35

12
�θ (3) × D + 7

4
�θ̈ × E

φ(9) = 7

4
E × χ̈ + 21

4
E × χ̈ + 35

12
�θ (3) × E + 7

4
�θ (3) × E= 7E × χ̈ + 14

3
�θ (3) × E

φ(10) = φ(11) = φ(12) = · · · = 0 (14)

When τ = 0, substituting Eq.10, and Eq.11 into Eq.14, we
can know that:

φ̇ (0) = a, φ̈ (0) = 2b, φ(3) (0)

= 6c + 1

2
· 2a × b = 6c + a × b

φ(4) (0) = 6a × c + 1

4
× 2 (a × b)×a + 1

4
× a×2 (a × b)

= 6a × c

φ(5) (0) = 12b × c + 1

4
× 12 (a × c) × a + 2 (a × b) × 2b

+ 1

3
a × 12 (a × c)

= 12b × c + 4 (a × b) × b + a × (a × c)

φ(6) (0) = 1

4
× 24 (b × c) × a + 5

4
× 12 (a × c) × 2b

+ 5

2
× 2 (a × b) × 6c + 5

6
× 6c × 2 (a × b)

+ 5

6
× 2b × 12 (a × c) + 5

12
a × 24 (b × c)

= 4a × (b × c) + 10 (a × c) × b + 20 (a × b) × c

φ(7) (0) = 3

2
× 24 (b × c) × 2b + 15

4
× 12 (a × c) × 6c

+ 5

3
× 6c × 12 (a × c) + 5

4
× 2b × 24 (b × c)

= 12 (b × c) × b + 150 (a × c) × c

φ(8) (0) = 21

4
× 24 (b × c) × 6c + 35

12
6c × 24 (b × c)

= 336 (b × c) × c

φ(9) (0) = 0, φ(10) (0) = φ(11) (0) = φ(12) (0) = · · · = 0
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Combining the above, the equivalent rotation vector φ (h) is:

φ (h) = φ (0) + φ̇ (0) h + 1

2! φ̈ (0) h2 + 1

3!φ
(3) (0) h3

+ 1

4!φ
(4) (0) h4 + 1

5!φ
(5) (0) h5 + 1

6!φ
(6) (0) h6

+ 1

7!φ
(7) (0) h7 + 1

8!φ
(8) (0) h8

= ah + bh2 + ch3 + 1

3!a × bh3

+ 1

4
a × ch4 + 1

10
b × ch5 + 1

30
(a × b) × bh5

+ 1

5!a × (a × c) h5 + 1

180
a × (b × c) h6

+ 1

72
(a × c) × bh6

+ 1

36
(a × b) × ch6 + 1

420
(b × c) × bh7

+ 5

168
(a × c) × ch7 + 1

120
(b × c) × ch8 (15)

The variables ah,bh2 and ch3 in the Eq.15 are as follows:

ah = �θ3 − 7

2
�θ2 + 11

2
�θ1

bh2 = 9

2
(−�θ3 + 3�θ2 − 2�θ1)

ch3 = 9

2
(�θ3 − 2�θ2 + �θ1) (16)

wherein, θ1, θ2 and θ3 are the angular increments in the�
tk, tk + h

3


,
�
tk + h

3 , tk + 2h
3


and

�
tk + 2h

3 , tk + h


time peri-
ods, respectively.

In summary, we can get the three sub-sample attitude
compensation coefficient as follows

φ (h) = �θ1 + �θ2 + �θ3

+ 57

80
�θ1 × �θ2 + 33

80
�θ1 × �θ3

+ 57

80
�θ2 × �θ3

− 0.1165 (�θ1 × �θ2) × �θ1

+ 0.1848 (�θ1 × �θ2) × �θ2

+ 0.4380 (�θ1 × �θ2) × �θ3

− 0.0603 (�θ1 × �θ3) × �θ1

− 0.1688 (�θ1 × �θ3) × �θ2

+ 0.0603 (�θ1 × �θ3) × �θ3

− 0.1005 (�θ2 × �θ3) × �θ1

− 0.1848 (�θ2 × �θ3) × �θ2

+ 0.1165 (�θ2 × �θ3) × �θ3 (17)

The Eq.2 of 2018/2019 WANG and Eq.17 of our manuscript
have exactly the same essence, just in different forms. They are
derived from the same equivalent rotational vector differential
equation, but with different derivation processes. In Wang’s
paper, it is believed that (t − tn−1)

7 has a very small impact on
the algorithm accuracy and can be ignored, so 7th-order Taylor
expansion is derived. However, since that the 10th and above
order terms are 0, the 9th-order Taylor expansion is executed

in our manuscript. So there are some differences between the
coefficients of these two equations.

From Eq.17 we can see that all angle increment cross-
multiplier within the third order are used to describe the non-
commutative error in this proposed algorithm. Obviously, the
improved attitude compensation algorithm is more accurate
than the traditional algorithm. Besides, the noncommutativity
error is the main compensation object of the attitude algorithm
and its accuracy will directly determine the precision of the
attitude compensation algorithm. Therefore, the attitude error
compensation algorithm proposed in this paper has higher
precision in principle.

B. 4th Order Attitude Error Compensation Algorithm

In the previous section, we introduced the attitude
error compensation algorithm that considered the third-order
term. In this section, we further deduced to consider the
4th order. Substitute φ (t) = α (t) + 1

2

	 t
tm−1

φ × χdτ +
1

12

	 t
tm−1

φ × (φ × χ) dτ into Eq.6 and discarding five and
above orders cross multiplications because this section only
considers fourth order terms. So �φ̇4 should be expressed as:

�φ̇4 = �φ̇4A + �φ̇4B + �φ̇4C + �φ̇4D (18)

wherein,

�φ̇4A = 1

12

�
1

2

� τ

0
(�θ × χ) dt

�
× (�θ × χ)

�φ̇4B = 1

12
�θ ×

�
1

2

� τ

0
(�θ × χ) dt

�
× χ

�φ̇4C = 1

2

�
1

12

� τ

0
�θ × (�θ × χ) dt

�
× χ

�φ̇4D = 1

8

�� τ

0

�� τ

0
(�θ × χ) dt × χ

�
dt

�
× χ

In the same way, using Taylor’s expansion, we can get
equations (19)–(23), as shown on the next pages.

Similarly, the four-sample fourth-order attitude error com-
pensation algorithm can also be derived. The different is that
the Eq.7 should be as follows:

χ (tk + τ) = a + 2bτ + 3cτ 2 + 4dτ 3, 0 ≤ τ ≤ h (24)

Then the 4 sub-sample 4th-order attitude error compensation
algorithm can be obtained as equation (25):
where φ4 can be expressed as shown at the bottom of page 10.

It can be seen that our noncommutativity error compensation
coefficient is almost the same as WANG. But we used a
completely different approach to achieve WANG’s algorithms,
and we think it is also innovative and meaningful.

IV. EXPERIMENTAL VERIFICATION

To design an improved attitude compensation algorithm,
we must first ensure that its accuracy is constant with
respect to the classical conic algorithm under pure cone
conditions, and then improve its accuracy under high dynam-
ics. Therefore, in order to verify the effectiveness of the
proposed high-precision attitude compensation algorithm, we
performed simulations under pure cone and high dynamic
conditions.
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A. Error Analysis and Verification Under Pure Cone
Environment

The cone motion simulation parameters are set to: cone
frequency f = 1H z, half cone angle range α = 0.05�� ∼ 90◦
and angular incremental sampling interval h = 10ms.

The improved high-precision attitude compensation algorithm
proposed in this paper is compared with the traditional
algorithm. Fig.1 shows the attitude drift error of these two
algorithms. The red solid line is the attitude drift error of
the traditional three-subject attitude compensation algorithm,
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while the blue dotted line is the attitude drift error of the
proposed three sub-sample attitude compensation algorithm
proposed in this paper.

From Fig.1, we can see that the red curve fluctuates greatly
with the angle of the half cone, and the blue curve is less
affected. The attitude drift error of the traditional algorithm
reaches 0.01◦/h when the half cone angle is 90 degrees
while the attitude drift error of the proposed algorithm is only
10−10◦

/h. What’s more when the half cone angle is greater
than 0.01 degrees, the accuracy of the proposed algorithm is
significantly better than the traditional algorithm. And when
the half cone angle is small, the proposed algorithm also has
a high enough precision (10−12◦

/h). Therefore the error is
negligible for practical applications. In general, the proposed
algorithm is less affected by the half cone angle and has greater
practicability.

In addition, the simulation also shows that the error of the
traditional algorithm on the non-conical axis is large while the
error of the proposed algorithm is small. Taking the half cone
angle α = 1◦, α = 30◦ and α = 90◦ as examples, the typical
cone motion posture is shown in Fig.2 a,c and e. The angle
update error on the non-cone angle is shown in Fig.2 b,d and f.
In these figures the red line is the attitude error curve of the
traditional three sub-sample algorithm while the blue line is
the proposed three sub-sample algorithm attitude error curve
proposed in this paper.

It can be seen from Fig.2 that the error of the traditional
algorithm reaches 20�� at the maximum, and the error of the
proposed algorithm is always small, only about 10−2��

.
Combined with the above two simulation experiments, it can

be seen that the accuracy of the proposed algorithm is better

than that of the traditional algorithm in the typical conical
motion environment.

B. Error Analysis and Verification Under High Dynamic
Environment

In order to fully test the performance of the proposed algo-
rithm, simulation in high dynamic environment was carried
out. The high dynamic simulation conditions use the 2s large-
angle maneuvering environment represented by polynomial
in [19], [25] and [26]. The typical 2s internal angular rate
increment α (t)is :
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where Tm = tm − tm−1indicates the sampling period while t
is the time.

After calculated the derivative of t for α (t), the angular rate
and angular acceleration are obtained, as shown in Fig.3.

The 100Hz attitude update results calculated by Yan’s 6
subsample 10 iteration times algorithm are used as the attitude
reference in this simulation. And the attitude error comparison
in high dynamic motion environment is shown in Fig.4. The
red, blue, and green curves represent attitude drift errors in x,
y and z direction, respectively. The upper part of Fig.4(a) is
the proposed three-subsample algorithm (named 3 sample for
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short), and the lower part is the traditional 3 sample algorithm
(named traditional algorithm for short); the upper part of the
Fig.4(b) is the three subsample algorithm of YAN (named Yan-
3sample for short) [18], [19], and the lower half is the four
subsample algorithm of Yan (named Yan-4sample for short);
the upper part of Fig.4(c) is WuYuanxin’s RodFIter algorithm
(named RodFlter for short), the lower part of the solid line is
the four-subsample fourth-order algorithm of WANG (named
WANG 44 algorithm for short), and the dotted line is the
four-subsample fourth-order algorithm obtained in this paper
(named proposed 44 algorithm for short).

The traditional algorithm is the optimized 3 sample cone
error compensation algorithm proposed by Miller [20].
Yan’s 3 sample and 4 sample algorithms are accurate
numerical solution for strapdown attitude algorithm based on
picard iteration [19]. The samples and iteration times used
in the RodFIter algorithm are 4 and 6, respectively. If you
are interested, you can refer to the RodFIter application and
test by yourself: https://www.researchgate.net/project/Motion-

Fig. 3. Angular rate and angular acceleration versus time.

Representation-and-Inertial-Computation-Inertial-Navigation-
and-Beyond. WANG 44 algorithm is Eq.30-32 in [30] which
the fourth-order cross-product terms were first considered.

From Fig.4, we can see that the accuracy of the three
subsamples of YAN and the three subsamples proposed in
this paper is significantly better than the one of the traditional
three subsamples. YAN’s four-sample algorithm is better than
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Fig. 4. Attitude error comparison in high dynamic motion environment. (a) Proposed 3 sample algorithm and traditional 3 sample algorithm (b) Yan
3 sample algorithm and Yan 4 sample algorithm (c) WuYuanxin’s RodFIter, WANG 4 sample 4 order and 4 sample 4 order algorithm proposed in
this paper.

YAN’s three-sample algorithm; The algorithm accuracy of
Wu’s RodFIter is equivalent to the accuracy of Yan’s four-
sample algorithm; WANG 4 sample 4 order and the 4 sample
4 order attitude error compensation algorithm proposed in
this paper with comparable accuracy, both are superior to
YAN’s four-sample algorithm. Because of that the attitude
compensation coefficients obtained by this paper and WANG
are almost the same, there is no significant difference in
accuracy. In other words, the algorithm proposed in this paper
uses different ideas, but it can also achieve excellent results.

V. CONCLUSION

In order to improve the performance of the navigation
algorithm, a improved high-dynamic cone error compensation
algorithm is proposed in this paper. To address the limitations
of traditional algorithms in the case of large cone angles or
in high dynamic maneuvering environments, the three order
and four order cross products and the cross multiplication
terms are reconsidered in the proposed algorithm avoiding
errors caused by approximate. And then the three sub-sample
attitude compensation algorithm is deduced in detail. What’s
more, we also give the derivation idea and the error compen-
sation cofficient of the four sub-sample attitude compensation
algorithm. The derivation method given in this paper does not

need to know the coefficient compensation model in advance,
resulting that the derivation of high-sample and high-order
attitude compensation algorithms are much easier to imple-
ment. In addition pure coning and high dynamic environment
simulations were come out to evaluate the performance of
the proposed algorithm. The results show that the attitude
error of the improved algorithm is less than the one of the
traditional algorithm in typical conical motion case as well
as high dynamic environment, proving its effectiveness and
superiority.

ACKNOWLEDGMENT

The authors want to express their sincere thanks to the
reviewers and the associate editor of this paper for their
constructive comments and suggestions, which improved the
quality of this paper.

REFERENCES

[1] P. Savage, “Strapdown inertial navigation integration algorithm design
Part 1: Attitude algorithms,” J. Guid., Control Dyn., vol. 21, no. 1,
pp. 19–28, 1998.

[2] P. G. Savage, “Strapdown inertial navigation integration algorithm design
Part 2: Velocity and position algorithms,” J. Guid., Control, Dyn.,
vol. 21, no. 2, pp. 208–221, 1998.



JIANG et al.: IMPROVED ATTITUDE COMPENSATION ALGORITHM IN HIGH DYNAMIC ENVIRONMENT 317

[3] L. Zhang, W. Gao, Q. Li, R. Li, Z. Yao, and S. Lu, “A novel monitoring
navigation method for cold atom interference gyroscope,” Sensors,
vol. 19, no. 2, p. 222, Jan. 2019.

[4] J. Collin, P. Davidson, M. Kirkko-Jaakkola, and H. Leppäkoski, “Inertial
sensors and their applications,” in Handbook of Signal Processing
Systems. New York, NY, USA: Springer, 2019, pp. 51–85.

[5] G. Sun, L. Wu, Z. Kuang, Z. Ma, and J. Liu, “Practical tracking control
of linear motor via fractional-order sliding mode,” Automatica, vol. 94,
pp. 221–235, Aug. 2018.

[6] G. Sun, Z. Ma, and J. Yu, “Discrete-time fractional order terminal sliding
mode tracking control for linear motor,” IEEE Trans. Ind. Electron.,
vol. 65, no. 4, pp. 3386–3394, Apr. 2018.

[7] S. Xu, G. Sun, Z. Ma, and X. Li, “Fractional-order fuzzy sliding
mode control for the deployment of tethered satellite system under
input saturation,” IEEE Trans. Aerosp. Electron. Syst., vol. 55, no. 2,
pp. 747–756, Apr. 2019.

[8] H. Cheng and K. Gupta, “An historical note on finite rotations,” J. Appl.
Mech., vol. 56, no. 1, pp. 139–145, 1989.

[9] Y. Zhang, F. Yu, W. Gao, and Y. Wang, “An improved strapdown inertial
navigation system initial alignment algorithm for unmanned vehicles,”
Sensors, vol. 18, no. 10, p. 3297, Oct. 2018.

[10] M. Wang, W. Wu, and X. He, “Design and evaluation of high-order
non-commutativity error compensation algorithm in dynamics,” in Proc.
IEEE/ION Position, Location Navigat. Symp. (PLANS), Apr. 2018,
pp. 34–41.

[11] R. Jiang, G. Yang, R. Zou, J. Wang, and J. Li, “Accurate compensation
of attitude angle error in a dual-axis rotation inertial navigation system,”
Sensors, vol. 17, no. 3, p. 615, 2017.

[12] S.-B. Zhang, X.-C. Li, and Z. Su, “Cone algorithm of spinning vehicles
under dynamic coning environment,” Int. J. Aerosp. Eng., vol. 2015,
Nov. 2015, Art. no. 904913.

[13] Y. Zhang, F. Yu, Y. Wang, and K. Wang, “A robust SINS/VO integrated
navigation algorithm based on RHCKF for unmanned ground vehicles,”
IEEE Access, vol. 6, pp. 56828–56838, 2018.

[14] Q. Sun, Y. Tian, and M. Diao, “Cooperative localization algorithm based
on hybrid topology architecture for multiple mobile robot system,” IEEE
Internet Things J., vol. 5, no. 6, pp. 4753–4763, Dec. 2018.

[15] J. G. Lee, J. G. Mark, D. A. Tazartes, and Y. J. Yoon, “Extension of
strapdown attitude algorithm for high-frequency base motion,” J. Guid.,
Control, Dyn., vol. 13, no. 4, pp. 738–743, 1990.

[16] M. B. Ignagni, “Efficient class of optimized coning compensation
algorithms,” J. Guid., Control, Dyn., vol. 19, no. 2, pp. 424–429, 1996.

[17] D. Titterton, J. L. Weston, and J. Weston, Strapdown Inertial Navigation
Technology, vol. 17. Edison, NJ, USA: IET, 2004.

[18] G. M. Yan, W. S. Yan, and D. M. Xu, “Limitations of error estimation
for classic coning compensation algorithm,” J. Chin. Inertial Technol.,
vol. 16, no. 4, pp. 379–385, Dec. 2008.

[19] G. M. Yan, J. Weng, X. Yang, and Y. Qin, “An accurate numerical
solution for strapdown attitude algorithm based on Picard iteration,”
J. Astronaut., vol. 38, no. 12, pp. 1308–1313, 2017.

[20] R. B. Miller, “A new strapdown attitude algorithm,” J. Guid., Control,
Dyn., vol. 6, no. 4, pp. 287–291, 1983.

[21] M. B. Ignagni, “Optimal strapdown attitude integration algorithms,”
J. Guid., Control, Dyn., vol. 13, no. 2, pp. 363–369, 1990.

[22] Y. FuhJiang and Y. P. Lin, “Improved strapdown coning algorithms,”
IEEE Trans. Aerosp. Electron. Syst., vol. 28, no. 2, pp. 484–490,
Apr. 1992.

[23] Y. F. Jiang and Y. P. Lin, “On the rotation vector differential equation,”
IEEE Trans. Aerosp. Electron. Syst., vol. 27, no. 1, pp. 181–183,
Jan. 1991.

[24] C. G. Park, K. J. Kim, J. G. Lee, and D. Chung, “Formalized approach to
obtaining optimal coefficients for coning algorithms,” J. Guid., Control,
Dyn, vol. 22, no. 1, pp. 165–168, 1999.

[25] M. Song, W. Wu, and X. Pan, “Approach to recovering maneuver
accuracy in classical coning algorithms,” J. Guid., Control, Dyn., vol. 36,
no. 6, pp. 1872–1881, 2013.

[26] P. G. Savage, “Coning algorithm design by explicit frequency shaping,”
J. Guid. Control Dyn., vol. 33, no. 4, pp. 1123–1132, 2010.

[27] M. Wang, W. Wu, J. Wang, and X. Pan, “High-order attitude compensa-
tion in coning and rotation coexisting environment,” IEEE Trans. Aerosp.
Electron. Syst., vol. 51, no. 2, pp. 1178–1190, Apr. 2015.

[28] Y. Wu, “RodFIter: Attitude reconstruction from inertial measurement by
functional iteration,” IEEE Trans. Aerosp. Electron. Syst., vol. 54, no. 5,
pp. 2131–2142, Feb. 2018.

[29] Y. Wu, Q. Cai, and T.-K. Truong, “Fast RodFIter for attitude reconstruc-
tion from inertial measurements,” IEEE Trans. Aerosp. Electron. Syst.,
vol. 55, no. 1, pp. 419–428, Aug. 2019.

[30] M. Wang, W. Wu, X. He, G. Yang, and H. Yu, “Higher-order rota-
tion vector attitude updating algorithm,” J. Navigat., vol. 72, no. 3,
pp. 721–740, 2019.

Pan Jiang received the bachelor’s degree from
Harbin Engineering University, China, in 2015.
He is currently pursuing the Ph.D. degree with
the Harbin Institute of Technology.

His main research direction is high precision
inertial navigation algorithm.

Guochen Wang received the B.Eng. degree
from Harbin Engineering University, Harbin,
China, in 2010, and the Ph.D. degree from Harbin
Engineering University, Harbin, in 2016.

He currently holds a postdoctoral position with
the School of Instruments Science and Tech-
nology, Harbin Institute of Technology, Harbin,
Heilongjiang. His current research interests
include inertial navigation system and fiber-
optics gyroscope.

Ya Zhang received the B.Eng. and Ph.D. degrees
from Harbin Engineering University, Harbin,
China, in 2010 and 2015, respectively.

She currently holds a postdoctoral position with
the School of Electrical Engineering and Automa-
tion, Harbin Institute of Technology, Harbin,
Heilongjiang. Her current research interests
include vision-based mobile robot navigation
system and multi-sensor information fusion.

Lin Zhang received the B.Sc. degree from
Harbin Engineering University in 2013. She is
currently pursuing the Ph.D. degree with the
Harbin Institute of Technology, China.

Her main research interests include perfor-
mance improvement of atom interference gyro-
scope and its application in inertial navigation
systems.

Shiwei Fan was born in 1993. He received the
B.S. degree from the Department of Automation,
Harbin Engineering University, Harbin, China, in
2015. He is currently pursuing the Ph.D. degree
in instruments science and technology with the
Harbin Institute of Technology.

His current research interests include inertial
navigation system and cooperative navigation
system.

Dingjie Xu was born in April 1966. He is currently
a Professor and a Doctoral Tutor with the Insti-
tute of Navigation Instrument, Harbin Institute
of Technology. He is mainly engaged in teach-
ing and research in navigation, guidance, and
control.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Black & White)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /AdobeArabic-Bold
    /AdobeArabic-BoldItalic
    /AdobeArabic-Italic
    /AdobeArabic-Regular
    /AdobeHebrew-Bold
    /AdobeHebrew-BoldItalic
    /AdobeHebrew-Italic
    /AdobeHebrew-Regular
    /AdobeHeitiStd-Regular
    /AdobeMingStd-Light
    /AdobeMyungjoStd-Medium
    /AdobePiStd
    /AdobeSansMM
    /AdobeSerifMM
    /AdobeSongStd-Light
    /AdobeThai-Bold
    /AdobeThai-BoldItalic
    /AdobeThai-Italic
    /AdobeThai-Regular
    /ArborText
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /BellGothicStd-Black
    /BellGothicStd-Bold
    /BellGothicStd-Light
    /ComicSansMS
    /ComicSansMS-Bold
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /Courier-Oblique
    /CourierStd
    /CourierStd-Bold
    /CourierStd-BoldOblique
    /CourierStd-Oblique
    /EstrangeloEdessa
    /EuroSig
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Helvetica
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Oblique
    /Impact
    /KozGoPr6N-Medium
    /KozGoProVI-Medium
    /KozMinPr6N-Regular
    /KozMinProVI-Regular
    /Latha
    /LetterGothicStd
    /LetterGothicStd-Bold
    /LetterGothicStd-BoldSlanted
    /LetterGothicStd-Slanted
    /LucidaConsole
    /LucidaSans-Typewriter
    /LucidaSans-TypewriterBold
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MinionPro-Bold
    /MinionPro-BoldIt
    /MinionPro-It
    /MinionPro-Regular
    /MinionPro-Semibold
    /MinionPro-SemiboldIt
    /MVBoli
    /MyriadPro-Black
    /MyriadPro-BlackIt
    /MyriadPro-Bold
    /MyriadPro-BoldIt
    /MyriadPro-It
    /MyriadPro-Light
    /MyriadPro-LightIt
    /MyriadPro-Regular
    /MyriadPro-Semibold
    /MyriadPro-SemiboldIt
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /Symbol
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Webdings
    /Wingdings-Regular
    /ZapfDingbats
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 300
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 900
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.33333
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /Unknown

  /CreateJDFFile false
  /Description <<
    /ENU ()
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


