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Autonomous Recalibration of Star Trackers
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Abstract— Star trackers must be calibrated prior to flight so
that they can make accurate measurements of star positions
within the instrument field of view. This calibration is usually
performed in atmosphere and after the sensor is launched;
it is not uncommon to observe a small shift in some of
the calibration parameters. In this paper, we explore several
autonomous strategies for on-orbit recalibration of star track-
ers. We present an improved version of a popular camera
model, develop optimizations to identify optimal parameter
values, and validate performance using the data collected from
on-orbit sensors. When compared with human-mediated batch
processing, autonomous methods have comparable reliability,
performance, and commissioning time. The sensor datasets used
in this paper come from six Sinclair Interplanetary ST-16 star
trackers launched between November 2013 and July 2014. Both
batch and autonomous approaches to on-orbit calibration yield
improvements in measurement availability as well as a 20%–80%
reduction in residual geometric error compared to ground
calibrations.

Index Terms— Star trackers, calibration, parameter
estimation, extended Kalman filter, nonlinear least squares.

I. INTRODUCTION

AN ESSENTIAL step in star tracker processing is to
calculate the direction vector corresponding to an imaged

star. This process relies on the use of a geometric camera
model that can relate image coordinates to the sensor’s external
reference frame. Most camera models include parameters
for focal distance and the principal point location [1], but
many also attempt to correct distortion and other non-ideal
behaviors [2], [3]. Using incorrect parameter values during
star-vector calculations not only degrades the accuracy of the
star tracker’s attitude estimates, but can also impair its ability
to identify stars at all.

Camera parameters are typically calibrated during the man-
ufacture of the sensor. A variety of factors can subsequently
introduce changes into these parameter values. These include:
changes in refractive index from calibration conditions
(i.e., air vs. vacuum); thermal expansion; disturbances from
launch vibration; and component aging [4]. Some adjustment
is often necessary during the initial satellite checkout phase
to optimize sensor performance, however it may also be nec-
essary to make periodic adjustments to the sensor parameters
over the course of the mission lifetime.
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Several different approaches to adjusting the camera para-
meters have been proposed in the literature. Pittelkau [5]
and others have highlighted a number of the risks and bene-
fits of different approaches to recalibration. Human-mediated
batch-processing carries little operational risk but can cause
excessive operational and bandwidth demands during satellite
commissioning. This approach is most suitable for occasional
updates under the direct supervision of the satellite oper-
ators. Autonomous, online algorithms require less operator
intervention, but must be implemented with care to reduce
mission risk. These algorithms may incorporate sliding win-
dows or artificial dynamics to permit the estimator to track
slow parameter changes over time.

This manuscript expands upon an earlier study that pre-
sented our preliminary analysis of recalibration using orbital
data [6]. We consider the efficacy of both batch and sequential
reprocessing techniques. We discuss details of the estimator
formulation, compare the performance of different implemen-
tation against batch methods, and validate our approach using
flight data from a number of Sinclair Interplanetary ST-16 star
trackers.

A. Prior Work

Misaligned or uncalibrated attitude sensors and gyros may
cause large measurement residuals in attitude determina-
tion systems. Ground-based calibration for attitude sensors,
including star trackers, has been well documented, (e.g., for
examples see [7] or [8]), however on-orbit adjustments are
frequently required [1]. Batch processing to improve alignment
has been standard practice for some time, and a significant
body of research has explored Kalman Filters and other
sequential estimators for online recalibration. Pittelkau [5]
provides a good overview of this practice and discusses a
number of missions including SIRTF [9] and Cassini [10] that
used these techniques. Although these estimators have had suc-
cess identifying tens of calibration parameters, they generally
concentrate on system-level recalibration emphasizing sensor-
to-sensor alignment and other similar bias corrections. Other
sensors, such as the Inertial Stellar Compass [11] have used
an internal estimator to fuse data between dissimilar sensing
components. The ISC consists of an integrated star tracker and
rate gyro, and uses an online filter to estimate gyro bias.

A number of researchers have studied the estimation of
camera parameters using only data obtained by the star tracker
itself. Much of this arose from John Junkins and his research
group at Texas A&M University. Saaman et al. [12] formulated
an estimator that would minimize errors between the star
vectors calculated from imaged stars and the corresponding
inertial star vectors. Singla et al. [13] extended the study
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TABLE I

SUMMARY OF ON-ORBIT ST16 SENSORS

and evaluated performance techniques using simulations and
ground tests. Finally, Griffith et al. [14] proposed using
a modified recursive least squares algorithm with additive
process noise and a forgetting factor to give preference to the
most recent available data. This is especially useful when the
parameters may drift over time.

Other researchers have taken online star tracker calibration
in different directions. Pal and Bhat [15] solve for the focal
length and principal point using a closed form solution and
then use a least-squares estimator to determine distortion para-
meters. Liu et al. [16] suggest collapsing several successive
estimates into a single Kalman filtering step. Shen et al. [17]
also demonstrate how the focal distance, principal point, and
radial and tangential distortion parameters can all be estimated
with a single filter.

This paper extends the existing research in several important
ways.

• First, our model inverts a recent model developed by
Wang et al. [2]. Unlike many popular approaches, our
model calculates the measurement star vector directly and
avoids the need to numerically solve nonlinear equations
for each detected star.

• Second, we have extended Wang’s method to use a star-
pair arclength error metric and analytic gradient informa-
tion. This avoids the inadvertent measurement weighting
that arises when the calibration residual is calculated
using the cosine of the arclength.

• Third, we evaluate batch and recursive performance using
a sizable archive of orbital data. These datasets span
multiple sensor units and many different areas of the
sky. Because it is difficult to include effects of modeling
errors in simulation, many ground-based performance
predictions tend to be overly optimistic; our inclusion of
a large amount orbital data helps to evaluate the benefits
of these estimators under realistic operating conditions.

B. On-Orbit Sensors

The sensor we have used as a baseline design in this
study is the Sinclair Interplanetary ST-16 star tracker. This
is a small (90 g, 59 × 56 × 32 mm) star tracker intended
for microsatellites or large nanosatellites. The sensor provides
three-axis attitude measurements (∼ 7 arcseconds, cross axis)
at 2 Hz. We have detailed additional features of the design and
performance of the sensor in [18]–[20].

The first ST-16 sensors were launched in November 2013,
and by July 2017 a total of 21 star trackers were
on-orbit. In this paper, we examine telemetry from six of these

sensors (on four satellites), and use these data to evaluate
the effectiveness of our recalibration techniques. The batch
algorithms presented in this study were used to tune the
camera parameters for the on-orbit sensors and the sequential
estimators have been tested on engineering model hardware.

It is worth mentioning a few details of the ST-16 processing
model that are germane to this study. Each time the sensor
is asked to take a reading it takes two image exposures in
quick succession, locates and identifies stars in each image,
and returns a single quaternion estimate corresponding to the
image with the highest quality solution. This double-exposure
sequence allows us to estimate the sensor rotation rate and
compensate for warping effect of the sensor’s electronic rolling
shutter [21], without the need to carry persistent state in the
sensor (this processing approach means that there is essentially
no start-up time required to obtain an attitude lock). We term
each reading a telemetry frame. A series of frames constitutes a
telemetry set. In normal sensor operation, the telemetry frames
only contain status information, attitude, and rate, however,
the operator can command the sensor to return the star
centroid locations, and a summary of star matches. Although
the ST-16 can produce telemetry frames at 2 Hz, operational
limitations typically dictate that our collected telemetry be
sampled much more sparsely.

The extended telemetry information is essential for recali-
brating the sensor camera parameters. Using a ground-based
implementation of the sensor flight software, we can re-run
the star vector, matching, and attitude algorithms and evaluate
the effect of changes to the calibration parameter values.
This approach bypasses the raw image processing. When
compared to the original version of the telemetry frame, the
re-matched frame may have different calculated star vectors.
If these star vectors agree better with the known (cataloged)
star-pattern geometry, the matching routines may successfully
match additional stars, and the overall attitude solution may
improve as well.

Table I shows a summary of the sensors considered in this
study. From the available telemetry we selected two subsets
for each sensor. The first is a longer dataset we use for
calibrating the sensor parameters; the second — a shorter
segment, imaging a different part of the sky — is a validation
set. The time intervals between the paired datasets range from
a few hours to several days — short enough that we do not
expect any aging effects, but long enough to decouple any
temperature-induced changes.

To assess the performance improvement of the optimized
camera parameters we compute error and availability metrics
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using re-matched versions of the validation telemetry set. The
telemetry sets have been edited to remove periods of eclipse
as well as Earth and sun incursions into the sensor field of
view (FOV). All orbits are sun-synchronous, and the specified
altitude is an approximation based on the orbital semi-major
axis and the equatorial earth radius.

II. PARAMETER FITTING

In this section we develop the mathematical framework that
will allow us to optimize the ST-16 camera parameters using
on-orbit data. We start with a summary of the camera model
used by the ST-16. We then formulate a cost function using
the arclength between pairs of stars. This cost function and
its Jacobian form the basis for deriving batch and sequential
least-squares estimators for the sensor parameters.

A. Camera Model

A camera model defines the series of relationships relating
unit star vectors and star centroid locations on the detec-
tor. Model parameters can be physically motivated (e.g.,
focal length) or merely abstract correction coefficients. The
emphasis in model selection is to allow precise calculation
of the incident star vectors, not on general optical charac-
terization. Thus, traditional aberrations such as coma and
astigmatism are not modeled explicitly; it is only their net
contribution to centroid motion that must be represented.
Chromatic aberration can be significant since its effect can
vary with stellar spectrum, however per-star corrections to the
calibrated focal length can be quite effective in mitigating this
problem [22].

The ST-16 calibration model is an eight-parameter, inverted
version of the model presented by Wang et al. [2]. In their
work, they use the incident ray to calculate the ray intersection
with the detector; we solve for the incident ray corresponding
to a known detector location. Thus, our formulation avoids
the need for numerical iteration when calculating the star
vectors. Other models are common in the computer vision
(e.g., [3]) and star tracker (e.g., [8]) literature, but we focus
this study on the model used in the actual ST-16 flight
software. We have made a limited comparison to the expressive
power of other camera models by restricting the parameters
altered during optimization. In this manner we can mimic the
behavior of reduced-order models such as those developed by
Samaaan et al. [12].

This study considers only the intrinsic parameters of the
sensor. Determining extrinsic quantities, such as the misalign-
ment between a star trackers and the spacecraft, would rely on
a secondary source of attitude information. No such secondary
reference was available in this study.

We define the detector-plane reference frame D with respect
to the virtual detector plane. This virtual detector lies in front
of the theoretical pinhole (see Figure 1) and avoids the need
to handle image inversion in our derivations. The x-axis lies
in the direction of increasing rows and the y-axis lies in
the direction of increasing columns. The nominal z-axis lies
along the optical axis and points out of the sensor. Starting
with the detected centroid location (mc, nc), we calculate the

Fig. 1. Pinhole camera model.

detector-plane displacements, u and v, from the optical center,
(m0, n0).

[
u
v

]
=

[
�(mc − m0)
gy�(nc − n0)

]
(1)

where � is the pixel size and gy is the a relative skew factor
between pixel spacing in the x- and y-directions.

We apply a distortion correction to compensate for the
decentering and prism effects. These aberrations are parame-
terized by the constants a1 and a2 and represent linearized
rotations in the X- and Y -axes. These rotations give the
modified coordinates similar to those given by Wang et al. [2]

U = u · f

a1v + a2u + f
(2)

V = v · f

a1v + a2u + f
(3)

From these coordinates, we calculate a radial correction
factor, B , of the form

B = 1 + b2ρ
2 + b4ρ

4 (4)

where

ρ =
√

U2 + V 2 (5)

and b2 and b4 are the radial distortion coefficients.
We then have two position vectors of points that lie on the

ray to the star: the theoretical pinhole and the focal plane
intersection. Thus, the direction to the star is

rD =
⎡
⎣ BU

BV
f

⎤
⎦ (6)

We can then normalize this vector to arrive at sD .

sD = rD

‖rD‖ (7)

We can succinctly write the parameter values as a state
vector

x �
[

f m0 n0 b4 b2 a1 a2 gy
]T (8)

This model allows us to predict the star vector sD in
the detector frame corresponding to a measured centroid
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location (mc, nc). During ground calibration we are able to
supplement the calibration with an alignment step to measure
the rotation between the detector frame and alignment features
on the sensor chassis. This allows us to calculate star vectors
(and attitude) relative to the external frame of the sensor,
e.g., sS . We store the rotation matrix CS D as an additional
intrinsic parameter in the sensor memory.

B. Error Models

Formulating our calibration cost-function in terms of the
angular separation between observed stars ensures that the
resulting optimization is independent of absolute attitude.
Given two star vectors expressed in the detector frame, sD,i

and sD, j the measured angular separation — i.e., arclength —
between them is

ϕ̃i j = arccos
(

sT
D,i sD, j

)
(9)

Alternately, using the cataloged, inertial-frame star vectors
sI,i and sI, j we can calculate the true separation between the
same two stars

ϕi j = arccos
(

sT
I,i sI, j

)
(10)

Many extant calibration models use the difference of dot-
products as a surrogate for calculating the actual arclength
error, i.e.,

ei j = cos ϕ̃i j − cosϕi j

= cos (ϕ + δ2 − δ1)− cosϕi j

≈ (δ1 − δ2) sin ϕ (11)

where δi and δ j are the one-dimensional error contributions
from each star. This result is problematic as the error is pro-
portional not just to the contributions from each centroid, but
to sin ϕ as well. Therefore, this error formulation introduces
arbitrary and unjustified weights into the error contributions of
each star pair. Instead, we calculate arclength errors explicitly

ei j � δϕi j = ϕ̃i j − ϕi j (12)

We can enumerate all the admissible star pairs in a set of
observations and form the observation vector

δϕ = [
δϕi j

]
(13)

In a scene with N stars there are N (N − 1) /2 possible ϕi j

measurements available. We must select a non-redundant set
of measurements to ensure that the measurement covariance
remains positive definite. We can deduce that there are at most
2N − 3 independent arclengths in a scene of N stars. This
follows from the observation that each star contributes two
position measurements, but there are three bulk rotations of
the whole star pattern that are unobservable in the arclength
pseudo-measurements.

Optimization of the chosen arclengths may be possible, but
such a scheme lies beyond the scope of this study. Instead we
have adopted the following heuristic to select arclengths: First,
number the N observed stars so that no three sequential stars
are collinear. Arclengths are computed from Star-i to Star-
(i + 1) and Star-(i + 2). This defines the 2N −3 observations

Fig. 2. Geometric relationships between three stars. This figure illustrates
the arc-lengths (ϕ), dihedral angles (ψ), and star position uncertainty (σ ).

in δϕ It is trivial to show that this generates a completely
connected set of stars with the desired number of arclengths.

We can form δϕ for a single telemetry frame or as the
aggregate of all the star pairs over a batch of telemetry frames.

Our quadratic cost function J is then

J = 1

2
δϕT Wδϕ (14)

Here we have introduced a weighting matrix W to account
for differences between the measurements. Measurements are
weighted using the inverse covariance of the arclength error.
To find an expression for the elements of the covariance, R,
we consider how this matrix is defined

R ≡ E
{
δϕδϕT

}
(15)

If the star-position errors are isotropic and small compared to
the arclengths themselves we can write simple expressions for
the elements of R. Figure 2 illustrates the relevant geometric
relationships and Appendix A provides a proof that R is
invertible, but details of these derivations have been omitted
for the sake of brevity. The diagonal elements are related to
the variance of the star centroid locations, e.g., σ 2

i .

Rij,i j = E
{
δϕ2

i j

}
= σ 2

i + σ 2
j (16)

The off-diagonals depend on the specific geometry of
the stars involved. Off diagonal elements corresponding to
arclengths that share no common stars will be zero. When
stars are shared, we assume that the quantity E

{
δϕi j δϕ j k

}
depends only on the error at the common star, j . This allows
us to approximate the off-diagonal term as

Rij, j k ≡ Rijk = E
{
δϕi j δϕ j k

} ≈ σ 2
j cosψi j k (17)

The quantity ψi j k represents the dihedral angle between the
two outgoing arcs from star- j . From spherical geometry we
calculate

cosψi j k = cosϕik − cosϕi j cosϕ j k

sin ϕi j sin ϕ j k
(18)

This formulation of the R matrix allows us to use any
available model for the centroid error. The σi values can be
set to a constant centroid accuracy or may depend on other
factors such as star brightness or position in the field of view.

Cost functions are evaluated over the star pairs extracted
from one or more telemetry frames. We use the notation,
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Tk to refer to a single telemetry frame or T to refer to a
telemetry set. When we re-match a telemetry frame Tk with
a new set of sensor parameters, x, we obtain a re-matched
telemetry frame, Tk (x). Thus, we can use the following
shorthand to represent the current cost function evaluation at
any time during the optimization

J = J (x) = J {T (x)} (19)

Similarly δϕ (T (x)) denotes the vector of arclength errors
for the re-matched telemetry set T (x). This telemetry set has
RMS error

δϕRMS (T (x)) =
√

J (T (x))
Nϕ

(20)

where Nϕ is the number of star pairs in each set.
The matching process in the ST-16 includes geometric

consistency checks so different sets of parameter values —
e.g., xA and xB — may give rise to arclength error vectors
of different length. Thus Nϕ (xA) �= Nϕ (xB). To ensure that
error comparisons between parameters sets are fair, we must
evaluate δϕ using a common set of star pairs. Thus, we use star
matches identified using one of the sets T (xA), but calculate
star vectors for the identified stars using a different set of
parameters sD (xB). We denote this common-pair metric as
δϕRMS (T (xA) , s (xB)). In our study, we used the largest set
of star pairs available for these calculations.

C. Batch Estimator

For the batch estimator, we require the Jacobian of the
sensor cost function

Hbatch ≡ ∂δϕ

∂x
= ∂ϕ̃

∂x
(21)

We build the Jacobian using the available star pairs in a
sequence of telemetry frames, T. For the ST-16, each frame,
Tk contains two exposures, and each image will contain a
number of stars. To prevent the possibility of incorrect matches
corrupting the fit, we only consider images in which we match
at least a minimum number of stars, i.e., Nmatch ≥ Nmin.
In these tests Nmin = 4 is a good heuristic for selecting
good-quality images. Appendix B gives analytical expressions
for the partial derivatives needed to assemble H. With error,
δϕ, and the Jacobian, Hbatch, we can use any batch mini-
mizer to find the optimal x̂. In this study we use Matlab’s
Levenberg-Marquardt implementation (through lsqnonlin),
but a simpler Gauss-Newton solver may also be suitable.
Initial parameter values, x0, can be derived from ground-based
calibration but in practice the optimization is robust to starting
values. For the sensors examined in this study, initializing x
with nominal values, particularly for the distortion coefficients,
has yielded good results.

Once we have found x̂, we can reprocess T with the
optimized camera parameters. This often leads to increases in
both the availability as well as the average number of matched
stars. Repeating the optimization with the additional matching
information can sometimes improve the quality of x̂, but
after 2-3 optimization cycles there tends to be little change
in the calibration.

TABLE II

MODEL PARAMETER NORMALIZATION

We can improve the numerical conditioning of the optimiza-
tion by transforming the model parameters so they have zero
mean and unity variance (between units). This transformation
takes the form

x ′
p = x p − x̄ p

σp
(22)

Thus, the modified states become normalized perturbations to
the nominal values.

The means, x̄ p , and standard deviations, σp , describe typ-
ical parameter variations from unit-to-unit. Table II shows
the values derived from our ground calibration of many
ST-16 sensors. Significant improvement in numerical condi-
tioning can be achieved, even if these quantities are only
known approximately.

To make use of the transformed model values, we consider
the scaled Jacobian

H′ = HbatchWJ (23)

where WJ is a diagonal matrix whose elements are the σp .
Thus, H′ effectively measures the effect on the cost function
of a relative change in the transformed parameter value.
Examining the S and V matrices in the typical SVD

USVT = H′ (24)

allows us to classify the relative observability of the differ-
ent model parameters. Parameters included in model vectors
corresponding to large singular values are more observable
than those corresponding to small singular values. To imple-
ment this approach, the Jacobians are scaled during each
optimization iteration (using Section II-C) and the parameters
are scaled using Section II-C.

This scaling brings the condition number of H from about
1014 down to around 120 − 150 depending on the dataset.
This represents a significant improvement in the numerical
conditioning. In absolute terms, the condition number is still
fairly high, suggesting that separating some model parameters
may still be difficult. Analysis of the columns of V shows the
primary problem: although the net effect of m0 and a2 (and
similarly, n0 and a1), are readily observable, their differential
effect is harder to separate. This observation supports our ear-
lier discussion regarding the similar effects of these parameter
pairs and explains how different optimizations can arrive at
different optimal parameter values.

Finally, we note that our error metric is attitude independent.
Consequently, we cannot detect any bulk rotational bias that
the parameter changes may impart. To avoid the need to
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re-align the star tracker with other spacecraft instruments, after
the recalibration is complete, we take a final pass through the
data comparing the attitude estimates obtained from T (x0)
with those from T

(
x̂
)
. We solve for the average rotation [23]

between these results and update CS D to null out any secular
change.

D. Sequential Estimators

Batch recalibration is effective but makes significant
demands of the mission operations team. Scheduling full
telemetry downloads and uploading new calibration constants
can introduce unwanted delays during satellite commission-
ing. Migrating the recalibration logic onto the sensor itself
is attractive from an operational standpoint but processing
large telemetry batches on the sensor would be impractical.
Sequential estimators can achieve comparable performance
levels with only modest memory requirements. Although the
overall computational requirements are similar, the required
calculations can be spread out over time, minimizing the
impact on sensor performance. In this section, we consider
several estimators based on the Extended Kalman Filter for
determining x̂.

Starting with initial estimates of the sensor parameters,
x̂0, and state covariance, we process the sensor readings one
telemetry frame at a time. For telemetry frame Tk we employ
the standard set of EKF update equations for Kalman Gain,
K, state, x̂, and state covariance, P

Kk = P−
k Hk

(
HkP−

k HT
k + Rk

)−1
(25)

x̂+
k = x̂−

k + Kkδϕk (26)

P+
k = (

I − KkHk

)
P−

k (27)

where Hk ≡ H
(
x̂k

)
. The observation vector δϕk is formed

from the two image exposures in the k-th telemetry frame.
We assume that the measurement covariance, Rk is defined
similarly to Section II-B and Section II-B, but here they will
only make use of arclengths from a single telemetry frame.

We assume that the model parameters are constants, so there
are no dynamics to affect state propagation from measure-
ment to measurement. Artificial process noise, represented by
covariance Q can be added to keep the elements of P from
getting too small. Between one frame and the next we have

x−
k+1 = x+

k (28)

P−
k+1 = P+

k + Qk (29)

Our initial approach to recalibration [6], employed a stan-
dard EKF for sequential estimation. To improve numerical
conditioning and reduce computational costs we have adopted
a Carlson-Schmidt Square-Root filter (SQRF) algorithm [24].
The SQRF filter equations are presented in Appendix C.

Several variations of the sequential filter are possible.
As part of our experiments, we evaluate how the following
changes can help tune the estimators performance.

1) Noise Covariance: The performance of the parameter
estimators depends heavily on our choices for the process and
measurement noise covariance matrices. As part of this study
we consider how different values of Q — including none at

all — can alter convergence behavior. Without the Q matrix,
the estimator is effectively just a sequential least-squares esti-
mator. Although artificial process noise is a common technique
for improving EKF convergence, it may not be necessary.

2) Role of Re-Matching: Each Tk contains the image loca-
tions of the matched stars, but also the locations of other stars
that were not successfully matched. This matching process
uses the calculated geometry of stars in the star tracker
image to identify the corresponding catalog stars and potential
matches are allowed or rejected based on the consistency
of their geometry with the catalog values. As the camera
parameters improve, so too does the matching performance
and T

(
x+

k

)
may contain more matched stars than T

(
x−

k

)
. Thus

we consider the effectiveness of the following variations:
• Match only with the baseline sensor values, i.e.,

Tk = Tk (x0).
• Match with the latest sensor estimate, i.e, Tk = Tk

(
x−

k

)
We recognize that keeping the baseline sensor values is a

conservative approach, but this may be operationally attractive
in that it will always preserve performance of the sensor in
case of filter divergence

III. RESULTS AND DISCUSSION

We wish to understand the effectiveness of both the batch
and sequential estimators in recalibrating the camera parame-
ters on the ST-16 star trackers. Evaluating the performance
of these algorithms against orbital data helps guide future
development and gives us insight into the accuracy of our
sensor models. Repeating these tests for different sensors pro-
vides some perspective into any common trends in parameter
behavior and may help improve the initial ground calibration.

Performance improvements can be assessed using several
different metrics:

• Availability. This is the fraction of telemetry frames
for which the star tracker returns a valid attitude fix.
Poor calibration leads to poor measurement of the star
vectors. When the sensed geometry is of questionable
quality, the sensor star-matching algorithms may report a
failed match. Good camera calibration parameters allow
the sensor to confidently match image stars against its
onboard catalog.

• Matched Stars. For a given telemetry dataset, this metric
captures the total number of stars that are successfully
matched. Matching additional stars generally correlates
with lower attitude estimation errors and helps maintain
availability if viewing conditions degrade (e.g., higher
body rates, stray light, etc.). For this study we express
this as the Matched Star Ratio

M S R � N (xA)

N (xB)
(30)

• RMS arclength error (δϕRMS). We use the arclength
error as the basis for our optimization cost function.
Not only does this have a strong effect on the matching
performance, but improvements in arclength error also
have a significant effect on attitude error. As discussed
previously, calibrations are compared by evaluating the
RMS error calculated from a common set of identified
star pairs.
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TABLE III

PARAMETER CHANGES DURING BATCH RECALIBRATION

A. Batch Estimator Results

Our first set of tests involved batch calibration of each
sensor. In these trials we determined the optimal x̂ using the
telemetry frames in the calibration telemetry sets. Not only
are these results useful for tuning the performance of these
sensors, but by examining the ensemble results over all the
data, we can look for common trends.

Table III shows the parameter changes for all six sensors.
The parameters have vastly different scales, so the changes
represent the number of σp increments between the initial lab
calibration and the final optimized values (see Table II for the
scaling constants). With the exception of Sensor-5, many of
the parameters exhibit similar changes in both magnitude and
direction: the f , b4, b2, and gy parameters are remarkably
consistent; These results suggest that the ground calibrations
exhibit a consistent bias, particularly in focal length. The
cause of this effect is unclear; possibilities include equipment
limitations, testing in atmosphere, or the numerical behavior
of the ground-calibration optimization.1

In Sensor-2 and Sensor-4 we see opposite motions in n0
and a1. The principal point and detector tilt parameters are
known to have significant linear dependence and the observed
complementary motions suggests that the cost function is fairly
shallow in the direction of combined motion.

Table IV summarizes the performance changes that accom-
pany the optimizations. Most sensors show improvement in
availability and an increase in the number of matched stars
(the matched star ratio is the ratio of successfully identified
stars after and before the optimization). All sensors also show
sizable reductions in error — most are better than 70%.
Sensor-6 data was collected with sub-optimal star detection
settings, and demonstrates higher error than is typical.

The calibration behavior of Sensor-5 is strikingly different
than the other sensors (as seen in both Table III and Table IV).
We see very little change in f , and the changes in the other
parameters do not follow the trends observed in the other
sensors. Judging from the performance metrics, it appears that
some of the initial Sensor-5 parameters were quite close to the
sensor’s optimal values. Consequently this sensor saw smaller
changes in parameters and performance during recalibration.
Sensor-6 displays some of the same characteristics — e.g.,

1Ground calibrations use centroid data gathered using an artificial star and
a motorized platform. The cost function is similar, but not identical to the
methods detailed in this study.

TABLE IV

BATCH CALIBRATION PERFORMANCE RESULTS

a smaller improvement in error — but the effects are not quite
as pronounced.

B. Sequential Estimator Results

Having established the baseline performance of the batch
estimators we wish to assess the relative performance of
the sequential estimators. Establishing a basis for comparison
across multiple parameters, sensors, datasets, and filter variants
is difficult. To help clarify our analysis we identify a number
of specific questions that we would like to resolve:

1) Is the error performance of the sequential estimators
similar to that of the batch recalibrations?

2) Which filter variants are most or least promising?
3) Do the filters exhibit acceptable convergence?
4) Are the optimized parameter values from the sequen-

tial estimators similar to those obtained from batch
recalibration?

5) How does our camera model compare to the
Samaan et al. [12] model?

To implement the comparison to the Samaan model,
we reformulate the filters to only optimize the focal length and
principal point (i.e., f , m0, and n0). This does not represent
a complete re-implementation of the associated measurement
and error models, but should be indicative of the power of the
reduced-order model to capture the sensor behaviors.

The following sections highlight some of the most important
results from our tests.

1) Error and Effectiveness: We measured the filter per-
formance by recalibrating the sensor parameters using a
calibration dataset and then evaluating the corresponding
RMSE values for a validation dataset. By using disjoint
datasets we lose the ability to track any physical changes in
the sensor but do not need to worry about overfitting. The
three primary variants of the sequential estimator were:

• The Q formulation. This filter includes process noise and
each telemetry frame is rematched before the measure-
ment updates using the current value of xk .

• The No-Q formulation. This filter does not include
process noise; the algorithm re-matches the telemetry
frames as in the Q case.

• The No-Refit formulation. This filter includes process
noise and only the raw telemetry, i.e., T (x0).

Table V shows the error results from the sequential trials.
The RMSE from the batch-calibrations are provided for com-
parison. Although it is clear that the batch values are not
necessarily optimal for the validation datasets — some of
the sequential estimators do better — they generally represent
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Fig. 3. Focal length convergence for Sensor-4. Initial parameter values can be obtained from a) initial laboratory calibration or b) the final batch values. The
dashed lines indicate 3 − σ bounds.

good performance. Examining the data and details of space-
craft motion during the datasets allows us make the following
observations:

• For most of the sensors the performance of the SQRF
No-Q filters come very close to that of the batch
estimator.

• Slow convergence is likely the cause in the few cases
where the filters have appreciably higher error than the
batch sensor (i.e., Sensors-5 and Sensor-2). We have
observed that providing additional calibration data will
eventually remove the remaining excess error.

• The No-Refit errors are higher than the other filter vari-
ants for most sensors. The overall performance may still
be acceptable (with the exception of Sensor-6), but unless
computational resources are severely limited, refitting
appears to be of significant benefit.

• The Q trials have similar errors to the No-Q trials. Unless
relatively fast parameter drift is expected — i.e., on
timescales of a single orbit — the use of process noise
appears to be unnecessary.

• RMS errors from the reduced order models are between
5% and 13% higher than the the full calibrations. The
1R test in Table V illustrates the typical performance
difference.

• Finally we note that the spacecraft motion and obser-
vations during these datasets can affect the overall
error magnitudes. For example, the validation errors for
Sensors-1, 2, 3 are significantly higher than the calibra-
tion error ratios, but for Sensor-6, the opposite appears
to hold.

Table VI shows the star-matching and availability results
from the sequential trials and the validation dataset. The
matched star ratios are evaluated relative to the raw lab-
calibrated telemetry. The differences in availability are due to
a handful of telemetry frames with marginal star availability.
We note that all three filter variants are generally effective in
improving these metrics.

TABLE V

ESTIMATOR VALIDATION RMSE (μRAD)

2) Transient Performance: Examining the sensor model
parameters and their behavior over time, Figure 3a shows � fk

obtained from the SQRF estimators for Sensor-4. These plots
are typical of both sensor and parameter behaviors. The plots
show differences between the KF derived estimates and the
corresponding batch values, i.e.,

�xi,k ≡ x̂i,k − x̂i,batch (31)

We have shown in Table V that the sequential estimators do
not yield the exact same error values as the batch estimates.
Thus, it is unsurprising that the parameters differ as well
(Figure 3a). Insofar as we are concerned with reducing error
and improving availability, the batch or sequential estimators
are roughly equivalent. If, instead, we wish to look for grad-
ual parameter changes, possibly driven by thermal or aging
effects, these phenomena may be obscured by presence of
local minima. Figure 3a and Figure 3b illustrate this effect.
In the first figure, the sequential estimator is initialized with
the ground-calibrated parameters; in the second, the batch-
optimized values are used. Both the Q and No-Q results
show consistent parameter values. The No-Refit parameters
differ between the two tests on account of the different stars
that make up the Tk(xk) telemetry frames. These results
suggest that the transient parameter values are driven by the
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TABLE VI

MATCHING AND AVAILABILITY COMPARISONS

available observations and not by the convergence dynamics
of the sequential estimators. Although we have illustrated this
anecdotally, this finding holds across all of the sensors studied.

An additional feature of interest is that the Q-variant
estimates tend to wander, even after the initial period of
convergence. Two variations of the RMS error calculations
provide insight into the filter behavior during this period. The
conventional δϕRMS(T (̂xk)) definition uses a single set of x̂k

parameters, i.e., the RMS error from

δϕTAIL (̂xk) =
⎡
⎢⎣

δϕ1 (̂xk)
δϕ2 (̂xk)

...

⎤
⎥⎦ (32)

where δϕ j are the arc length errors from telemetry frame- j .
The error is calculated over the whole dataset using the current
parameter values, x̂k . These RMS values change with the
filter parameters. In contrast we can also define the aggregate
RMSE in terms of the per-frame parameter values:

δϕAGG =
⎡
⎢⎣

δϕ1 (̂x1)
δϕ2 (̂x2)

...

⎤
⎥⎦ (33)

This latter quantity is a scalar value that depends on the time-
history of x̂. It represents a bound on the error that lets us
assess how much of the per-frame error is influencing the filter
parameter values. Figure 4 shows a plot of these quantities for
the Sensor-4 data. That the No-Q error ends up very close
to its aggregate value suggests that the filter is converging
well. The comparatively large difference between the tail and
aggregate Q performance provides further evidence that the
larger state covariance is actually causing the filter to overfit
the parameter estimates to each telemetry frame. Nevertheless
the performance of both sequential filters would be adequate
in most situations.

The SQRF estimators can sometimes arrive at notably
different distortion parameters (see Table VII) than the batch
optimizations. The combined effect of f , b4, and b2 can be
plotted graphically (see Figure 5). The curves show the net
radial difference, relative to the batch results as a function
of off-axis distance. Although the No-Refit curve behaves
differently than the other two, the overall radial behavior is
quite similar to the batch results within about 800 pixels of
the boresight.

Fig. 4. Conventional and aggregate errors using the Q and No-Q methods
for Sensor-4 (x0 = xbatch).

TABLE VII

COMPARISON OF DISTORTION PARAMETERS (SENSOR-2)

C. Overall Performance

To summarize the overall findings we consider the following
obervations. On-orbit calibrations outperformed ground cali-
brations in all respects (see Table V and Table IV). Comparing
the performance of the batch and online parameter estimates
yields no clear winner — the errors are typically within a few
percent of one another and the availability and matched-star
counts are virtually identical.

In most cases, the introduction of process noise (i.e., the
Q trials) does not offer significant improvements in
error or availability over the No-Q implementation. However,
using a small amount of process noise could yield better
response when parameter tracking is deemed necessary. Tun-
ing the Q matrix may yield better performance than that
reported here, but systematic errors in the observed scenes



ENRIGHT et al.: AUTONOMOUS RECALIBRATION OF STAR TRACKERS 7717

Fig. 5. Radial distortion differences between sequential estimates and batch
results (Sensor-3).

appear to be the largest contributors to wandering parame-
ter values. Further work is necessary to help distinguish
between real physical parameter changes and other systematic
errors (e.g., partially uncorrected stellar aberration or parallax,
unresolved binaries, etc.). A simple, pragmatic approach to
minimizing systematic effects may be to flag certain stars
in the onboard catalog as less desirable to use in the online
recalibration.

IV. CONCLUSIONS

In this study we have presented a variety of effective
methods for improving star tracker calibration parameters
using on-orbit observations. Our error model adapts the
parameterization proposed by Wang et al. [2] for use with
the star-field images captured on-orbit. The baseline, batch
recalibration approach using ground-based optimization has
proven effective in tuning performance of the six sensors for
which we have orbital data. This recalibration procedure yields
improvements in availability and matched stars as well as
sizable reductions in arclength error (30−70%, typically). The
sequential estimator results show great promise, performing
as well as the batch methods with minimal need to tune the
measurement and process noise covariance.

Although sensor batch or sequential recalibration is not
entirely new, this study makes several important contributions.
Our model builds on the improved linear independence pro-
vided by Wang’s parameter selection and further improves
numerical conditioning by shifting and scaling parameters.
The resulting formulation provides better distortion parame-
ter observability than many traditional approaches. Addition-
ally we provide analytic expressions for the measurement
covariance matrix, a detail not often discussed. Furthermore,
formulating the cost function in terms of arclength rather
then the cosine of arclength avoids inadvertent and arbitrary
measurement weighting. The calibrations are robust to starting
conditions and avoid the need implement multi-step optimiza-
tions. As long as the initial calibrations are good enough
for some successful matches, these optimizers can correct
significant errors in the initial parameter values. Reliance on

orbital data collected from different sensors adds significant
weight to the this study’s results. This approach avoids the
inevitable optimism of simulation-based results and gives
further confidence that the study results are not particular to
a single unit.

Some results from the sequential estimator bear special
mention. We are currently in the process of migrating the
sequential estimator from the laboratory to an embedded
implementation that will run on the ST-16 itself. This study
has yielded valuable insights that can be used to minimize any
risks involved with deploying autonomous algorithms in flight
software. First, we note that the majority of our availability
gains are made in the first few processed telemetry frames, but
error reduction requires significantly more time to settle. This
can help us devise operational procedures that can provide
a quick turn-around in improving sensor availability (often
of top priority during on-orbit commissioning), but allow the
error to improve over a longer period. Second, constantly
rematching with the updated parameter values seems to ensure
the best performance, but may carry some risk. We can
mitigate this risk at the expense of computational cost by
duplicating the star-matching and attitude solution calculations
with both the original parameters and the updated estimates.

In addition to the embedded deployment of these algorithms,
some unanswered questions remain. The Q trials with the
sequential filters have indicated time-varying parameter values.
We are investigating several strategies to reduce the effect of
any systematic errors and improve the ability of the filter to
track slow changes in parameter values.

The autonomous algorithms prototyped in this study rely
on EKF-based estimators. Other estimators such as Unscented
Kalman Filters (UKF) frequently demonstrate improved con-
vergence than EKFs for nonlinear systems. This perfor-
mance gain must be balanced against increased computational
requirements. If the ST-16 does not have enough processing
capability to compute UKF updates every frame, then a trade-
off study would be necessary to determine the relative benefits
of full-rate processing with an EKF against less frequent
updates with a UKF. The optimal solution is not self-evident,
but well worth investigating.

This study validates its algorithms using data from ST-16
star trackers but there is little reason to believe that these
methods cannot be employed on other sensors. The individual
behaviors — e.g., common parameter variations, etc. — may
change, but the estimator will likely work just as well with
other sensor designs and processing routines.

APPENDIX A
COVARIANCE INVERTIBILITY

It is straightforward to show that R is both symmetric and
positive definite (SPD), and hence, is invertible. Consider that
for any SPD matrix, B, it follows that:

aT Ba > 0, ∀ a �= 0 (34)

Now from Section II-B, we can bring a inside the expecta-
tion. Thus

aT Ra = var
(

aT δϕ
)

≥ 0 (35)
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That is, R as a covariance matrix, must be positive semi-
definite. Equality is only possible with zero variance, i.e.,

aT δϕ = c (36)

for some constant, c. This, in turn, can only be satisfied
if some elements of δϕ are linearly dependent. The linear
independence of the δϕi j elements follows directly from
our construction rule. The only way for arcs to be linearly
dependent would be for three arcs to be collinear, and this is
expressly disallowed. Thus, R is SPD and hence, R−1 exists.

APPENDIX B
MODEL JACOBIAN

All of the estimators described in this paper depend on the
Jacobians for the arclength errors. Restating Section II-C:

Hbatch = ∂ϕ̃

∂x
(37)

Each star-pair arclength, ϕi j , contributes a row to Hbatch (we
have omitted the frame of reference subscript, D):

∂δϕi j

∂x
= − 1

sin ϕi j

{
∂si

∂x

T

s j + ∂s j

∂x

T

si

}T

(38)

Evaluating Hbatch using Section IV requires calculating
intermediate Jacobians of the unit vectors. These matrices can
be written in column-form as:

∂si

∂x
=

[
∂si

∂ f

∂si

∂m0

∂si

∂n0

∂si

∂b4

∂si

∂b2

∂si

∂a1

∂si

∂a2

∂si

∂gy

]
(39)

the components of which depend on the partials, ∂r/∂xq .
If we have an expression for a unit vector s in terms of an

un-normalized vector r, i.e., s ≡ r/r , then the partial derivative
of s with respect to state variable xq is a vector given by the
following expression

∂s
∂xq

= 1

r2

[
r
∂r
∂xq

− s

{
∂r
∂xq

T

r

}]
(40)

Thus the partials derivatives that make contribute to
Section IV can be derived for each parameter. Starting with
focal length, f , we have:

∂r
∂ f

=

⎡
⎢⎢⎢⎣

∂B

∂ f
U + ∂U

∂ f
B

∂B

∂ f
V + ∂V

∂ f
B

1

⎤
⎥⎥⎥⎦ (41)

∂B

∂ f
=

(
4b4ρ

3 + 2b2ρ
) ∂ρ
∂ f

(42)

∂ρ

∂ f
= 1

ρ

(
U
∂U

∂ f
+ V

∂V

∂ f

)
(43)

∂V

∂ f
= v(a1v + a2u)

(a1v + a2u + f )2
(44)

∂U

∂ f
= u(a1v + a2u)

(a1v + a2u + f )2
(45)

Similarly for m0:

∂r
∂mo

=

⎡
⎢⎢⎢⎣

∂B

∂m0
U + ∂U

∂m0
B

∂B

∂mo
V + ∂V

∂m0
B

0

⎤
⎥⎥⎥⎦ (46)

∂B

∂m0
=

(
4b4ρ

3 + 2b2ρ
) ∂ρ

∂m0
(47)

∂ρ

∂m0
= 1

ρ

(
U
∂U

∂m0
+ V

∂V

∂m0

)
(48)

∂V

∂mo
= −a2v f ∂u

∂m0

(a1v + a2u + f )2
(49)

∂U

∂m0
= f (a1v + f ) ∂u

∂m0

(a1v + a2u + f )2
(50)

∂u

∂m0
= −�x (51)

For n0 :

∂r
∂n0

=

⎡
⎢⎢⎢⎣

∂B

∂n0
U + ∂U

∂n0
B

∂B

∂n0
V + ∂V

∂n0
B

0

⎤
⎥⎥⎥⎦ (52)

∂B

∂n0
=

(
4b4ρ

3 + 2b2ρ
) ∂ρ

∂n0
(53)

∂ρ

∂n0
= 1

ρ

(
U
∂U

∂n0
+ V

∂V

∂n0

)
(54)

∂V

∂n0
= f (a2u + f ) ∂v∂n0

(a1v + a2u + f )2
(55)

∂U

∂n0
= −a1u f ∂v

∂n0

(a1v + a2u + f )2
(56)

∂v

∂no
= −gy�y (57)

For b4:

∂r
∂b4

=

⎡
⎢⎢⎢⎣

∂B

∂b4
U

∂B

∂b4
V

0

⎤
⎥⎥⎥⎦ (58)

∂B

∂b4
= ρ4 (59)

For b2:

∂r
∂b2

=

⎡
⎢⎢⎢⎣

∂B

∂b2
U

∂B

∂b2
V

0

⎤
⎥⎥⎥⎦ (60)

∂B

∂b2
= ρ2 (61)
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For a1:

∂r
∂a1

=

⎡
⎢⎢⎢⎣

∂B

∂a1
U + ∂U

∂a1
B

∂B

∂a1
V + ∂V

∂a1
B

0

⎤
⎥⎥⎥⎦ (62)

∂B

∂a1
=

(
4b4ρ

3 + 2b2ρ
) ∂ρ

∂a1
(63)

∂ρ

∂a1
= 1

ρ

(
U
∂U

∂a1
+ V

∂V

∂a1

)
(64)

∂U

∂a1
= −vu f

(a1 v + a2 u + f )2
(65)

∂V

∂a1
= −v2 f

(a1 v + a2 u + f )2
(66)

For a2:

∂r
∂a2

=

⎡
⎢⎢⎢⎣

∂B

∂a2
U + ∂U

∂a2
B

∂B

∂a2
V + ∂V

∂a2
B

0

⎤
⎥⎥⎥⎦ (67)

∂B

∂a2
=

(
4b4ρ

3 + 2b2ρ
) ∂ρ

∂a2
(68)

∂ρ

∂a2
= 1

ρ

(
U
∂U

∂a2
+ V

∂V

∂a2

)
(69)

∂U

∂a2
= −u2 f

(a1 v + a2 u + f )2
(70)

∂V

∂a2
= −v u f

(a1 v + a2 u + f )2
(71)

For gy :

∂r
∂gy

=

⎡
⎢⎢⎢⎢⎣

∂B

∂gy
U + ∂U

∂gy
B

∂B

∂gy
V + ∂V

∂gy
B

0

⎤
⎥⎥⎥⎥⎦ (72)

∂B

∂gy
=

(
4b4ρ

3 + 2b2ρ
) ∂ρ

∂gy
(73)

∂ρ

∂gy
= 1

ρ

(
U
∂U

∂gy
+ V

∂V

∂gy

)
(74)

∂U

∂gy
=

−a1u f ∂v
∂gy

(a1v + a2u + f )2
(75)

∂V

∂gy
=

f (a2u + f ) ∂v∂gy

(a1v + a2u + f )2
(76)

∂v

∂gy
= �y (nc − n0) (77)

Careful implementation can exploit common terms to elim-
inate redundant calculations.

APPENDIX C
CARLSON-SCHMIDT SQUARE ROOT FILTER

If P represents the state covariance, we begin by taking the
Cholesky factor, S satisfying

P = SST (78)

The observation vector δϕk is formed from the two image
exposures in the k-th telemetry frame. We can show that

Hk = ∂δϕk

∂x

∣∣∣∣
x̂k

(79)

Carlson’s update procedure assumes the sequential process-
ing of scalar measurements. Our arclength measurements
are not independent and must be decorrelated before use.
We can employ a Cholesky factorization of the measurement
covariance matrix, Rk to transform the errors and measurement
matrices. The measurement covariance, Rk from a single
telemetry frame can be factored as

Rk = �k�
T
k (80)

To decorrelate the measurements we must solve the two
triangular systems

�kδϕ
′
k = δϕk (81)

�kH′
k = Hk (82)

We summarize the filter equations in a manner similar to
Potter’s original square root formulation, but implement the
calculations using Carlson’s fast triangular update [25]

x̂+ = x̂− + bδϕ′
i j

α
(83)

S+ = S− (
I − ffT

)1/2
(84)

where

b = Sf (85)

α = r + fT f (86)

f = Sh′
i j (87)

In these relations, the matrix h′
i j is a single row taken from H′

k ;
the error δϕ′

i j in Section IV is a single element of δϕ′
k ; and

r = 1 as a consequence of the factorization of Rk .
We assume that the model parameters are constants, so there

are no dynamics to affect state propagation from measurement
to measurement. Artificial process noise can be added to
prevent premature convergence of the filter. If the conventional
covariance is represented by Q = MMT , the updates for our
SQRF estimator are:

S−
k+1 = S+

k + Mk (88)
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