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Abstract—Infrared and visible image fusion can effectively
integrate the advantages of two source images, preserv-
ing significant target information and rich texture details.
However, most existing fusion methods are only designed
for well-illuminated scenes and tend to lose details when
encountering low-light scenes because of the poor bright-
ness of visible images. Some methods incorporate a light
adjustment module, but they typically focus only on enhanc-
ing intensity information and neglect the enhancement of
color feature, resulting in unsatisfactory visual effects in the

TImage Enhancement Module

fused images. To address this issue, this article proposes a novel method called EV-fusion, which explores the potential

color and detail features in visible images and improve the

visual perception of fused images. Specifically, an unsu-

pervised image enhancement module is designed that effectively restores texture, structure, and color information in
visible images by several non-reference loss functions. Then, an intensity image fusion module is devised to integrate
the enhanced visible image and the infrared image. Moreover, to improve the infrared salient object feature in the fused
images, we propose an infrared bilateral-guided salience map embedding into the fusion loss functions. Extensive

experiments demonstrate that our method outperforms state-

of-the-art (SOTA) infrared visible image fusion methods.

Index Terms—Image fusion, infrared and visible image, nighttime environment, visible image enhancement.

[. INTRODUCTION

HE image information obtained based on a single band
Tor detector cannot represent all the information in the
scene. Image fusion technology can achieve complementary
advantages between different images, reduces data redundancy,
and has great application prospects. Infrared and visible image
fusion methods are currently a popular research direction with
wide applications in military monitoring, traffic security, and
other fields. Infrared images receive thermal radiation informa-
tion from the scene, which is not affected by illumination and
can highlight thermal target features in the scene. However,
the image resolution is low with less texture information and
lacks color information. Visible images contain rich texture
and background information with higher resolution but less
prominent target features. Moreover, under low illumination
conditions, the visible images are dark with lower contrast.
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Therefore, the answer to the question of how to achieve
infrared and visible image fusion in low-light environments
is a key issue that this article addresses.

So far, a large number of methods for infrared and visible
image fusion have been proposed, which can be roughly
divided into two categories: traditional algorithms and deep
learning-based algorithms. The core idea of traditional meth-
ods is to map the source image to a feature dimension
using established image decomposition representation meth-
ods. Then, some feature fusion strategies are used for feature
fusion before mapping the fused features back to an image
[1]. Depending on the different image decomposition methods
used, these algorithms can be further divided into multiscale
transformation method [2], [3], sparse representation method
[4], [5], subspace clustering method [6], optimization-based
method [7], [8], and hybrid method [9]. However, these
approaches have significant drawbacks as their fusion effect
highly depends on manually designed feature extraction tech-
niques that make it difficult to handle increasingly complex
application scenarios. Additionally, their feature extraction
approach is too singular with complex computing process
leading to low operational efficiency.

The emergence of deep learning technology has recently
advanced the development of image fusion techniques. Deep
learning utilizes a data-driven approach to extract original fea-
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tures from source images and achieve better fusion effects [12].
The current mainstream methods for infrared and visible
image fusion include autoencoder (AE)-based methods [13],
[14], [15], end-to-end-based methods [10], [16], [17], [18],
[19], [20], [21], [22], [23], and generative adversarial network
(GAN)-based methods [24], [25], [26], [27], [28], [29], [30].
AE-based methods use encoders and decoders to extract and
reconstruct image features while employing specific strategies
for feature fusion. End-to-end-based methods achieve fusion
effects by designing specific network structures and loss
functions. GAN-based methods generate fused images using
generators and adopt discriminators to constrain the fusion
effectiveness. Moreover, to meet the application requirements
in nighttime environments, enhancement-based methods [11],
[31], [32], [33], [34] incorporate image enhancement modules
to recover the image detail and contrast of the visible images.

While current deep learning-based methods can achieve
relatively ideal image fusion effects, there are still some
problems that need to be addressed. In this article, these issues
are summarized into two main points.

1) First, the demand for infrared and visible image fusion
scenes is mostly in low-light environments such as
at night. Due to limited scene illumination, visible
images often suffer from dark brightness, low contrast,
missing texture details, and color distortion. Currently
high-performance methods mainly focus on the daytime
image fusion, which leads to severe degradation in fused
images under low-light environment. Once the visible
image is dark, its intensity will be much smaller com-
pared to the infrared image. Therefore, the fused images
cannot retain sufficient features of visible images, which
is not the desired effect of image fusion.

2) The existing enhancement-based methods consider the
recovery of visible images, but they only focus on the
intensity feature and neglect the enhancement of color
information. In the color image fusion task, we often
extract the intensity component of the visible image
and fuse it with the infrared image and the fused
image exhibits significantly improved intensity contrast.
However, if we maintain the original color information
from visible image, the color contrast in the fused image
will be much lower than the intensity contrast, resulting
in a decrease in the quality of the fused image.

To address the challenging issues mentioned above, we pro-
pose a novel network for infrared and low-light color
visible image fusion, named EV-fusion, which achieves joint
training for color visible image enhancement and intensity
image fusion. To achieve enhancement of both intensity and
color information in the low-light visible image, we design
an unsupervised image enhancement module. Specifically,
we introduce a light-enhancement curve as our image enhance-
ment model to enhance the visibility of visible images.
This module takes dark visible images and infrared images
as inputs, producing a light-enhancement map as output.
To ensure effective image enhancement, we design specific
non-reference loss functions based on intensity and color.
Next, we input the enhanced visible intensity component and

infrared image into the image fusion module, which is based
on the swin transformer architecture, ensuring excellent feature
extraction performance. In addition, to explore the salient fea-
ture of the infrared images, a bilateral-guided salience map is
introduced in fusion loss function by adopting bilateral-guided
filtering for extracting infrared target regions. Finally, the
fused image will be obtained by combining fused intensity
components with enhanced color components. To validate the
effectiveness of the proposed joint training model in this
article, we not only compare it with other image fusion
methods but also conduct a comparison with two-stage fusion
strategy that combines mainstream low-light image enhance-
ment methods with existing image fusion methods. From the
analysis of all experimental results, it can be observed that
our EV-fusion effectively incorporates the differences between
enhancement and fusion modules.

Overall, the main contributions of this article are as follows.

1) We propose an infrared and low-light color visible image
fusion method suitable for nighttime environments,
which achieves joint training of color visible image
enhancement and intensity image fusion, obtaining
high-contrast color image fusion in low-light scenarios.

2) We propose an unsupervised color image enhancement
module that takes infrared and low-light visible images
as inputs to improve both intensity and color information
in visible images.

3) In order to improve the salient object features of fused
images, we design a salience map extraction method
based on bilateral-guided filtering to guide the image
fusion.

4) The experiment shows that the fusion performance of
this article has better brightness, contrast, color, and
naturalness compared to other state-of-the-art (SOTA)
methods. Furthermore, the comparison with two-stage
fusion strategy demonstrates that our method is able to
effectively integrate the differences between enhance-
ment and fusion modules.

[I. RELATED WORK
In this section, we mainly review the existing infrared and
visible image fusion methods.

A. Deep Learning-Based Image Fusion Methods

Currently, high-performance image fusion methods are
mostly based on deep learning, which can be divided into three
main categories, including AE-based methods, end-to-end-
based methods, and GAN-based methods. Densefuse [13] was
the first attempt at utilizing AEs, incorporating dense modules
in the encoder to extract more useful information from source
images. RFN-nest [15] uses residual fusion networks instead
of previously manually designed feature fusion strategies,
along with detail preservation loss functions and feature
enhancement loss functions to achieve this goal. IFCNN [19]
proposes a unified model based on CNN structure to imple-
ment multitask image fusion algorithm. UZ2fusion [10] can
adaptively estimate the importance of different source images
and generate corresponding feature weights. SEAfusion [17]
cascades the image fusion module with semantic segmentation
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Fig. 1. Infrared and low-light color visible image fusion results. U2fusion [10] is an end-to-end-based method without visible image enhancement,

DIVfusion [11] is an enhancement-based method. The top-right corner of each plot displays the contrast of the three channels (Y, Cb, and Cr) in
YCbCr color space by STD, where STDy represents the intensity contrast, STD¢gp, and STDg, represent the color contrast. It can be observed that
the contrast of the fused image by U2fusion is only slightly enhanced compared to the visible image. Although DIVfusion can effectively enhance
the intensity contrast, the contrast of the two color components is even reduced. Our proposed method, on the other hand, can effectively enhance
both intensity and color features. (a) VIS. (b) IR. (c) U2fusion. (d) DIVfusion. (e) EV-fusion.

module, using semantic loss to guide high-level semantic
information backflow to the image fusion module, effectively
improving the performance of advanced visual tasks on fused
images. SwinFusion [21] proposed a new general image fusion
framework based on cross-domain long-range learning and
swin transformer. FusionGAN [24] establishes an adversarial
game between the generator and discriminator, where the goal
of the generator is to generate fused images with primary
infrared intensity and additional visible gradients, while the
goal of discriminator is to force more details from visible
images into fused images. These methods provide different
approaches for fusion strategies. In general, end-to-end-based
methods can better fulfill specific requirements compared to
the other two methods by designing specific forms of loss
functions.

B. Enhancement-Based Image Fusion Methods

Enhancement-based methods aim at recovering the lost
information from the dark visible images. GFCE [31] presents
a night-vision context enhancement algorithm with the guided
filter. HMD-ALA [34] combines both local and global contrast
enhancements and introduces an adaptive light adjustment
algorithm. VDFEFuse [35] creates a visual differentiation fea-
ture extraction operator to compensate for the loss of important
features. PIAfusion [32] designs an illumination-aware sub-
network to estimate illumination distribution and calculate
illumination probability, thereby adaptively maintaining inten-
sity distribution of salient targets while preserving texture
information in background areas. DIVfusion [11] combines
image enhancement module with image fusion for the first
time, achieving enhancement in dark areas and restoring color
features of images.

In summary, although current image fusion methods can
achieve good complementary advantages between infrared and
visible images, they lack consideration for degradation of
color visible images under low-light conditions. This seriously
affects the quality and visibility of the fused images. To the
best of our knowledge, only DIVfusion [11] realizes color

image fusion, but it does not enhance color features but rather
preserves initial colors only.

Ill. METHOD
In this section, we describe our EV-fusion in detail.

A. Motivation

To better illustrate the aforementioned problem, we provide
an example to validate our viewpoint that enhancement of
intensity and color is necessary for infrared and low-light color
visible image fusion. As shown in Fig. 1, we compare the
image contrast of different fusion results. Here, standard devi-
ation (STD) is a metric for measuring the contrast of an image,
which represents the degree of deviation between the pixel
values of the entire image and their mean value. To distinguish
intensity and color information, we converted the RGB image
to the YCbCr color space for comparison, where STDy rep-
resents the intensity contrast, STDcp and STDc; represent the
color contrast. It can be seen that existing fusion results have
not achieved significant contrast enhancement from both sub-
jective and objective perspectives. Non-enhancement method
U2fusion can only obtain low-contrast fused images. Although
DIVfusion enhances the intensity of the visible image, it only
preserves the original visible color components, resulting in a
decrease in color contrast in the fused image.

To meet the requirements of fusing infrared and color visible
images in low-light environments, we have to consider the
enhancement of intensity and color information simultane-
ously. To this end, we propose a joint model including two
modules: a color visible image enhancement module and an
intensity image fusion module. The two modules are jointly
trained to facilitate the sharing of underlying feature represen-
tations between two tasks. By sharing features, the knowledge
and representations learned from one task can be transferred
to the other task, thereby enhancing the performance of both
tasks. Fig. 2 illustrates the overall flowchart of the network.
The core idea of the visible image enhancement is to improve
intensity and color features in low-light images. It takes both
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Fig. 2. Overall structure of EV-fusion.

infrared and visible images as inputs, extracts features from
the source images through their respective independent sub-
networks, finally fuses the output of the sub-networks to
generate a light-enhancement map. This map is then used
to enhance the visible image by the light-enhancement curve
[36]. Afterward, color conversion is performed on this image
by decomposing it into Y component and CbCr component.
The CbCr components are retained while the decomposed Y
component and infrared image are inputted together into the
image fusion module. In image fusion module, multimodal
features from different source images need to be integrated.
So, multiscale specific feature extraction modules are designed
to extract corresponding multiscale feature maps from different
source images, which are integrated at different scales using
attention modules (AMs). The fused intensity images will be
reconstructed by feature reconstruction module. Finally, the
preserved color components after enhancement are combined
with fused intensity component to obtain the final colored
fusion image.

B. Color Visible Image Enhancement Module

In recent years, numerous studies have focused on low-light
image enhancement [36], [37], [38], [39], [40]. These algo-
rithms can efficiently restore brightness, texture, and color in
low-light images. In this article, we propose an unsupervised
image enhancement module that utilizes both infrared and
visible images embedded before the fusion modules. Inspired
by Guo et al. [36], our method employs a light-enhancement
curve as the fundamental model for visible image enhance-
ment. This curve can transfer the dark visible image to its
enhanced version automatically, where the light-enhancement
map is solely dependent on the input. The light-enhancement
curve can be expressed as

FLE (Ivis) = Lvis + Imap * Lvis * (1 — Lyis) (1)

where Iyis denotes the dark visible image, Imap represents the
pixel-wise light-enhancement map. Fig() means the enhance-
ment curve process. This curve is monotonous to preserve
the contrast of the original image. To ensure the natural color

perception of fused images, this article sets the I,p in a three-
channel format.

Given a visible image Iis and an infrared image Ii;, first,
the two images are, respectively, input into different sub-
networks. The sub-network for visible images contains three
convolutional attention modules (CABs) and one convolutional
layer, while the sub-network for infrared images contains one
CAB and one convolutional layer. The schematic of CAB
is shown in Fig. 3. Motivated by modern low-level vision
tasks [41], we add spatial and channel AMs based on Res-
block [42], which share information within a feature tensor
in terms of both spatial and channel dimensions. The CAB
is able to extract informative local features and suppress
redundant ones. The spatial/channel AM aims to generate a
spatial/channel attention map by average and global pooling to
rescale the input feature map. The outputs of the sub-networks
are merged by a convolutional layer to obtain the pixel-wise
light-enhancement map /Imap, which will be used to enhance
the image by applying the light-enhancement curve. The whole
process of visible image enhancement can be expressed as

[ Imap = Conv (Yrvis (Lyis) » Vir (Jir))

Tenhance = FLE (Ivis, Imap)

2

where ¥yis() represents the visible sub-network while ()
represents the infrared sub-network. Ieppance denotes the
enhanced visible image.

C. Intensity Image Fusion Module

First, the enhanced visible image Iephance Obtained by
former module is decomposed into Y component Igflhance,
Cb component Ifnt}’mnce, and Cr component Igfhance through
color transformation. The input of the image fusion module is
the enhanced Y component and infrared image, which are,
respectively, subjected to swin local-global block (SLGB).
Due to the different computational mechanisms of CNN and
transformer, CNN tends to extract local information from
images while transformer tends to extract global information
[43], [44]. In order to maximize the effective information
obtained from the source images, we design SLGB. Moreover,
to expand the receptive field of feature extraction, we introduce
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a multiscale structure in feature extractors, which can be
formulated as

is Y
byis = CDEEG ([enhance) 3)
¢ir = P51 (Iir)

where ;s and ®;; represent the visible feature extractor and
infrared feature extractor, respectively. Then, we integrate the
output features ¢yis and ¢i; from different scales through AMs
(AE) for feature reconstruction. Finally, the fused intensity
image is obtained. The above process can be expressed as

¢fuse = CDAE (¢vi59 d’ir)
15 = DER (Pruse)

where ®Af represents the AM and ®gr represents the feature

reconstruction module. Ifme denotes the fused intensity image,

which will be combined with the retained Cb component

“4)

Ie(lett)lance and Cr component Iglrhance to obtain the final fused
color image Iy
Ifuse - YCbCrZRGB ( fuse® Igl'?lance’ Iefr:lrhance) ° (5)

1) Swin Local-Global Feature Extractor: Transformer is a
popular network model that has been applied in the field
of infrared and visible image fusion. In order to integrate
both local and long-range dependency features from different
source images, we design the SLGB inspired by swin trans-
former [45]. Specifically, three SLGBs of different scales are
employed in each feature extractor, which will output three
outputs of different scales to maintain multiscale features.
A down-sampling operator is embedded during the patch-
merging. The structure of SLGB is illustrated in Fig. 4. First,
we introduce a parallel convolution block for local features,
which contains convolutional layers with different kernel sizes,
namely 3 x 3, 5 x 5, and 7 x 7. Denoting the input feature
map as Xxip, the parallel convolution block can be formulated
as

x11 = Conv3x3 (Xin)
x;2 = Convsys (Xin)
x;3 = Convyy7 (Xin)
Xlocal = Convyx 1 (concat (x71, X2, X73)) - (6)

Then, the features will be input into a multihead self-
attention block, which is employed to extract global features.
Taking the feature map xcony € R7*W*C from the local
convolutional block, we reshape it by patch-merging it into
non-overlapping local windows of size M x M. This will create

a new tensor with dimensions (HW)/(M?) x M?* x C, where
we set M = 8. The self-attention mechanism is computed
separately for each window. In the case of window feature
X; € RMZXC where i = 1,..., N, query Qj;, key K;, and
value V; are defined as follows:

Qi=xiFg, K;i=xiFg, Vi=x;Fy (N

where Fg, Fk, Fy € RE*d are projection matrices for all the
local windows. From these, the traditional self-attention matrix
is computed by

SA (0;, K;, Vi) = soft Qi'K"T+B Vi, (8)
i Ki, Vi) = sortmaxy ———— c Vi
Vd

In this context, B is a position coding parameter that can
be learned, while d represents the dimension of the key
feature. Following the multihead self-attention mechanism,
we parallelly apply self-attention 4 number of times to gen-
erate distinct attention distributions. Our work utilizes h =
3. Before and after both MSA and feed forward network
(FFN), we incorporate layernorm (LN) and residual skipping
connection. Finally, we conduct feature extraction with an FFN
composed of two fully connected layers and Gaussian error
linear units (GELUs). The entire pipeline of window multihead
self-attention (WMSA) is expressed as

Z; = WMSA (LN (Q;, K;, V})) + x;
Z; =FFN (LN (Z;)) + Z;. 9)

The existing WMSA mechanism limits the self-attention
to each individual window, which overlooks relevant infor-
mation across different windows. To address this issue,
we introduce a modified version called the shifted WMSA
module (SWMSA) [46], which shifts the window location
by ([(M)/(2)],[(M)/(2)]) pixels during partitioning. This
approach promotes information exchange between windows
by incorporating shifted window positions. SWMSA is similar
to WMSA in terms of formulation

\% )) + Z;

Z; = SWMSA (LN (7. K7, V,
Z; = FFN (LN (Z;)) + Z;.

Moreover, the self-attention mechanism of SLGB has a
limited receptive field due to window shifting within two
fixed windows. However, multiscale learning can extend the
receptive field scale. To maintain consistency between global
and local features, parallel convolution modules were also
introduced before SWSA [47].

2) Attention Module: After obtaining heterogeneous features
from different dimensions, we use AMs to aggregate features
of different scales separately. The structure diagram of the AM
is shown in Fig. 5. After directly adding two features, spatial
and channel weights are obtained through spatial attention and
channel attention, respectively. These two weights are assigned
to the initial feature map, which is further processed through
another convolutional layer to produce an aggregated feature
output. The above process can be expressed as

Dsum = Pvis + Gir
¢spa = (Dspa (Psum)

(10)
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¢cha = Pcpay (¢sum)

¢fuse = Conv (Concat (¢spa * Psum, Pcha * ¢sum)) . (11)

3) Feature Reconstruction Module: After obtaining the fea-
tures aggregated at different scales, we use a multiscale
feature reconstruction module to generate the fused image.
Specifically, we sequentially input three different scale features
into the CAB, and introduce a patch-folding operator between
every two modules to transform feature scales, which is the
inverse operation of the patch-merging in SLGB. Finally,
we use one convolutional layer to reconstruct the fused image.

D. Loss Functions

Since both visible image enhancement and image fusion do
not have labels and follow the rules of unsupervised training,
the design of the loss function plays a decisive role in the effec-
tiveness of the algorithm. As described before, we integrate the
loss functions of both modules to achieve joint training. This
section introduces the loss functions, respectively.

1) Loss Functions for Visible Image Enhancement Module:
To better recover brightness, detail, and color characteristics
of visible images and ensure the effectiveness of the visible
image enhancement module, we propose four loss functions
to measure the quality of the output image.

a) Illumination loss: To restore the brightness of underex-
posed areas in the image, we designed an illumination loss
[48]. This loss function controls the brightness of the image
by controlling the average pixel value within a local area of
the grayscale image, which can be expressed as

.
Lillu=NZ|Ii—C|
l

where N represents the number of local areas, whose size is
16x 16. I; represents the average pixel value of each local area.
C denotes the ideal illumination value of each area, which we
set to 0.5 in our paper.

12)

b) Color loss: To ensure the natural color appearance of
the enhanced image, we introduce a color loss. According to
the Gray-World color constancy hypothesis that the color in
each sensor channel is averaged to gray over the entire image
[49], we introduce a color loss to limit the correlation between
different color channels, in order to adjust the color of the
enhanced image. The color loss can be formulated as

L= > (I"=J")*. e={(R.G). R,B),(G,B))
Y(m,n)ee

(13)

where J™ represents the average value of m channel of
enhanced visible image.

¢) Smoothness loss: In order to maintain spatial consis-
tency within the enhanced image and prevent noise in the
image from being amplified, we introduce a smoothness loss
based on light-enhancement map [36], which can be formu-
lated as

_ Z|Vh1map|2 Z‘,|lemap|2
T (H-DxW  Hx(W-=1)

where H and W denote the horizontal and vertical pixels in
light-enhancement map, V, and V, represent the horizontal
and vertical gradient operations, respectively.

2) Bilateral-Guided Salience Map for Infrared Images: Before
introducing the loss functions of the fusion module, we need to
emphasize the proposed bilateral-guided salience map. It can
extract salient regions with clear edges from the infrared
image, helping the fusion module to focus more on the salient
features of the infrared image. This salience map employs
a combination of bilateral filter and guided filter [50] to
measure prominent target areas in infrared images. In this
article, we embed this bilateral-guided salience map into the
loss functions as the objective of network optimization, rather
than using it as a pre-processing module as in previous
algorithms. On one hand, this reduces computational steps
and improves overall algorithm efficiency. On the other hand,
we still retain the original features of the infrared image in the
fusion module, providing the algorithm with more flexibility
and manipulation capabilities. This map can be expressed as

Iguide = Fauide (Iirs Foila (1ir))

where Fguige means the guided filter, while Fyj, means the
bilateral filter. Both of these filters are mainstream edge-
preserving filters. As indicated in Fig. 6, we adopt the result
of bilateral filter as the guide image in guided filter, which
is more effective than using only itself as the guide image.
Subsequently, we normalize the salience map to [0, 1] as
weights for visible images, thereby limiting the proportion of
visible images in the target area.

3) Loss Functions for Intensity Image Fusion Module: In
order to meet the feature requirements of different source
images for fused images, we propose two loss functions to
measure the correlation between fused images and source
images.

a) Structure loss: To restore the structural features of the
original image, we employ multiscale structural similarity
(MS-SSIM) to measure the image structure of the fusion

Ly (14)

(15)



4926

IEEE SENSORS JOURNAL, VOL. 24, NO. 4, 15 FEBRUARY 2024

|y
% - 1 i 4 /4

Input '
&

Range kernel

Guide image output

Fig. 6. Pipeline of the bilateral-guided salience map.

results. Here, we use five different scales, which are 3, 5,
7,9, and 11, respectively. In previous image fusion methods,
the weights of the loss functions between the fused image and
different source images were the same. However, this could
result in the fused image appearing more similar to an average
of the two images, or even cause problems such as information
loss due to overexposure of the visible image. To balance the
characteristics of the source images, we add the salience map
Iguide to the visible parts of the loss function

. Y
Lgr = 1 — msssim (Ifusion, Iir)

Y
Ienhance)) * (1 - Iguide) (16)
where Igide represents the pixel-wise salience map of infrared
image.

b) Gradient loss: One of the main purposes of image
fusion is to obtain more texture and detail information from
the source images, so we introduce gradient loss, which is
formulated as

+ (1 — msssim (Iglision’

Lorad = IV iion — Max (IVIgpancels IVIe) Il (17)

where V denotes the Laplacian operator, max() refers to the
element-wise maximum selection.

4) Total Loss Function: Our method jointly trains the visible
image enhancement module and image fusion module, so the
total loss is the weighted sum of all sub-losses mentioned
before, which is expressed as

Lenhance = AilluLilly + AcolLeol + ALty

Lfusion = AstrLstr + )\gradLgrad (13)

Liotal = Lenhance + Ltusion

where X; denotes the coefficients corresponding to different
sub-loss functions. Empirically, we set Ajy = 10, Acq) =
6, Ay =200, Asy = 1, and Agrag = 1.

IV. EXPERIMENTS AND RESULTS

A. Datasets and Implementation Details

We adopt LLVIP [51] and MSRS [32] as the dataset for
our paper. Among them, LLVIP is a paired infrared and color
visible image dataset under low-light environments, including
16 836 pairs of images. We randomly selected 10000 pairs of
images as the training set for our fusion model, with visible
images as the training set for our enhancement model. Then,
we randomly selected 150 pairs of images from the remaining
images as our first validation set. The MSRS dataset contains
715 pairs of daytime images and 729 pairs of nighttime
images. We directly used the 180 paired nighttime images

in the test set as our second validation set. Therefore, the
validation set here consists of two parts with a total of
320 image pairs.

During training process, we use the Adam optimization
method to optimize the parameters, with §; = 0.9 and 8, =
0.999. The initial value of the learning rate is 1x10~%. In order
to better acquire global and semantic features and reduce edge
errors caused by image cropping, all images are resized to
256 x 256. All experiments are performed using two NVIDIA
GeForce RTX 3090 GPUs.

B. Comparison of SOTA Methods and Evaluation Criteria

We compare our EV-fusion with nine SOTA methods,
including two AE-based methods, that is, Densefuse [13] and
RFN-Nest [15]; two GAN-based methods, that is, Fusion-
GAN [24] and GANMCcC [27]; and five CNN-based methods,
namely IFCNN [19], U2fusion [10], PIAFusion [32], SEAFu-
sion [17], and DIVFusion [11].

To quantitatively evaluate different algorithms, we employ
six evaluation metrics, which are visual information fidelity
(VIF), average gradient (AG), entropy (EN), spatial frequency
(SF), natural image quality evaluator (NIQE) [52], and color
quality enhancement (CQE) [53]. VIF is a full-reference image
quality assessment index based on natural scene statistics
and human visual system, which has a good correlation with
human judgment of visual quality. AG is used to measure the
clarity of fused images. EN denotes the amount of information
from the images. SF measures the spatial frequency. NIQE
extracts features from natural landscapes to test the testing
images, which are fit into a multivariate Gaussian model.
CQE is a non-reference color quality measurement, which is
based on the linear combination of colorfulness, sharpness,
and contrast. Among them, a fusion method with higher VIF,
AG, EN, SF, and CQE represents better fusion performance,
while requiring lower NIQE.

C. Results and Discussion

1) Visual Comparison: Figs. 7-11 show the visual compar-
ison of our EV-fusion with other nine SOTA methods on
two different datasets. From the comparison results, it can
be seen that all methods have certain image fusion effects.
However, the AE-based methods, Densefuse and RFN-Nest,
cannot extract the characteristics of different images well,
with low brightness in the fused images, which looks similar
to a weighted average of input images, such as pedestrian
targets and car targets in Figs. 7, 8, and 10. The GAN-based
method, FusionGAN, pay more attention on infrared images,
resulting in blurry fusion results, with smooth edges and little
background texture. As shown in Figs. 7 and 10, the edge of
the pedestrian targets is unclear and the images are foggy.
GANMCcM has a better fusion effect than FusionGAN but
loses many potential features in visible images. The fused
results of U2fusion are foggy with low contrast, which is
similar to FusionGAN. IFCNN, PIAFusion, and SeAFusion
have good fusion performance but do not consider feature
balance between infrared and visible images and ignore many
potential features in visible images. As shown in Fig. 11, these
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(h)

Fig. 7. Visual comparison of our EV-fusion with other nine SOTA methods on No. 010010 image in the LLVIP dataset. (a) VIS. (b) IR. (c) Densefuse.
(d) RFN-Nest. (e) FusionGAN. (f) GANMcC. (g) IFCNN. (h) U2fusion. (i) PIAFusion. (j) SeAFusion. (k) DIVFusion. (I) Ours.

Fig. 8. Visual comparison of our EV-fusion with other nine SOTA methods on No. 090001 image in the LLVIP dataset. (a) VIS. (b) IR. (c) Densefuse.
(d) RFN-Nest. (e) FusionGAN. (f) GANMcC. (g) IFCNN. (h) U2fusion. (i) PIAFusion. (j) SeAFusion. (k) DIVFusion. (I) Ours.

(2 (h)

Fig. 9. Visual comparison of our EV-fusion with other nine SOTA methods on No. 040012 image in the LLVIP dataset. (a) VIS. (b) IR. (c) Densefuse.
(d) RFN-Nest. (e) FusionGAN. (f) GANMcC. (g) IFCNN. (h) U2fusion. (i) PIAFusion. (j) SeAFusion. (k) DIVFusion. (I) Ours.
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Fig. 10.

Visual comparison of our EV-fusion with other nine SOTA methods on No. 00890N image in the MSRS dataset. (a) VIS. (b) IR.

(c) Densefuse. (d) RFN-Nest. (e) FusionGAN. (f) GANMcC. (g) IFCNN. (h) U2fusion. (i) PIAFusion. (j) SeAFusion. (k) DIVFusion. (I) Ours.

(€9] @

Fig. 11.

Visual comparison of our EV-fusion with other nine SOTA methods on No. 00838N image in the MSRS dataset. (a)VIS. (b) IR.

(c) Densefuse. (d) RFN-Nest. (e) FusionGAN. (f) GANMcC. (g) IFCNN. (h) U2fusion. (i) PIAFusion. (j) SeAFusion. (k) DIVFusion. (I) Ours.

methods retain too many features from visible image caus-
ing overexposure of car target areas, whereas our EV-fusion
preserves detailed textures from infrared image. Among all
compared methods, only DIVFusion introduces a visible image
enhancement module, which has some brightness improve-
ment effect. However, the fused results of DIVFusion are
overall biased toward white, and the infrared target is not
prominent. At the same time, noise interference and color
distortion have also been introduced, which lead to poor
visibility. In general, the results of our paper retain the
prominent target features from infrared images while restoring
potential information from visible images, which makes our
fusion images have the best contrast, color fidelity, and visual
effect.

2) Quantitative Comparison: We also conduct quantitative
comparisons on two different datasets to verify the perfor-
mance of our method. Tables I and II show the quantitative
results of six objective metrics. It can be seen that our method
ranks first in all indicators except for EN we rank second on
both datasets. The best score of VIF and NIQE metric indicates
that our method has the best visibility among all methods.

The best score of AG and SF indicates that our results have
more texture details. The best score of CQE demonstrates
that our results have the best color fidelity. DIVFusion greatly
improves the brightness of the results, which leads to a higher
EN score. However, the contrast and color fidelity of its
results are very poor. Figs. 12 and 13 show the cumulative
distribution functions of six different metrics on two datasets,
from which we can see the trend of these indicators across the
entire dataset. Except for the EN indicator, our algorithm has
significant advantages in all other indicators.

Overall, our method is able to extract potential features from
visible images under dark environments and has better fusion
performance compared to other SOTA methods in terms of
both subjective and objective evaluation criteria.

D. Ablation Study

1) Comparison With Two-Stage Fusion Strategy: One com-
mon approach is to merge existing image enhancement models
with image fusion models. However, we find that different
models from different areas may have serious compatibility
issue, directly coupling pre-trained enhancement algorithms
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TABLE |

QUANTITATIVE COMPARISON WITH DIFFERENT METHODS OF LLVIP DATASET
Methods VIF AG EN SF CQE NIQE
Densefuse 0.7439 1.6556 6.4926 0.0228 0.6206 4.6982
RFN-Nest 0.8549 1.8447 6.8879 0.0227 0.8055 5.2317
FusionGAN 0.5630 1.6014 6.3075 0.0242 0.8234 4.7980
GANMcC 0.7371 1.8450 6.6995 0.0240 0.8390 4.7089
IFCNN 0.8519 3.0375 6.9365 0.0441 0.9587 4.2900
U2fusion 0.9618 3.2768 7.0831 0.0456 0.8863 4.0210
PIAFusion 0.9906 2.9052 7.1711 0.0409 0.9263 4.2494
SeAFusion 0.5232 1.4838 5.6887 0.0212 0.8701 5.0682
DIVFusion 1.1735 3.2522 7.5857 0.0326 1.0432 4.8598
ours 1.3432 6.2156 7.4239 0.0828 1.1862 3.7063
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Fig. 12. Cumulative distribution of 6 metrics on 150 images from the LLVIP dataset. (a) VIF. (b) AG. (c) EN. (d) SF. (e) CQE. (f) NIQE.

TABLE Il

QUANTITATIVE COMPARISON WITH DIFFERENT METHODS OF MSRS DATASET
Methods VIF AG EN SF CQE NIQE
Densefuse 0.7235 1.4821 5.4049 0.0182 0.6636 5.1295
RFN-Nest 0.7733 1.5821 5.7928 0.0212 0.7250 6.4626
FusionGAN 0.5304 1.3337 5.4628 0.0166 0.6711 5.7864
GANMcC 0.7346 1.9997 6.1304 0.0228 0.7560 49051
IFCNN 0.8814 2.6594 5.8373 0.0351 0.7781 3.9820
U2fusion 1.0274 2.8308 5.9598 0.0362 0.8031 4.0631
PIAFusion 0.9606 2.5771 6.0490 0.0328 0.7855 4.7569
SeAFusion 0.3204 1.2292 3.9696 0.0192 0.7168 5.7976
DIVFusion 0.8336 4.5061 7.4985 0.0454 1.0006 4.0358
ours 1.1350 4.9683 7.4478 0.0577 1.0536 3.9092

with fusion algorithms leads to poor visual effects in the
fused images. To demonstrate the significance of our joint
training model, we compared it with two-stage fusion strategy,
which means the SOTA methods combined with low-light
image enhancement methods. Low-light image enhancement
is currently a popular research direction that can effectively
restore lost details, textures, and color information in low-
light images. In this article, we adopt the high-performance
Zero-DCE for comparative experiments. To achieve a fair

comparison, we retrain the Zero-DCE using the LLVIP dataset.
In the experiment, visible images are first enhanced by the
Zero-DCE algorithm, then the Y channel component is fused
with infrared images by different fusion methods, and finally
the enhanced color information is combined with the fused
gray-scale images. As shown in Figs. 14 and 15, with the help
of low-light image enhancement algorithm, other methods can
better restore the features of the original image. However, the
results of the Densefuse, IFCNN, and U2fusion suffer from
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Fig. 13. Cumulative distribution of 6 metrics on 180 images from the MSRS dataset. (a) VIF. (b) AG. (c) EN. (d) SF. e CQE. (f) NIQE.

Fig. 14. Visual comparison of different methods integrated with Zero-DCE on No. 200008 image in the LLVIP dataset. (a) IR. (b) VIS. (c) Zero-DCE.
(d) Densefuse. (e) RFN-Nest. (f) FusionGAN. (g) GANMcC. (h) IFCNN. (i) U2fusion. (j) PIAFusion. (k) SeAFusion. (I) DIVFusion. (m) Ours.

serious color distortion, which leads to poor visibility. The
results of FusionGAN and GANMcC still contain too much
information from infrared images and cause serious detail
loss. The results of RFN-Nest, PIAFusion, and SeAFusion
have great illumination, but low contrast. The results of
DIVFusion have the worst color characteristics. In comparison,
our method has the best brightness and contrast, making the
overall image look more natural. Quantitative experimental
results on LLVIP dataset are shown in Table III. Our method
owns the best scores in VIF, AG, SF, and CQE metrics,
while ranks second in EN and NIQE metrics. The results
indicate that our method contains richer texture details and

scene information compared with two-stage fusion strategy.
Although the DIVfusion ranks first in EN and IFCNN ranks
first in NIQE, DIVFusion causes serious color distortion
and the results of the IFCNN have low contrast. Overall,
compared to the two-stage fusion strategy, our method still
has significant advantages with better visual effects for human
perception.

2) Analysis of Bilateral-Guided Salience Map: The bilateral-
guided salience map is introduced in fusion loss function by
adopting bilateral-guided filtering for extracting infrared target
regions and constraining weights of visible-light images in
target areas. Fig. 16 shows the salience detection effect of
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Fig. 15. Visual comparison of different methods integrated with Zero-DCE on No. 080004 image in the LLVIP dataset. (a) IR. (b) VIS. (c) Zero-DCE.
(d) Densefuse. (e) RFN-Nest. (f) FusionGAN. (g) GANMcC. (h) IFCNN. (i) U2fusion. (j) PIAFusion. (k) SeAFusion. (I) DIVFusion. (m) Ours.

TABLE Il

QUANTITATIVE RESULTS OF DIFFERENT METHODS INTEGRATED WITH ZERO-DCE ON LLVIP DATASET
Methods VIF AG EN SF CQE NIQE
Densefuse  0.7972 2.6857 6.7076 0.0319 0.7843 4.0383
RFN-Nest  0.9088 3.0581 7.1789 0.0318 0.9352 4.4394
Enhanced FusionGAN  0.5659 2.6635 6.5470 0.0336 0.9129 4.1797
by GANMmC 0.8273 2.8936 6.9483 0.0335 0.9575 3.7850
Zero-DCE IFCNN 0.8625 5.1482 6.9240 0.0620 0.9323  3.6917
U2fusion 1.0421 5.0948 6.9282 0.0617 0.9149 3.8830
PIAFusion 09780 4.7485 7.0192 0.0568 0.9497 3.8050
SeAFusion  0.6720 2.6408 6.3768 0.0295 0.9564 3.8294
DIVFusion 1.1735 3.2522 7.5857 0.0326 1.0432 4.8598
ours 1.3432  6.2156 7.4239 0.0828 1.1862 3.7063

K] SECEY SN
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Fig. 16. Performance of the bilateral-guided filter. (a) Infrared image.
(b) Bilateral filter. (c) Guided filter. (d) Bilateral-guided filter.

bilateral-guided filtering. It can be seen that this filter can
better extract the edges of the target and suppress background
texture information compared to two separate filters. There-
fore, it is necessary to verify the impact of this salience map
on fusion performance. The results are shown in Fig. 17, with
the help of salience map, the fused images not only show
a significant improvement in brightness and contrast in the
infrared target regions, but also effectively address the issue
of overexposure. Quantitative results for salience map are
shown in Table IV. For LLVIP dataset, the results without
salience map achieve better values in AG and CQE metrics,
which is reasonable. Due to the fact that fused images contain
more infrared features in the infrared target areas, the gradient

Fig. 17.  Visualization of ablation study for bilateral-guided salience
map. (a) w/o salience map. (b) EV-fusion.

information of the image will be reduced to a certain extent.
Under the influence of infrared intensity characteristics, the
color of the targets becomes more white, resulting in some
loss of color information. For MSRS dataset, the salience map
helps our method achieve the best results in all metrics, except
for CQE.

3) Analysis of Different Loss Functions: For the process of
our joint training with enhancement and fusion tasks, the loss
function is an important factor that affects the experimental
results. In order to verify the necessity of each loss function,
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TABLE IV
QUANTITATIVE RESULTS OF ABLATION STUDY FOR BILATERAL-GUIDED SALIENCE MAP. “W/0” MEANS WITHOUT
VIF AG EN SF CQE NIQE
LLVIP w/o salience map | 1.3218 6.2267 7.4109 0.0814 1.1874 3.7236
ours 1.3432 62156 7.4239 0.08289 1.1862 3.7063
MSRS w/o salience map | 1.1271 4.7889 7.4170 0.0566 1.0747 3.9663
ours 1.1350 4.9683 7.4478 0.0577 1.0536 3.9092
TABLE V

QUANTITATIVE RESULTS OF ABLATION STUDY FOR DIFFERENT LOSS FUNCTIONS ON LLVIP DATASET. “W/0” MEANS WITHOUT.
BOLD INDICATES THE BEST AND UNDERLINED INDICATES THE SECOND BEST

VIF AG EN SF CQE NIQE
w/o illumination loss | 0.9231 2.3559 6.6484 0.0407 1.1806 5.5319
w/o color loss 1.3233 6.2039 7.5188 0.0803 1.1198 3.7324
LLVIP w/o smoothness loss | 0.2321 36.0476 1.0036 0.4991 1.0199 20.7144
w/omstructure loss |0.0440 0.8737 1.3788 0.0331 0.9731 18.8470
w/o gradient loss | 1.3070 5.7741 7.4008 0.0778 1.1540 3.8850
ours 1.3432 6.2156 7.4239 0.0828 1.1862 3.7063
w/o illumination loss | 0.4529 1.6484 3.0003 0.0342 0.8029 7.4786
w/o color loss 1.0965 4.7920 7.4313 0.0562 0.9997 3.9657
MSRS w/o smoothness loss | 0.1793 54.1676 1.0803 0.6153 0.8811 34.7084
w/omstructure loss [0.0472 0.4837 1.2122 0.0173 0.5981 21.2640
w/o gradient loss | 1.1163 4.6717 7.4134 0.0555 1.0274 3.9094
ours 1.1350 4.9683 7.4478 0.0577 1.0536 3.9092
TABLE VI

RUNNING TIME COMPARISON FOR DIFFERENT METHODS

Densefuse RFN-Nest FusionGAN GANMmC IFCNN PIAFusion SeAFusion U2fusion DIVfusion Ours

Time(s)  0.011 0.116 0.388 0.736

0.113

0.343 0.143 0.248 0.321  0.146

Fig. 18. Visualization of ablation study for different loss functions. (a) IR.
(b) VIS. (c) w/o illumination loss. (d) w/o color loss. () w/o smoothness
loss. (f) w/o structure loss. (g) w/o gradient loss. (h) Ours.

we conduct experiments on the proposed loss functions one
by one. In the experiments, we retrain the network parameters

after removing each loss function, respectively. Fig. 18 demon-
strates the effectiveness of different loss functions. It is
obvious that illumination loss, color loss, smoothness loss,
and structure loss are essential. Without the constraint of
illumination loss, the fusion result tends to be more biased
toward infrared images. Without the constraint of color loss,
the fused images suffer from serious color distortion. Without
the constraint of smoothness loss, the results are all high-
frequency information. Without the constraint of structure
loss, the results are pitch black. The effect of gradient loss
is not highlighted enough in the figure, but it can be seen
from the quantitative indicators in Table V that the overall
effect of fusion will be improved with the addition of gradient
loss. Due to the high-frequency information presented in the
results without smoothness loss, their AG is high, which
is meaningless. As shown in Table V, under the assistance
of all loss functions, our fusion effect has obvious advan-
tages, quantitatively demonstrating the necessity of each loss
function.

4) Computational Efficiency: Table VI denotes the computa-
tional efficiency of different methods for images with the size
of 480 x 640. All the models are conducted on a server with
Intel XEON GOLD 6226R and NVIDIA GeForce RTX3090.
Our EV-fusion ranks moderate among all methods because
of the introduction of visible image enhancement module
and multihead self-attention block. Compared with DIVfusion,
which also introduces an image enhancement module, our
method shows great superiority.
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V. CONCLUSION

The article proposes a novel image fusion model, called EV-
fusion, for infrared and low-light color visible image fusion.
To explore the detail and color features in the visible images
captured under nighttime environment, we introduce an unsu-
pervised visible image enhancement module based on several
non-reference loss functions. We implement joint training
for the image enhancement module and the image fusion
module, simultaneously learning the correlation between the
two tasks by optimizing their respective loss functions, which
improves fusion performance. A bilateral-guided salience map
by bilateral-guided filter is proposed in the fusion loss func-
tions to improve the effect of infrared target regions in the
fused results. We also design a SLGB in the fusion module
to extract both local and global features from the source
images. Extensive experiments on two datasets indicate the
superiority of our method. Ablation studies of core factors
in our model have demonstrated the effectiveness of our
algorithmic innovation. In the future, we will further optimize
the parameters and performance of the model, striving to
achieve real-time high-contrast image fusion under nighttime
environment.
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