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Sensor Selection With Cost Function Using
Nondominated-Solution-Based
Multiobjective Greedy Method

Yuji Saito , Kumi Nakai , Takayuki Nagata , Keigo Yamada , Taku Nonomura ,
Kazuki Sakaki, and Yoshio Nunome

Abstract—In this study, a new greedy sensor selection
algorithm with a cost constraint is proposed based on a
nondominated-solution-based multiobjective greedy (NMG)
method, and its performance is investigated by comparing
it with a previously proposed method. The cost function is
simultaneously considered with the D-optimality criterion,
and the sensor set is selected based on the idea of the
nondominated solution. Although a multiobjective optimiza-
tion method for sensor selection with a cost constraint
was previously considered based on the linear combination
of the objectives, it requires a hyperparameter that deter-
mines the balance between the actual objective and the
cost of the optimization. On the other hand, the proposed
algorithm can obtain the Pareto solution without tuning
the balance between the actual objective and the cost. We
demonstrate the effectiveness of the proposed algorithm on
the three different real datasets that are related to the sea sur-
face temperature field, the flowfield around an airfoil, and the
combustion field in a rocket chamber. A binary cost function
is virtually imposed for each potential sensor location, and
a sensor selection problem with a cost constraint is simu-
lated. The results of the numerical experiments demonstrated
that the NMG method could field a Pareto solution, and the
objective values of almost all the sensor sets at a certain cost
selected by the proposed method are superior to those selected by the previous method.

Index Terms— Cost constraint, data-driven sensor selection, greedy algorithm, multiobjective optimization.
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I. INTRODUCTION

A. Sensor Selection

OPTIMAL sensor selection with a cost constraint is rele-
vant to several fields of scientific research and industry.

For instance, in aerospace engineering applications, such as
launch vehicles and satellites, optimal sensor selection is
important for performance prediction, system control, fault
diagnostics, and prognostics [1], [2]. This is because of the
limitations of the measurement sensor installation and the
high cost of the sensor device. Sensor optimization improves
the quality and efficiency of measurements but often does
not consider cost constraints. Alternatively, sensor selection
methods that assume a uniform cost function have also been
studied. A sensor selection problem without cost constraints
is defined as an NP-hard combinatorial problem. For small-
scale problems (selecting a small number of sensors from
a small number of potential sensors), global optimization
methods can provide an exact solution for the sensor selection
problem. However, for large-scale problems (selecting sensors
from a large number of potential sensors), the computational
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cost is enormous. Several computational methods have been
proposed for sensor selection, even in linear observation
problems.

The quality of a set of sensors can be evaluated using
the optimality criteria proposed in the optimal design of
experiments [3]. These criteria are defined using the Fisher
information matrix (FIM), which corresponds to the inverse
of the error covariance matrix for estimation using sen-
sors. Sensor optimization methods using typical design cri-
teria, i.e., the D-, A-, and E-optimality criteria, have been
proposed.

B. Related Works
Joshi and Boyd [4] formulated a sensor optimization prob-

lem using the D-optimality criterion. They relaxed the problem
to a convex function and optimized the sensor location using
semidefinite programming. The convex relaxation method
could thereafter produce a globally optimal solution for the
relaxed problem. The computational complexity is O(n3),
where n denotes the number of sensor candidates. For data
used in fluid and combustion dynamics (e.g., high-speed
cameras and numerical simulations), the number of candidate
sensors is extremely large on a large scale. Therefore, further
improvements in conventional sensor optimization methods are
required. This algorithm was recently improved through the
development of a randomized algorithm for acceleration [5].
Several convex optimization methods based on the proximal
splitting algorithm have been proposed, including the alternat-
ing direction method of multipliers [6], [7], [8], [9]. Although
a sensor selection method based on the proximal splitting
algorithm that significantly reduces (O(n)), the computational
cost has been proposed [10], [11], and the computational cost
is still high when applied to a problem with several degrees
of freedom. Alternatively, a sensor selection method based
on greedy algorithms that are faster than convex relaxation
methods has been proposed [12], [13], [14], [15].

Manohar et al. [12] applied and extended the QR-based
discrete empirical interpolation method, which is a greedy
method, to sensor selection problems. Saito et al. [13]
showed mathematically that the method proposed by Manohar
et al. [12] is equivalent to the D-optimality-based greedy
(DG) method when the number of sensors is less than that
of the latent variables (i.e., undersampling). They also pro-
posed a greedy method based on D-optimality that is efficient
regardless of the number of sensors (i.e., oversampling). These
greedy methods can find a solution that is within (1− 1/e) of
the optimal solution when the objective function is monotone
submodular and outperform the convex relaxation methods
when the size of the problem increases [16], [17], [18]. Due
to their fast calculations and reasonable performance, such
greedy methods are more appealing for sensor selection. They
have been extended for various purposes [19], [20], [21],
[22], [23], [24], [25], [26], [27], [28], [29] and have been
implemented in several applications [30], [31], [32], [33], [34],
[35], [36], [37], [38], [39], [40], [41], [42].

Cost constraints are an important issue, as sensor placement
is expensive and/or sensors often cannot be placed in the
desired locations due to sensor placement costs. Furthermore,

due to communication and energy constraints, wireless sensor
networks must use a limited number of sensors [43], [44], [45].
Because radars have limited resources, the use of a limited
number of sensors is critical in radar sensor networks [46],
[47], [48], [49]. Clark et al. [19] proposed a QR-based
greedy algorithm with a cost constraint for sparse sensor
selection and demonstrated the effectiveness of this method on
three different datasets with unique cost functions: eigenfaces,
weekly sea surface temperature data, and vortex shedding of a
fluid flowing around a cylinder. The previously proposed DG
method with cost constraints does not perform multiobjective
optimization, which maximizes the determinant and minimizes
the cost; however, it can efficiently obtain the Pareto solution
between the determinant and the cost. This method is also
empirical in its formulation and adjusts the weights of the
terms for which the costs are considered using a fixed param-
eter γ . Therefore, the previously proposed DG method for
the cost constraints can be further improved by applying the
general idea of multiobjective optimization to the determinant
and cost. In addition, a previously proposed DG method with
a cost constraint in the undersampling case was proposed;
however, it has not yet been extended to the oversampling
case. Nevertheless, oversampling is important, particularly
when considering the sensor selection problem with a small
number of latent variables. Yu et al. [50] considered the cost
constraint problem for high-dimensional data with a view
toward health research applications such as for diabetes. They
efficiently solved the cost constraint problem using a projected
gradient descent method and dynamic programming for the
0–1 knapsack problem; however, their convergence calcula-
tions are time-consuming. Therefore, this study focuses only
on the greedy method, which is computationally fast.

The multiobjective genetic algorithm (MOGA) is a power-
ful method for solving multiobjective optimization problems
(MOPs). Several MOGAs have been developed [51], [52],
[53], and their application has been intensively studied in
the engineering field, for instance, the optimization of the
airfoil for aircraft and turbines [54], [55], [56], [57]. MOPs
typically have a set of tradeoff solutions instead of an optimal
solution. Thus, algorithms for solving MOPs typically produce
nondominated solutions (Pareto-optimal solutions) that belong
to the same rank (the Pareto-optimal front) and are deemed
equally important, using the notion of Pareto dominance.

A previous study inspired by the MOGA proposed a
nondominated-solution-based multiobjective greedy (NMG)
method for sensor selection [26]. The previously proposed
NMG method iteratively adds a new sensor to the set of sen-
sors obtained in the previous step by simultaneously evaluating
MOPs. The NMG method reserves sets of sensors correspond-
ing to the nondominated solutions in a multiobjective-function
space at each step of sensor selection. A previous study
evaluated the selected sensor set by comparing the perfor-
mance of the NMG method with those of various pure-
and group-greedy [58] methods and showed that the NMG
method outperformed the pure-greedy methods for all opti-
mality measures. The extracted sensor subsets were compared
with those of the NMG method, which is the best measure
for each optimality criterion. Thus, the previously proposed
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NMG method can be improved by multiobjective optimization
over the DG method with cost constraints when applied
to a selection problem with cost constraints. The aim of
D-optimality for the optimal design of experiments is to
improve and compare the previously proposed sensor selection
method with a cost constraint [19]. Other methods, such as
particle swarm optimization [59] and ant colony optimiza-
tion [60], require careful adjustment of the hyperparameters
to achieve optimal solutions, and their performance is not
guaranteed. In contrast, the NMG method requires the adjust-
ment of only a single hyperparameter Lmax, and the solution
is improved by increasing this hyperparameter instead of the
increase in the computational cost. Furthermore, a previous
study provided theoretical evidence that the NMG method
exhibits a performance guarantee when applied with monotone
submodular functions, similar to a pure greedy method [26].

C. Contributions of This Study
The main contributions of this study are summarized as

follows.
1) A new greedy sensor selection algorithm with a cost

constraint is proposed based on the NMG method, and
its performance is investigated by comparing it with a
previously proposed method.

2) The NMG method simultaneously considers
D-optimality for the optimal design of experiments
and the cost constraint and applies the idea of Pareto
ranking to select the sensor set.

3) The effectiveness of this algorithm on datasets related
to the sea surface temperature field, the velocity field
around an airfoil, and the temperature field in a rocket
chamber is demonstrated.

II. PROBLEM AND ALGORITHM

This section introduces the sensor selection problem without
cost constraints. Because the D-optimality criterion is consid-
ered in this study, a DG algorithm without cost constraints is
explained. Next, the previously proposed DG algorithm with
cost constraints is introduced. Finally, an NMG method for
sensor selection with cost constraints is proposed.

A. D-Optimality-Based Greedy Without Cost Constraint
We define the sensor selection problem as follows:

y = HUz = Cz (1)

where y ∈ Rp denotes the observation vector, H ∈ Rp×n

denotes the sensor location matrix, U ∈ Rn×r denotes the
sensor candidate matrix, z ∈ Rr denotes the latent variable
vector, and C ∈ Rp×r denotes the measurement matrix
(C = HU). Here, p, n, and r denote the number of sensors
to be selected, the total number of sensor candidates, and the
number of latent variables, respectively. The sensor location
matrix H contains in each row an entry of unity indicating
the determined sensor locations with zeros for remainders.
Optimization without the cost constraint corresponds to the
minimization of the volume of an ellipsoid, which represents
the expected estimation error variance

minimize det
(

E
[(

z− z̃
)(

z− z̃
)⊤])

(2)

where operator E[◦] denotes the expected value of the
argument.

As described in [15], the objective function for sensor
selection problems can be defined using the FIM based on
the optimal design of experiments. Here, the D-optimality
criterion is considered. The Cramér–Rao bound is inversely
proportional to the FIM; this implies that it approaches a
theoretically lower limit on the variance of any unbiased
estimator for the parameter. The objective function based on
the D-optimality criterion is expressed as follows:

fD =

 det
(

CCT
)
, p ≤ r

det
(
CTC

)
, p > r.

(3)

Each sensor is selected by repeatedly selecting the best loca-
tions in terms of the maximization of fD in each single-sensor
subproblem. Simplified formulations are employed using the
greedy method, as discussed in previous studies [13], [15].
The DG without the cost constraint is defined as “DG method
without cost” and “DG w/o cost” in this article.

B. D-Optimality-Based Greedy Method With Cost
Constraint

The general sensor placement problem with cost constraints
is expressed as follows:

minimize det
(

E
[(

z− z̃
)(

z− z̃
)⊤])

s.t.
p∑

i=1

ci ≤ B (4)

where c and B denote the cost vector and the budget,
respectively. The cost constraint is expressed as follows:

fC =

p∑
i=1

ci ≤ B. (5)

Clark et al. [19] derived a greedy algorithm for a relaxed
version of the cost-constrained sensor placement problem,
as expressed in (4), and a QR-based greedy algorithm based
on the D-optimality criterion with a cost constraint. Therefore,
the objective function for the sensor selection problem was
defined using the D-optimality criterion of the FIM based on
the optimal design of experiments, as explained in [15]. In the
stepwise selection of the greedy method, only the kth sensor
is selected in the kth step under the condition that the sensors
up to (k − 1)th are already determined. The optimization is
expressed for each step (sensor selection) as follows:

maximize ||wi ||
2
− γ ci (6)

where wk = uik Pk−1u⊤ik
(P denotes the projection matrix

onto the row vector space of C) and γ is a hyperparameter
that determines the weight of the cost constraint. A previ-
ous study extended the QR-based greedy algorithm to cost
constraints; however, the QR method without cost constraints
maximizes the increment of the determinant (see [13]). There-
fore, the extension of the QR method to cost constraints is
a two-objective optimization of both the increment of the
determinant and the cost. The two-objective optimization for
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the D-optimality criterion and the cost from their formulation
can be expressed as follows:

maximize
det

(
CkC⊤k

)
det

(
Ck−1C⊤k−1

) − γ

k∑
i=1

ci , p ≤ r

maximize
det

(
C⊤k Ck

)
det

(
C⊤k−1Ck−1

) − γ

k∑
i=1

ci , p > r.

(7)

In this study, based on the formulation of previous studies,
we treat the two-objective optimization method of the D-
optimality criterion and the cost function as “DG method with
cost” or “DG w/ cost.” In this study, the DG method with a
cost constraint for undersampling is extended to oversampling.
We define step γ and the tailored regularization coefficient γ

and compare them with other methods. A previous study [19]
compared the tailored regularization coefficient γ based on the
results of several calculations that required considerable time.
In this study, step γ is predetermined before the calculation,
and the tailored regularization coefficient γ , which is tailored
based on the results of several calculations in advance, com-
pares the results with those of methods for a fair comparison.

C. Nondominated-Solution-Based Multiobjective Greedy
Algorithm

In this study, we apply an NMG method to solve MOPs
with D-optimality for the optimal design of experiments and
cost constraints. Algorithm 1 presents the NMG procedure.

As discussed previously, the common greedy method
reserves a set of sensors for each step. It determines the
best sensor by considering sensor candidates only for a set of
sensors obtained in the preceding step and evaluating a single
objective function, such as the D-optimality index. The sensor
selection procedure is repeated until a particular constraint is
satisfied, for instance, when the number of selected sensors
k reaches a predefined value p. Similar to the group greedy
method, the NMG method evaluates the sensor candidates for
Lmax sets of sensors obtained in the preceding step. However,
it reserves Lmax sets of sensors in each step based on the
nondominated solutions of the MOP and evaluates the sensor
candidates by considering the multiobjective simultaneously.
Furthermore, the D-optimality index and the cost constraint
defined in (3) and (5) are used as the objective functions
considered in the NMG method. In the NMG method, efficient
nondominated sorting using the sequential search strategy
(ENS-SS) [61] and infinite crowding distance, the relative
distances of each solution in the front [53], is used to obtain
the nondominated solutions. Nakai et al. [26] provided details
on the algorithm for the NMG method. In this study, all NMG
calculations are performed with Lmax = 20 (see the Appendix
for a parameter study of Lmax).

The computational complexities of the DG with cost method
and the NMG method for D-optimality for the optimal design
of experiments and cost constraints are O(pnr2) [13] and
O(pvn2r2L3

max) [26], respectively. Here, v denotes the num-
ber of objective functions (v = 2 in this study). In the
NMG method, the computational complexities for selecting
the pth sensor Lmax times and sorting using ENS-SS are

O(pnr2Lmax) and O(vnL2
max), respectively. The computa-

tional complexity of the DG method with cost is lower
than that of the NMG method; however, the DG method
with cost requires a significant adjustment time to determine
the tailored regularization coefficient γ before calculation.
The multiobjective optimization improves the single-objective
results, as demonstrated in previous studies [26], and pro-
vides a Pareto solution of the sensor placement value and
cost, which aids users in selecting actual sensor placement.
While the previously proposed DG method for cost con-
straints [19] is an empirical formulation with a fixed parameter
γ , the NMG method overcomes the empirical formulation and
addresses cost constraints in a more natural manner. The NMG
method, which performs a multiobjective optimization, has the
disadvantage of requiring a higher computational cost than
single-objective optimization.

Algorithm 1 NMG Method [26]
1: Input: p, n, Lmax
2: Output: Family of p indices of Lmax sets Sp

3: Set sensor candidates S := {1, . . . , n};
4: Si ← ∅ (i ∈ {1, . . . , p});
5: for k = 1, . . . , p do
6: for l = 1, . . . , Lmax do
7: Calculate objective functions according to Eqs. (3)

and (5) for the previously selected l-th group;
8: end for
9: Eliminate duplication of potential sensor sets;

10: rank ← 1;
11: while true do
12: Fk[rank] ← family of sensor sets assigned to rank

using ENS-SS;
13: Lk[rank] ← number of sensor sets belonging to

Fk[rank];
14: if

∑rank
i=1 Lk[i] ≥ Lmax then

15: L ′k = Lmax −
∑rank−1

i=1 Lk[i];
16: 1Sk ← L ′k sets selected using the crowding

distance and random selection from Fk[rank];
17: Sk ← Sk ∪1Sk ;
18: break;
19: else
20: Sk ← Sk ∪ F[rank];
21: rank ← rank + 1;
22: end if
23: end while
24: k ← k + 1;
25: end for
26: return Sp

D. Datasets
We consider three example datasets: the National Oceanic

and Atmospheric Administration Optimum Interpolation Sea
Surface Temperature (NOAA OISST) V2 mean sea surface
temperature set, the velocity field around NACA0015 mea-
sured by particle image velocimetry (PIV), and the brightness
from the direct measurement of a rocket combustion cham-
ber. A proper orthogonal decomposition (POD) [62], [63]
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Fig. 1. Three datasets considered in this study: snapshots of (a) global sea surface temperature, (b) flowfield around an airfoil, and (c) combustion
field in a rocket combustion chamber.

Fig. 2. Cost functions used in this study: (a) global sea surface temperature, (b) flowfield around an airfoil, and (c) combustion field in a rocket
combustion chamber. Black, yellow, and red indicate regions of the mask, zero cost, and unity cost, respectively.

is applied to the data matrix X ∈ Rn×m , which comprises
m snapshots with spatial dimension n, and a reduced-order
model is predefined by the first r low-order POD modes.
Here, the dimensions of the data matrix are reduced to
r = 10.

Snapshot examples and cost functions for each system are
shown in Figs. 1 and 2. The black, yellow, and red regions
shown in Fig. 2 indicate the mask, zero, and unity costs,
respectively. The cost function used in this study is a binary
function with only zero or unity costs. This simplified cost
function was employed in a previous study [19].

The first case employed the NOAA OISST (NOAA-
SST) V2 mean sea surface temperature dataset, compris-
ing weekly global sea surface temperature measurements
from 1990 to 2000. The data are available online [64]. The
data were generated weekly on a 1 ◦ grid and used in situ
with satellite data, along with data simulated for the sea ice
cover. There were 520 snapshots on a 360 × 180 spatial grid
[Fig. 1(a)]. The size of the data matrix was X ∈ R44 219×520.
The binary cost function in NOAA-SST is zero for locations
one and two pixels off land and equal to one everywhere else,
as shown in Fig. 2(a). This cost function was employed in
a previous study [19] and is a set of cost functions based
on the idea that sensors (e.g., a buoy) are easier to install in
the sea close to land, but more difficult to install away from
land.

The second case adopted a time-resolved dataset of the
velocity field around an airfoil acquired by a previously
obtained PIV measurement [65] [Fig. 1(b)]. The wind-tunnel
tests were performed in a small low-turbulence wind tunnel
at the Institute of Fluid Science, Tohoku University, Sendai,
Japan. The airfoil of the test model had an NACA0015 profile,
and the chord length and the span width were 100 and 300 mm,
respectively. The freestream velocity U∞ and the attack angle
of the airfoil α were set as 10 m/s and 18◦, respectively. The
spatial resolution was set to 1024 × 1024 pixels. The size of
the data matrix was X ∈ R9353×10 000. The binary cost function
in the velocity field is zero for the locations of one pixel of
the mask on the airfoil surface and is equal to one elsewhere,
as shown in Fig. 2(b). A hot-wire anemometer or similar
device can obtain the spatial velocity; however, the location
and fixation of the device are extremely difficult. On the other
hand, it is relatively easy to measure the velocity field using
a pressure sensor embedded in an airfoil on the surface. The
combustion field in a rocket chamber has the same problem
as the flow field around the airfoil.

These ideas led to the problem settings of the flow field
around the airfoil and the combustion field in the rocket cham-
ber with the cost functions shown in Fig. 2(b) and (c). The
third case utilizes a time-resolved dataset of the combustion
field of a liquid rocket engine obtained by Sakaki et al. [66]
[Fig. 1(c)]. It is extremely important to ensure combustion
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Fig. 3. Relationship between fD and fC for r = 10, p = 10,
and Lmax = 20 in the case of NOAA-SST. Step γ is set to γ ∈
[0,10−9,10−8, . . . ,108,109]. Single snapshots were reconstructed by
the NMG method in each fC. The open circles show the selected sensor
position.

stability in rocket engines. The mechanisms of combustion
instability or oscillation are not well understood. There-
fore, visualization of unsteady combustion behavior using
a high-speed camera is an effective tool for understanding
the fundamental phenomena of combustion instability. It is
possible to investigate this essential phenomenon by extracting
characteristic behaviors from a large amount of visualization
data [67]. Anomaly detection can be performed efficiently
by sparsely measuring the extracted characteristic behaviors.
The combustion field in the hydrogen–oxygen rocket chamber
was mainly the water vapor emission intensity due to the
temperature of the combustion gas. The size of the data
matrix was X ∈ R8550×1001. The binary cost function in the
combustion field is zero for locations one pixel off the rim
of the field and is equal to one everywhere else, as shown in
Fig. 2(c).

III. RESULTS AND DISCUSSION

A. Comparison of Each Method: NMG, DG w/, and DG
w/o Cost (Step γ )

Figs. 3–5 show the relationship between fD and fC for
r = 10, p = 10, and Lmax = 20 in NOAA-SST, the flowfield
around the airfoil, and the combustion field in the rocket cham-
ber, respectively. The red-closed, black-open, and blue-open
circles represent the results obtained using sensors selected by
the NMG method, the DG method w/ cost (step γ ), and the
DG method w/o cost, respectively. Here, the step γ is set to
γ ∈ [0, 10−9, 10−8, . . . , 108, 109

]. In addition, in Figs. 3–5,
each snapshot is reconstructed using the NMG method for
each fC value. Fig. 6 shows the relationship between fD and
fC for r = 10 and p = 20 at Lmax = 20 for NOAA-SST,
flowfield around the airfoil, and combustion field in the rocket
chamber, respectively. All the optimization directions in the
objective-function space shown in Figs. 3–6 are at the bottom

Fig. 4. Relationship between fD and fC for r = 10, p = 10, and Lmax =
20 in the case of a flowfield the around airfoil. Step γ is set to γ ∈
[0,10−9,10−8, . . . ,108,109]. Single snapshots were reconstructed by
the NMG method in each fC. The open circles show the selected sensor
position.

Fig. 5. Relationship between fD and fC for r = 10, p = 10, and
Lmax = 20 in the case of the combustion field in the rocket chamber.
Step γ is set to γ ∈ [0,10−9,10−8, . . . ,108,109]. Single snapshots were
reconstructed by the NMG method in each fC. The open circles show the
selected sensor position.

right; thus, the sensors selected by the sensor selection method
are inexpensive and highly accurate.

In the case of NOAA-SST, as shown in Figs. 3 and 6(a),
a Pareto front is expected to exist with a cost ranging from
0 to p; however, the results in NOAA-SST have Pareto fronts
of 0 ≤ fC ≤ 2 for undersampling and 0 ≤ fC ≤ 4 for
oversampling. This indicates that valuable locations in terms
of improving the estimation accuracy exist around the land,
where the cost is equal to zero. The Pareto front obtained by
the NMG method was better than that obtained by the DG
method with respect to the cost of NOAA-SST.
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Fig. 6. Relationship between fD and fC for r = 10 and Lmax = 20. Step γ is set to γ ∈ [0,10−9,10−8, . . . ,108,109]. (a) NOAA-SST in the
oversampling case (p = 20). (b) Flowfield around the airfoil in the oversampling case (p = 20). (c) Combustion field in the rocket chamber in the
oversampling case (p = 20).

Fig. 7. Relationship between fD and fC for r = 10 and Lmax = 20. The tailored regularization coefficient γ was used for the DG method w/ cost.
(a) Velocity field around the airfoil in the undersampling case (p = 10). (b) Combustion field in the rocket chamber in the undersampling case
(p = 10). (c) Velocity field around the airfoil in the oversampling case (p = 20). (d) Combustion field in the rocket chamber in the oversampling case
(p = 20).

In the case of the flow and combustion fields, as shown in
Figs. 4, 5, and 6(b) and (c), unlike the NOAA-SST results, the
NMG method has a Pareto front with 0 ≤ fC ≤ p. Because
the NMG method can obtain a continuous Pareto front, it is
easy to select a sensor set that satisfies the cost require-
ments. In contrast, the DG method w/ cost is an intermittent
Pareto front. This is because the fixed parameter γ is not

adjusted for these calculations, and step γ overlaps with the
solution.

B. Comparison of Each Method: NMG, DG w/, and DG
w/o Cost (Tailored Regularization Coefficient γ )

The results obtained by the DG method w/ cost using
the step γ overlap resulted in an intermittent Pareto front.
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Fig. 8. Relationship between fD and fC for r = 10 and Lmax = 1,5,10, and 20. (a) Velocity field around the airfoil in the undersampling case
(p = 10). (b) Combustion field in the rocket chamber in the undersampling case (p = 10). (c) Velocity field around the airfoil in the oversampling
case (p = 20). (d) Combustion field in the rocket chamber in the oversampling case (p = 20).

Therefore, this study introduces a tailored regularization coef-
ficient γ based on several precalculations, and the results
obtained by the DG method w/ cost using the tailored reg-
ularization coefficient γ are compared with those obtained by
the NMG method.

Fig. 7 shows the relationship between fD and fC for
r = 10 and Lmax = 20. Here, the tailored regularization
coefficient γ is used for the DG method w/ cost. Table I lists
the used tailored regularization coefficient γ . Note that the
tailored regularization coefficient γ was obtained from several
precalculations and was time-consuming.

As shown in Fig. 7, the results obtained by the DG method
w/ cost using the tailored regularization coefficient γ also
exhibit continuous Pareto fronts in the undersampling and
oversampling cases. Comparing fD for each fC, the NMG
method may rarely be slightly worse than the DG w/cost
method; however, in most cases, the NMG method is superior
to the DG w/cost method.

Finally, it should be noted that this study only considers
problems with a binary cost function for the sensors and
that the proposed method works significantly in such cases.
However, the performance of the NMG method is degraded
if we consider the continuous cost function, which has a
different cost for each sensor. This is because the continuous

TABLE I
TAILORED REGULARIZATION COEFFICIENT γ FOR THE

DG METHOD W/ COST

cost function often leads to a large number of nondominated
solutions that are larger than the hyperparameter of L in this
study, and a random selection embedded in this algorithm of
nondominated solutions becomes key. We applied the NMG
method to this problem; however, the performance seemed
to degrade. The scope of this study is the application of
the NMG method to almost the same problem setting as
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the cost-constrained sensor problem with a stepwise cost
function as that in the previous study, which should be further
investigated in future studies.

IV. CONCLUSION

In this study, a new greedy sensor selection algorithm
with a cost constraint was proposed based on the NMG
method, and its performance was investigated by comparing it
with a previously proposed method. The cost function was
simultaneously considered using the D-optimality criterion,
and the sensor set was selected based on the idea of a
nondominated solution. We demonstrated the effectiveness of
the proposed algorithm on three different real datasets related
to the sea surface temperature field, the flowfield around an
airfoil, and the combustion field in a rocket chamber. A binary
cost function was virtually imposed for each potential sensor
location, and a sensor selection problem with a cost constraint
was simulated. The results of numerical experiments demon-
strated that the NMG method can yield a Pareto solution.
Introducing a tailored regularization coefficient obtained by
multiple precalculations improves the results of the previous
method; however, the objective values of almost all sensors set
at certain costs selected by the proposed method are superior
to those selected by the previous method.

APPENDIX
PARAMETER STUDY: Lmax

A parameter study is conducted on Lmax. The NMG method
reserves Lmax sets of sensors in each step based on the
nondominated solutions of the MOP and evaluates the sensor
candidates by considering the multiobjective simultaneously.
Therefore, a parameter study on the function of Lmax in the
NMG method can be performed by calculating the NMG
method with several Lmax. All calculations in this study were
performed with Lmax = 20. Therefore, the parameter study is
performed with the number of calculations N changed so that
the computational cost is the same condition as for Lmax = 20:
N = 1 for Lmax = 20, N = 2 for Lmax = 10, N = 4 for
Lmax = 5, and N = 20 for Lmax = 1. Fig. 8 shows the
relationship between fD and fC for r = 10, p = 10, and
p = 20, in the flowfield around the airfoil, and the combustion
field in the rocket chamber. The red-closed, black-open, blue-
open, and green-open circles represent the results obtained
using sensors selected by the NMG method for Lmax = 20,
Lmax = 10, Lmax = 5, and Lmax = 1, respectively. For
both calculations with equal computational cost, the results
for Lmax = 1 are close to those of Lmax = 20; however,
the Pareto front is Lmax = 20 for all results. These results
typically demonstrate that it is more Pareto front to consider a
multiobjective (Lmax > 1) than a single objective (Lmax = 1).
A Pareto front can be obtained by increasing Lmax. Regarding
Lmax = 20, a Pareto front exists with a cost ranging from 0 to
p approximately. Therefore, the NMG method was performed
under the condition of Lmax = 20 in this study.
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