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Abstract—Low-complexity and privacy-respecting human
sensing is a challenging task in smart environments as it
requires the orchestration of multiple sensors, low-impact
machine learning (ML) methods, and resource-constrained
Internet of Things (IoT) devices. Client/server-based archi-
tectures are typically employed to support sensor fusion.
However, these architectures need data to be moved to/from
the cloud or data centers, which is contrary to the funda-
mental requirement of the IoT applications to limit costs,
complexity, memory footprint, processing, and communica-
tion resources. In this article, we propose the design and
implementation of an integrated edge device targeting human
sensing for indoor smart spaces applications envisioned in
Industry 5.0 applications. The proposed device implements
the cumulative sum (CUSUM) method for data distillation from
multiple sensors and adopts a low-complexity random forest algorithm (RFA) to sense and classify body movements:
in particular, the device integrates both infrared (IR) and ultrasonic (US) sensors. This article discusses the benefits
of the combined use of CUSUM and RFA methods against classical ML approaches in terms of accuracy, complexity,
computing time, and storage. The proposed architecture and processing steps are validated experimentally by targeting
the fall detection problem in a smart space environment. RFA reduces the complexity by at least three times compared to
classical ML tools based on the analysis of space and time features (convolutional neural networks and long short-term
memory): processing time is in the order of 0.1 s while accuracy is about 94%.

Index Terms— Edge processing, fall detection, Internet of Things (IoT), machine learning (ML), random forest, sensor
fusion.

I. INTRODUCTION

THE increasing digitalization in smart buildings and indus-
trial environments, namely, Industry 4.0 (I4.0), is paired

with the massive diffusion and deployment of heteroge-
neous Internet of Things (IoT) sensors, mostly exploited for
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automated applications [1]. In particular, the transition from
Industry 4.0 to Industry 5.0 (I5.0) is currently supported by
artificial intelligence (AI) systems to make human-centered
smart environments more integrated, dynamic, adaptable, and
connected. However, this makes also the environments inher-
ently more complex, with large volumes of data being gener-
ated and processed.

Successful transition into AI-based I5.0 applications faces
many challenges such as privacy (i.e., data ownership), secu-
rity (i.e., data security and integrity), and complexity, as AI
tools must be embedded into the IoT devices with limited com-
puting, memory, and communication resources [2]. In addition,
real-time human sensing through the orchestration of many
heterogeneous sensors, which need to send continuously raw
data to cloud servers, poses additional constraints, such as
data privacy and integrity, as well as an efficient use of the
generated data [3].

Fusion of data generated by multiple sensors, through
processing and learning at the edge or intermediate devices,
rather than on the cloud, is a fundamental, and practical,
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solution [4]. However, due to the limited computational and
communication capacity at the edge devices, it is also essential
to apply low-complexity but high-accuracy designs [5] of
the processing, learning, and inference stages. For exam-
ple, data distillation methods, such as feature extraction and
processing [4], must be implemented inside the IoT devices
themselves to avoid moving large-size data over bandwidth-
or energy-limited networks.

Through feature-based distillation, field devices, or sensors,
producing data are responsible per part of data preprocessing
as they share and distribute features rather than raw data. This
must be accomplished not only to respect data ownership,
integrity, and privacy but also to limit the data complexity
by reducing the data dimensionality to a small set of fea-
tures/parameters exchanged.

This article targets the design, implementation, and valida-
tion of an integrated edge device with real data for human
sensing in indoor smart spaces. The device is equipped with
multiple sensors and implements real-time sensor fusion,
feature extraction, and edge processing methods optimized
to achieve good accuracy with a significant reduction in
memory, processing time, and complexity. In particular, this
article proposes the adoption of a cumulative sum (CUSUM)
approach for efficient data distillation from multiple sensors.
It also compares different machine learning (ML) approaches
to support joint body motion and fall detection applications.
A decision tree classifier, based on the random forest algorithm
(RFA), is proposed and compared with classical data-intensive
neural network-based approaches in terms of algorithm com-
plexity, memory and processing time requirements, and
accuracy.

Fig. 1(a) and (b) shows the proposed sensor fusion archi-
tecture: the edge device is equipped with infrared (IR) and
ultrasonic (US) sensors, preprocessing units (PUs), and a
feature fusion center (FC). The IR and US sensors acquire
data independently, namely, thermal and range information,
and send them to the PUs for feature extraction. Each PU
applies raw data distillation by implementing the CUSUM
algorithm [30], [31], from which features are extracted and
forwarded to the FC [implemented on the microcontroller unit
(MCU)]. The FC performs feature selection and aggregation.
It provides the results for the learning and decision steps
based here on RFA. Feature evaluation and decision tree-based
processing are performed to reduce the data complexity and
mitigate the computational cost at the edge.

A. Related works
Human-centric smart building applications are part of Indus-

try 5.0 trends and target the real-time human body moni-
toring in indoor/outdoor areas [7], [8]. Passive sensing of
people/workers and monitoring of their health conditions can
be based on wireless local area network (WLAN) signal
processing tools, as reviewed in [9]. For example, a device-
free fall detection algorithm, based on the analysis of ambient
radio signals, is proposed in [10] by exploiting low-power
IEEE 802.15.4 compliant devices already deployed in the mon-
itored area for machine-to-machine (M2M) communication

Fig. 1. Sensor fusion architecture. (a) Integrated sensor/edge device
with both IR and US sensors, MCU, and DSP. (b) IoT edge device setup
and layout for body and fall detection applications. (c) Examples of IR
and US raw signals and the corresponding extracted CUSUM features.

purposes. Beside WLAN sensing, multisensor fall detection
algorithms are analyzed by implementing information fusion
of features extracted from experimental data collected by
different sensors [11], namely, triaxial accelerometers, micro-
Doppler radars, and depth cameras. However, with respect to
this approach, the former does not require to wear any device;
thus, it does not discloses any personal data (i.e., it is privacy-
preserving by design).

In order to improve the accuracy and the efficient use of
multiple sensors, a cloud-based multisensor fusion is proposed
in [12], while in [13], a fusion algorithm is developed to
combine range information from different radar sensors. In this
case, a radar data fusion system is implemented for human
gait estimation, in addition to fall detection. An approach
capable of selecting the best fusion architecture (from prede-
fined options) for a specified sensor dataset is also proposed
in [14] where the sequential forward floating selection (SFFS)
algorithm is exploited to reduce the features number and limit
it to a given value.

Smart buildings and industrial environments resort to a
massive deployment of resource-constrained IoT devices, sen-
sors, and actuators. Sensors generate a large volume of data
in real time, which is an appealing target for AI and data
fusion systems [15]. However, deploying data-intensive ML
models on such end devices is nearly impossible due to limited
computing power, missing specialized AI processing units,
and memory constraints. In some applications, the cost of
building the computing/communication infrastructure and the
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related fees to maintain it over time is also much higher
than the benefits obtained from gathering and analyzing the
same endpoint data. Beside costs, there are also concerns over
bandwidth limitations and processing time, as data need to be
sent to the cloud, while the analysis results must be returned
to the endpoints in a timely manner.

Edge and fog computing methods [16], [17], [18] have
been proposed to migrate computations from the data center
near to the sensors producing the data or other colocated
devices, thereby reducing the system latency, bandwidth occu-
pation [19], and computing resources [20]. Processing on the
edge allows also to perform inference near the source of the
data; on the other hand, limited resource constraints prevent
the adoption of data-intensive and/or complex models [21].

Existing works on ML-based activity recognition [23], [24]
exploit long short-term memory (LSTM) [25] and convo-
lutional neural networks (CNNs) [26] architectures as they
take advantage of temporal and spatial features, respectively.
Focusing on low-complexity designs, RFA-based methods are
expected to provide comparable accuracy to LSTM and CNN
while being more easily implemented on embedded devices
with limited computational resources [27].

Running ML tools on embedded edge devices brings
new challenges that include: 1) data distillation, to extract
low-dimensional features from raw training data; 2) ML
model optimization for resource-constrained computing envi-
ronments; 3) real-time performance (latency and computing
time); and 4) accuracy versus complexity tradeoff analysis.

To address these issues, prior works about ML on edge
devices focused on deep learning (DL) methods [16], [17],
[18]. Typical approaches propose to keep the ML model size
small enough by using few trainable parameters, minimizing
the number of computations [15], adopting quantization, spar-
sification, pruning [22], and DNN partitioning [28]. However,
these methods are still debatable in dynamic network sce-
narios with constrained resource devices since they require
additional preprocessing steps or increased communications
with edge/cloud servers due to offloading or specific hardware
support to maintain a reasonable accuracy.

Unlike previous studies, this article proposes a data-agnostic
architecture that combines a CUSUM technique [29], [30] for
data distillation, followed by RFA processing. CUSUM imple-
ments a semiblind change point detection and is adopted for
feature extraction and fusion of raw sensor data. CUSUM was
originally proposed for anomaly detection [30] and recently
adopted also for data segmentation [6], [31]. Compared to raw
data, CUSUM produces low-dimensional features [6] suitable
for resource-constrained devices. These features are fed to an
RFA model designed to classify human worker motions.

B. Contributions
This article proposes the design, implementation, and vali-

dation of an edge device that integrates IR and US sensors
targeting body motion and activity recognition for smart
spaces applications. The device supports preprocessing and
feature-based data fusion techniques optimized for implemen-
tation on resource-constrained hardware. Rather than sharing,
and directly processing, the raw data from the IR and US

sensors, the proposed technique performs low-dimensional
feature extraction by exploiting, for the first time, a change
point detector tool that is based on the CUSUM approach.
Features are then used as inputs for body motion detection that
is performed by an ad hoc RFA. The approach is shown to be
more efficient compared to classical DL-based approaches in
terms of complexity, computing time, storage, and accuracy.
Besides, the proposed approach does not need data to be
moved on the cloud and thus protects data ownership, integrity,
and safety.

The proposed approach is analyzed in terms of complexity,
namely, the expected number of operations to produce a
detection output, computing time for training/inference, mem-
ory footprint, and accuracy. The algorithm also performs the
selection of the best pool of features to maximize the detection
performance targeting the human body fall detection problem.

This article extends [31] with novel contributions summa-
rized as follows.

1) An edge-based feature processing model that integrates
multiple sensors, data distillation, and data fusion is
proposed for body motion and activity recognition appli-
cations. The CUSUM method is used to extract features
(i.e., for data distillation), while feature selection, group-
ing, and fusion are based on the RFA method optimized
to recognize critical body motion events.

2) An edge-based integrated board is designed to imple-
ment the proposed algorithm: it includes the sensors,
the PUs, and the FC. The multisensor board is equipped
with a low spatial resolution IR sensor composed by
64 thermopile elements, arranged as a squared array
of 8 × 8 IR pixels, and a US sensor for US ranging.
Hardware and sensor integration are also discussed.

3) The approach is validated experimentally in an indoor
environment. In particular, the study focuses on body
walk vs fall classification, as critical in smart spaces
applications. The RFA method is also compared against
popular data-intensive ML designs based on CNN and
LSTM [32], [33].

This article is organized as follows. Section II discusses the
CUSUM-based sensor fusion model, the feature extraction,
and the feature reduction method, tailored for IR arrays
and US sensors. Section III describes the proposed RFA
method for activity recognition (i.e., body walking versus
falling). Section IV analyzes a case study for fall detection
in an indoor smart space environment. Accuracy–complexity
tradeoffs, training, and processing time are analyzed in detail.
Finally, Section V draws the conclusions and discusses current
limitations and future works.

II. EDGE-BASED SENSOR FUSION MODEL: SENSOR

DATA AND FEATURE PROCESSING

This section analyzes the data fusion architecture target-
ing the IR and US sensors integration. It includes the data
acquisition and the feature fusion models for the human sens-
ing problem. Among various sensors and IoT technologies,
thermal vision systems, based on low-cost IR array sensors,
allow to track thermal signatures induced by moving people.
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Fig. 2. Multifeature fusion model and architecture: (a) general multifeature fusion model for human sensing using K sensors and (b) specific
multifeature fusion architecture for fall detection applications based on IR and US sensors.

Moreover, US sensors estimate the distance from obstacles
or other people to improve safe indoor navigation. Unlike
contact tracing applications based on short-range communi-
cations, IR and US-based sensing systems are passive, as they
do not need neither the cooperation of the subject(s) nor
the use of any wearable device. Thus, they do not pose
any threat to user privacy and are also suitable for deploy-
ment in large spaces such as smart buildings or industrial
workplaces [31].

Fig. 2(a) shows the general multifeature fusion model and
the components of the integrated multisensor platform, namely,
the edge device, and its functionalities. The integrated edge
device includes the sensor devices (SDk), the corresponding
processing units (PUk), and the FC. Each sensor device
produces the raw data that are fed to the PUs (Section II-A),
while the PUs implement a change detector algorithm and
extract the local features obtained from the CUSUM metric
(described in Section II-B). Finally, the FC learns a global
RFA model for body motion detection using the local CUSUM
features. In addition, it also performs the feature selection,
grouping, and fusion stages.

Human body movements may be captured by exploiting
both the temperature perturbations in the readings of the IR
array sensor SD1 and the changes in the distance measure-
ments produced by the US sensor SD2. Fig. 2(b) shows the
setup and the classification problem targeting body motion
detection (in our case, the fall versus nonfall events) using data
collected by both sensors and their corresponding features.
During the learning phase of the RFA model, the FC selects
an optimal subset of features (i.e., number and types) that
provide the maximum accuracy and the lower training time.
As described in Section III, each tree makes the local decision
using the selected features subset in the training phase. A final
decision is made by major voting, considering all individual
trees.

In the following, we introduce the statistical model for
the raw data captured by the IR array and the US sensor

sources [31], [34]. Notice that the proposed model and method
can also serve as a general framework for multisensor deploy-
ments. Data acquisition and CUSUM-based feature extraction
steps are described as well.

A. Multisensor Data Processing
IR sensors typically consist of a single or multiple arrange-

ment (i.e., array) of thermopile elements equipped with lens,
mostly deployed in indoor scenarios to estimate the tem-
perature of the environment and the objects/people herein
contained [34], [35]. For instance, passive IR (PIR) sensors
are widely employed in consumer security systems [36], also
in conjunction with radar sensors [37], to detect the people
presence in the field of view (FoV) of the sensor. However,
recently, IR arrays have been employed not only for human
body occupancy detection but also for localization and tracking
applications [34].

Typical US sensors are noncontact micro-electromechanical
system (MEMS) devices that provide only range (i.e., distance)
information about targets inside the sensor FoV. Since they
do not extract any visual image of the target(s), as in the
case of low-resolution IR sensor arrays, both sensors are
privacy-preserving and can also be fused together to improve
the detection accuracy.

1) IR Sensor Array: Low-cost and low-resolution IR sensor
arrays, presently available on the market, usually consist of
M thermopile elements arranged as a single element (m = 1)
or multiple elements (m = 1, . . . , M) in 1-D linear or 2-D
grid, whose format depends on the specific IR device. In our
case, the IR array, namely, the grid eye [38], acquires raw
thermal images organized as 2-D frames of 8 × 8 pixels
(M = 64), while the frame sampling frequency of the array
is set to 10 Hz. The IR array includes a built-in silicon lens
having an FoV equal to 60◦ and features 8 pixels vertically
and 8 pixels horizontally having an opening angle of about
7.5◦ per pixel (i.e., with very low spatial resolution). This
corresponds to the approximated full-width at half-maximum
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Fig. 3. Human body motion detection: (a) indoor deployment of

the ceiling-mounted sensors board; (b) IR sensor readings ε(IR)
t,m , for the

IR array element with index m = 30 and acquisition time equal to 15 s; and
(c) US sensor readings ε(US)

t during walk and fall activities with respect
to the empty environment (Env) for the acquisition time equal to 30 s.

(FWHM) value. The sensor is designed for IR wavelengths
in the range of 5–13 μm with a noise temperature equivalent
difference (NETD) equal to 0.16 ◦C according to [38].

IR arrays can be wall- or ceiling-mounted [39]. However,
without any loss of generality, we consider a ceiling-mounted
device, as shown in Fig. 3(a). During the experiments, a person
enters in an area of about 12 m2 and walks or falls during
a period of approximately 30 s for several times. Fig. 3(b)
shows an example of human body motion captured by the
mth thermopile of the IR array sensor (actually, the one with
index m = 30) during fall and walk activities with respect
to the empty environment taken as a reference. As confirmed
in the example, when a person enters in the area and walks
(blue color), the temperature readings with respect to the
empty environment increase, while the target moves in the
surroundings of the considered thermopile element FoV (see
the corresponding peaks in the figure). On the contrary, the
samples highlighted in yellow indicate a person that loses
the balance and falls. These informative patterns are captured
and used to identify walk and fall activities from the empty
environment case.

The sensor readings at time t are collected in the vec-
tor ε

(IR)
t = [ε(IR)

t,1 , . . . , ε
(IR)
t,M ]T where each element ε

(IR)
t,m

corresponds to a noisy thermal measurement obtained from
the mth thermopile component. For the example of Fig. 4, the
detector array acquires raw thermal IR images organized as
2-D frames corresponding to the empty [Fig. 4(a)] or occupied
space, where a person walks [Fig. 4(b)] or falls [Fig. 4(c)],
respectively. The sensor readings ε

(IR)
t depend linearly on the

body occupancy vector r t = [rt,1, . . . , rt,m, . . . , rt,M ]T, whose
elements rt,m ∈ {0, 1} provide binary information about the
presence, or absence, of the subject at time t as detected by
the mth thermopile element. In the following, we also define
the human body state �t,m at time t to represent the activity
of the subject in the environment (i.e., fall versus nonfall state)
detected by the mth thermopile element at time t . The vector
εt is modeled as

ε
(IR)
t = H · r t + wt =

M�
m=1

hm
�
�t,m

� · rt,m + wt (1)

Fig. 4. Examples of IR and US readings in a typical indoor scenario. The
2-D images of the IR sensor readings correspond to: (a) empty space,
(b) person walking, and (c) person falling. In (d), the range information
from the US sensor readings corresponds to the time evolution for a
person walking or falling in the monitored area with respect to the empty
environment.

where, for each kth element of ε
(IR)
t , it is ε

(IR)
t,k =�M

m=1 hk,m(�t,m) · rt,m + wt,k . The M × M matrix H =
H(�t,m) = [h1, . . . , hm, . . . , hM ] collects all the M thermal
signatures hm [39] that are represented by the column vector
hm = [h1,m, . . . , hM,m ]T of size M × 1. These signatures
describe the pattern of temperature increases induced by a
body state �t,m . Clearly, in the absence of the target, i.e., for
�t,m = ∅, it is hm(�t,m) = 0, where 0 is the zero vector
of size M × 1. The background temperature wt is described
by the column vector wt = [wt,1, . . . , wt,M ]T that conveys
information about noisy heat sources that are not caused
by body movements but still characterize the empty space.
As clarified in the following, the background temperature in
the absence of the target is modeled by an autoregressive (AR)
model [6].

2) US Sensor: The adopted US sensor is a time-of-flight
(ToF) sensor, namely, the CH201 from TDK [40], which
internally includes an MEMS-based piezoelectric microma-
chined ultrasonic transducer (PMUT) [41] and a system-on-
chip (SoC) unit for range preprocessing. The US device uses
the PMUT to transmit (and receive) short pulses of sound
waves through the air [31] (and references herein), with an
FoV of about 45◦. The US sensor range readings are collected
in the vector ε

(US)
t = [ε(US)

t−K+1, . . . , ε
(US)
t ]T that includes K

consecutive samples ε
(US)
t−k up to time t . As shown in [31], the

round-trip time ts(�t,k), due to the sound waves’ propagation
from and back to the PMUT, depends on the human body state
�t,k and it is measured by the built-in SoC as

ε
(US)
t,k = cac · ts

�
�t,k

�
/2 =�M − S

�
�t,k

��2 (2)
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where cac = 343 m/s is the speed of sound at the room tem-
perature (i.e., 20 ◦C), M = [x, y]T is the known transducer’s
position, and S(�t,k) = [xk, yk]T is the position of the human
body in state �t,k .

Notice that the detection performance typically suffers from
disturbance degradation in the presence of adverse environ-
mental factors such as non-line-of-sight (NLOS) and multipath
propagation effects [42] that typically induce biased received
range data. However, these phenomena are generally unavoid-
able in real deployments, due to the inherent nature of the
sound waves used for ranging that are prone to be reflected,
refracted, and diffracted when encountering different kinds of
obstacles (e.g., walls, ceiling, and ground) and even human
beings that are present in the monitored area [43], [44].

B. Change Detection and CUSUM Features
In what follows, we investigate the distillation and seg-

mentation algorithms applied to the IR and US sensors’ raw
data. To this aim, we exploit the CUSUM method (see Fig. 2)
to extract the features related to the changes in the sensor
readings due to specific human body motion activities.

Considering here an indoor environment without tar-
gets (�t,m = ∅), the sensor readings time series ε

(IR)
t and

ε
(US)
t , obtained from the IR and US sensors, are here modeled

by a pth-order AR model [6]. More specifically, the signal
produced at time t by the mth thermopile element of the IR
array is modeled iteratively as

ε
(IR)
t,m

�
ζ

(IR)
0,m

�
= bT

m · ε
(IR)
t−1:t−p,m + n(IR)

t,m (3)

where the column vector ζ
(IR)
0,m = [bm, σm ]T of size

p + 1 defines the AR parameters and the column vector
ε

(IR)
t−1:t−p,m = [ε(IR)

t−1,m, . . . , ε
(IR)
t−p,m]T of size p collects the

previous p IR samples of the mth element of the IR array,
while the Gaussian-distributed white noise n(IR)

t,m ∼ N [0, σ 2
m ]

models the innovation term n(IR)
t,m with zero mean and variance

σ 2
m . Likewise, focusing on the US sensor, the AR model is

defined as

ε
(US)
t

�
ζ

(US)
0

�
= bT

u · ε(US)
t−1:t−p + n(US)

t (4)

where the column vector ζ
(US)
0 = [bu, σu ]T of size p +

1 includes the background-specific AR parameters and the

column vector ε
(US)
t−1:t−p = [ε(US)

t−1 , . . . , ε
(US)
t−p ]T of size p

collects the previous p US samples, while n(US)
t ∼ N [0, σ 2

u ]
models the residual range as a zero-mean Gaussian white
stochastic process with standard deviation σu . In this article,
we assume p = 1, while the proposed AR models are validated
experimentally in Section IV.

A change in the environment, e.g., due to an object or a
person, standing or moving in the area covered by the IR
and the US sensors, alters the corresponding AR parameters,

represented by the matrix Ψ 0 = [ζ (IR)
0,1 , . . . , ζ

(IR)
0,M , ζ

(US)
0 ] of

size (p+1)×(M+1). The parameters Ψ 0 are replaced with the
new, but unknown [31], ones Ψ 1 = [ζ (IR)

1,1 , . . . , ζ
(IR)
1,M , ζ

(US)
1 ].

Detection of changes in the AR parameters is implemented
iteratively by monitoring the CUSUM function [30]. For a

given inspection interval [t − T, t] of duration T , the CUSUM
gt is defined at time t for both IR array and US sensors as

g(IR)
t,m = 1

T

t�
j=t−T

�
� j,m

�+ (5)

and

g(U)
t = 1

T

t�
j=t−T

�
� j

�+ (6)

respectively, where the operator (·)+ is defined as (·)+ =
max[0, ·], while the log-likelihood ratio terms � j,m and � j are
defined as

� j,m

�
ζ

(IR)
0,m

�
= sup

ζ
(IR)
1,m ∈Ψ 1

⎛
⎜⎝ln

⎡
⎢⎣Pr

ζ
(IR)
1,m

�
ε
(IR)
t,m |ε(IR)

t−1|t−q−1,m

�
Pr

ζ
(IR)
0,m

�
ε
(IR)
t,m |ε(IR)

t−1|t−q−1,m

�
⎤
⎥⎦

⎞
⎟⎠

� j

�
ζ

(US)
0

�
= sup

ζ
(US)
1 ∈Ψ 1

⎛
⎝ln

⎡
⎣Pr

ζ
(US)
1

�
ε
(US)
t |ε(US)

t−1|t−q−1

�
Pr

ζ
(US)
0

�
ε
(US)
t |ε(US)

t−1|t−q−1

�
⎤
⎦

⎞
⎠
(7)

respectively. The supremum (sup) is computed over the
(unknown) parameter set ζ

(IR)
1,m and ζ

(US)
1 ∈ Ψ 1, while ln[·]

functions are the log-likelihood ratios for ζ
(IR)
1,m and ζ

(IR)
0,m and

ζ
(US)
1 and ζ

(US)
0 pairs, respectively. For small changes of the εt

dynamics with respect to the empty environment, as typically
observed during body movements, the terms � j,m, � j in (7)
simplify to [30]

� j,m ≈ νm uT
IR · z j,m

�
ζ

(IR)
0,m

�
� j ≈ ν uT

US · z j

�
ζ

(US)
0

�
(8)

where the constant terms ν, νm > 0, and z j , z j,m are the score
function vectors of size (p+2)×1 defined as in [30]. The uni-
tary vectors uIR and uUS indicate the predominant directions
of the change that maximize the impact of the perturbations
on the selected model parameters (i.e., AR parameters and
residual standard deviation). In our case, we assume that
ν = νm = 0.2 and an AR-1 (i.e., p = 1) model; in addition,
uIR = uUS = [sin(α), cos(α)]T , with α = (π/20) . The score
functions further simplify as

z j,m =
⎡
⎣ 1

σ 2
m

n(IR)
t,m ε

(IR)
t−1,m,

1

σm

⎛
⎝�

n(IR)
t,m

σm

�2

− 1

⎞
⎠

⎤
⎦T

z j =
⎡
⎣ 1

σ 2
m

n(US)
t ε

(US)
t−1 ,

1

σm

⎛
⎝�

n(US)
t

σu

�2

− 1

⎞
⎠

⎤
⎦T

. (9)

The CUSUM results from the IR and US sensors g(IR)
t,m , m =

1, . . . , M , and g(US)
t are then transferred to the FC, and the

human body state �t is recognized using both fused feature
terms g(IR)

t,m and g(US)
t with

�

�
�̂t

�
=

�
g(IR)

t,m ; g(US)
t

�
. (10)
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Fig. 5. Edge device (EnviRadar prototype) and hardware architecture. Buses and power supply lines are detailed.

Finally, the proposed RFA method uses the features (10) as
input for classification of body motion (fall detection).

Note that the CUSUM-based processing is a proper solu-
tion for handling heterogeneous sensor inputs (i.e., it is not
specific to IR and US signals) as it can accurately capture
environmental changes by analyzing multidimensional time
series regardless of the raw data sources [6].

C. Edge-Based Board: Hardware and
Sensors integration

In this section, we present the edge-based integrated board
that has been used to experimentally verify the proposed
feature fusion methods. The edge device is assumed to be ceil-
mounted, as shown in Fig. 3(a). The developed edge board
is shown in Fig. 5 that highlights also the specific hardware
architecture and the related design details. The board integrates
the following main components.

1) A power management integrated circuit (PIMC) that
provides four voltage levels as outputs (i.e., 1.0, 1.2,
1.8, and 3.3 V) required by the different sensors, the
main microcontroller, and the other ancillary devices.

2) The ARM-Cortex R4F microcontroller running at
200 MHz and the digital signal processor (DSP)
TMS320C674x at 600 MHz with shared RAM for
computations, namely, features extraction and fusion.

3) The US sensor CH201 [40], [41] interfaced to the ARM
Cortex R4F via the I2C bus that supports distance
measurement up to 5 m, with a customizable FoV up
to 180 ◦C but limited here to 45 ◦C.

4) The IR array grid eye [38] with 0.25 ◦C temperature
resolution and 10-Hz sampling rate. Likewise, the US
sensor is interfaced with the microcontroller ARM Cor-
tex R4F by exploiting the I2C bus.

Beside the above components, an RS485-compliant
20-Mb/s interface is used to send the extracted features g(IR)

t,m

and g(US)
t to external units (e.g., ModBus devices) for further

processing. The transceiver is interfaced to the ARM Cortex
R4F by exploiting its embedded UART. The device may also
be equipped with an optional module supporting LoraWAN
radio for remote data sharing. Even in this case, the LoraWAN
module is interfaced to the ARM Cortex R4F through another

embedded UART. In Section IV, we will exploit the RS485
interface for data extraction, while the LoraWAN radio module
will not be considered.

III. RANDOM FOREST MODEL AND DECISION-MAKING

FOR HUMAN SENSING

This section discusses the human body fall detection prob-
lem by exploiting the proposed multisensory fusion setup.
Human body motions are detected through the CUSUM fea-
tures that discriminate a body fall event from a (safe) walking
activity of a person inside the monitored space. In what
follows, we describe the classification problem and the adopted
RFA method based on the fused multisensory features.

A. Random Forest and Decision Tree Ensemble Model
Decision trees are frequently encountered in ML applica-

tions and sometimes used also for classification and regres-
sion [45] on resource-constrained edge devices [33], [46].
A decision tree is represented in general as a function T :
Rn → R on an n-dimensional feature space. It is defined
by recursively partitioning the input feature space � ∈ Rn

into regions and implementing a binary test in each result-
ing region. A function can be represented by a tree that
consists of nodes (representing a test) and branches that
show the specific test outcomes. Classification is typically
based on the analysis of the paths in the tree. One way
to improve the performance of decision tree classifiers is to
combine the responses from multiple trees. In [47], a set of
decision trees are trained using a random subset of the input
features. This has the effect of decorrelating the outputs of
the individual trees in the forest, combining the advantages
of bagging and random selection [48], and thus improving
the performance. RFA is comparatively reported to perform
faster than boosting and bagging and it is robust to outliers
and noise. It is also an effective solution to handle large
datasets and missing data as often encountered in sensor fusion
applications [49].

The RFA model R is described as an ensemble of N
decision trees R = {Ti }N

i=1 where each classifier tree Ti

contributes with a single vote for the assignation of the most
frequent class to the input vector �. For the proposed sensor
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fusion setup detailed in Section II, we collect M + 1 =
65 CUSUM terms where 64 are obtained from the IR sensor
array (8 × 8) [50] and 1 from the US sensor readings. Next,
we select a group of k f ≤ M + 1 features targeting the fall
detection accuracy of 0.9. The feature group serves as input
feature space � in (10) for R. Finally, the RFA [51] uses
f randomly selected subset of features �i ∈ � as an input
to each tree, while each tree grows independently using the
C4.5 algorithm [52].

B. Motion Classification: Body Fall Versus
Walking Detection

In the following, we tackle the problem of body fall versus
walking detection. The goal is to recognize the human body
state �̂t ∈ {�s,� f } at time t , where �s represents a subject
in a safe state, i.e., walking/moving inside the coverage area,
and � f indicates a subject falling, comprising of preevent and
fall event.

The change detector scheme described in Section II-B is
used first to detect the body presence: the CUSUM fea-
tures �(�̂t ) in (10) are thus computed continuously with
an inspection interval of T = 5 samples for both sensors
(corresponding to 1 s for Ts = 200 ms sampling time). Motion
events are segmented using two different thresholds applied to
the IR array sensors g(IR)

t,m and the US g(U)
t CUSUM functions

and optimized as shown in [31]. Segmented CUSUM features,
indicating the presence of a subject, are then used as an input
to the RF algorithm for classification.

The human body state at time t , �̂t , is obtained by majority
voting over local decisions {�̂i,t }N

i=1, where �̂i,t = Ti (�i )
is the class prediction of the i th tree in the forest using the
input feature subset �i obtained at time t . Fall state � f is
an unpredictable event leading the subjects to lose the balance
and rest on the ground/floor. As described above, a fall is
detected through major voting over the N class predictions
�̂i,t , obtained from each RFA tree, namely, �̂t = � f iff

N�
i=1

1� f

�
�̂i,t

�
>

N�
i=1

1�s

�
�̂i,t

�
(11)

where 1y(x) is the indicator function, namely, 1y(x) = 1 if
x = y and 1y(x) = 0, otherwise.

IV. CASE STUDY IN A SMART BUILDING ENVIRONMENT

The chosen experimental setup described above is placed
in an indoor smart space and employed for safety opera-
tions. Data acquisition, feature extraction, fusion, and, finally,
classification steps are discussed with special focus on fall
detection applications. The multisensor device shown in Fig. 5
is ceiling-mounted (2.7 m height) and equipped with one US
sensor and one IR array module.

During the on-field tests, first, we collect data corresponding
to the empty environment, �t = ∅, and then, we consider two
scenarios: 1) a person entering inside the area, walking for 30 s
and exiting form the room, and 2) a person entering the area,
falling down on the floor and then staying on the ground for
30 s. Considering this last case, the sensors are able to track
both the acceleration toward the floor, the shock between the

Fig. 6. Accuracy map of fall detection based on data collected from IR
sensor for each individual thermopile element using RFA. The number
of trees is set to N = 25.

faller and the floor (pre-fall activities) and the body lying on
the ground (fall) [10].

A. Fall Detection Performance
First, we analyze the performance of the RFA-based human

state classification using, alternatively, only one of the two
sensors (i.e., IR or US). Next, we analyze the performance of
the fusion algorithm. This is useful to compare the accuracy
results of each sensor before and after the data fusion with
features obtained from CUSUM. We define k f and f as
the number of input features and the size of the feature
subsets used by each tree Ti , respectively. Finally, we consider
the impact of feature fusion and perform the complexity
analysis.

1) IR Sensor Array: Targeting the IR sensor array, Fig. 6
shows the fall detection accuracy observed for each thermopile
element (here represented as pixels) using the proposed RFA
model R = {Ti }N

i=1 with N = 25 trees. As shown in this
example and usually found in almost all measurements, the
pixels located in the center of the 2-D array show the larger
accuracy. The above observation suggests that the selection
of the best zone of pixels before implementing the RFA,
see the features in (10), can provide marginal performance
degradation in exchange for a significant reduction of the
computational time by using less input features. As shown
in Fig. 7, we define the zones z = 1, .., 5 as groups of
pixels corresponding to colocated thermopile elements. Thus,
the goal is to select the zone providing real-time activity
recognition results with the largest accuracy. Fig. 7(a) shows
the zones and the corresponding fall detection accuracy for
each individual thermopile element. Focusing on the zones
z = 3 and z = 5, Fig. 7(b) and (c) presents the accuracy results
using a varying number of input features (k f ) obtained from
the corresponding zones and a different number of trees N .
In this case, each tree chooses the subsets of features randomly
with size f ≤ (M)1/2 = 8. The results confirm that pixel
selection improves the fall detection accuracy, while the input
features obtained from the thermopile elements located in the
central zone z = 5 give the best performance.

Fig. 8 now summarizes the fall detection accuracy in terms
of the feature subsets size f and the number N of RFA trees.
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Fig. 7. Accuracy results of fall detection based on the selected input features: (a) thermopile accuracy map with five zones (z = 1, . . . ,5),
(b) accuracy results for the zone z = 3, and (c) for the zone z = 5 in terms of different number N of trees Ti.

Fig. 8. Tradeoff among accuracy of fall detection results based on IR
sensor data, feature subsets size f, and number N of trees Ti (colored
bars): (a) feature subsets size ranging between f = 2 and f = 50 and
(b) feature subsets size between f = 2 and f = 10.

The number of input features k f is now fixed to k f = M =
64. More specifically, Fig. 8(a) highlights the RFA accuracy
for large values of f in the set {2, 10, 20, 30, 40, 50}, while
Fig. 8(b) focuses on the accuracy results for small values of
f , in the set {2, 4, 6, 8, 10}. Setting f large enough increases
the probability that the N tree ensemble learns a representative
subset of features and improves generalization. On the other
hand, as clarified in the following, increasing the number of
features too much would penalize the computational cost in
exchange for marginal accuracy improvements (e.g., for f >
20 in the figure). For the same scenario, we also observe that
increasing the number of trees does not always improve the
fall detection accuracy: in particular, accuracy improvements

Fig. 9. Examples of raw US data, US CUSUM features, and accuracy
tradeoff versus the number of trees for raw data and CUSUM features:
(a) US raw data, (b) extracted US CUSUM feature during the fall events,
and (c) fall detection accuracy results for a varying number of trees N. Use
of US raw data or US CUSUM features as RFA inputs are summarized
as well.

are marginal when using more than N = 25 trees. Comparing
both cases, namely, choosing the input features k f according
to the zones z without optimizing f and using all the input
features k f = 64 but optimizing the feature groups f , it is
apparent that the latter option provides higher accuracy. In the
following, we will exploit the last case.

2) US Sensor: The fall activity results using both the raw
data and the CUSUM feature are now presented for the US
sensor. Fig. 9(a) shows an example of observed raw data
during a subject fall. A person enters the monitored area,
walks, and at 120 s loses his balance and falls down. The
CUSUM feature g(US)

t is computed in Fig. 9(b): notice that
the peaks clearly indicate the fall events. Both CUSUM and
raw data can be used as an input to the RFA; therefore,
Fig. 9(c) compares these two settings for a varying number
of RF trees N . However, it is apparent that, if US raw data
are employed as an input to the RFA method, it is possible
to achieve an accuracy of 0.75 (for N = 20 trees), while the
accuracy reaches 0.93 using the US CUSUM features. Using
the CUSUM for raw data distillation is thus the preferred
choice.

3) Fused IR and US Sensors: In what follows, we now
discuss the benefits of feature fusion using both the IR sensor
array and the US sensor in terms of fall detection accuracy.
Fig. 10 shows the accuracy observed after the fusion of the
CUSUM features �(�̂t ) = {g(IR)

t,m ; g(US)
t }. In this example
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Fig. 10. Feature fusion and accuracy results using RFA versus the
number of trees N in the zone z = 5 and the feature subsets size equal
to f = 15.

TABLE I
COMPLEXITY AND ACCURACY VERSUS THE NUMBER OF TREES N AND

VARIABLE NUMBER OF FEATURES f SELECTED BY RFA INCLUDING

CUSUM PROCESSING AT EACH TREE Ti

for the IR sensor, we use the pixels in the zone z = 5. Fall
detection accuracy now is in the range of 0.94–0.98 while,
in line with the previous analyses, the optimized number of
RF trees is N = 25. While an appropriate pixel selection
increases the accuracy, it reduces also the sensor FoV. Even if
this drawback is tolerable for specific applications, it may not
be acceptable for general-purpose scenarios. For this reason,
in the following, we will not perform any pixel optimiza-
tion. The computational cost/complexity of the proposed fall
detection algorithm, including CUSUM feature calculation and
RFA, is discussed in Section IV-B. To highlight the benefits
of the proposed tool, a tradeoff analysis between accuracy and
complexity is also considered with respect to conventional ML
solutions.

B. Complexity Analysis
Computational complexity is discussed here through a com-

parative analysis between the proposed tool and conventional

TABLE II
ACCURACY, PROCESSING TIME FOR TRAINING AND INFERENCE,

COMPLEXITY, AND MEMORY FOOTPRINT FOR

LSTM, CNN, AND RFA

ML designs based on LSTM and CNN networks. LSTM and
CNN layer structures are detailed in Fig. 11. The figure also
summarizes the parameters used to evaluate the complexity
for all algorithms. For a summary of all other parameters, see
the related sections in the following. The proposed complexity
analysis accounts for the CUSUM-based feature calculations
as well as the ML-based classification tasks.

Considering the LSTM model [56], the complexity of one
forward pass is ruled by the input layer size, the LSTM
network edges, the FC neural network, and the output layer.
Similarly, for CNN [55], the complexity depends on the input
size, the 2-D convolutional layers, the FC, and the output
layers. Finally, the RFA complexity [53] is determined by the
input feature size, the number of trees, and the output layers.
We will provide a detailed description of the parameters that
rule the complexity for each case.

1) Random Forest Algorithm: It takes k f ≤ M + 1 =
65 features as inputs (from CUSUM) and chooses f ≤ k f

features for each tree Ti . The complexity of the proposed
algorithm provides a measure of how many computing cycles
(operations) the algorithm would take given an input of size
k f samples. According to [53] and [54], the complexity is
defined as

O ∼ D × f × N� �� �
RFA complexity

+ T × k f� �� �
CUSUM processing

(12)

where N is the number of trees, D is the average depth,
f is the feature number, and T is the number of samples
for the CUSUM calculation as in (5) and (6). Notice that,
at the training phase, the complexity should also consider
the input feature k f selection and it is calculated as O ∼
k f × log(k f ) × D × f × N + T × k f . The computational cost
of the algorithm grows linearly with the number of the trees N ,
input k f , and selected f features. By optimizing the number
of features and trees, we could therefore reduce the complexity
of the algorithm in exchange for an increase of the accuracy
loss.

2) Convolutional Neural Network: The complexity is ruled
by the 2-D convolution layer operations followed by the FC
layer, in other words

O ∼ M × N ×
� Ln�

l=1

ml × nl × L fl

�
× N f × no� �� �

CNN

+ T × k f� �� �
CUSUM

(13)
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Fig. 11. Block diagrams and related parameters adopted for the complexity calculation for each layer of the compared algorithms: (a) LSTM.
(b) CNN. (c) RFA.

where M × N is the input size, ml × nl is the filter size, L fl
is the filter number per each layer, Ln is the CNN layer, N f

is the fully connected input units, and no is the number of
outputs [55]. Similarly, as in (12), the last term T ×k f relates
to the CUSUM calculation.

3) Long Short-Term Memory: The complexity of the LSTM
algorithm is ruled by the total number of edges in the network
(please refer to [56] for further details) and is defined as

O ∼ Ln ×�
4ncnc+4k f nc + nonc+3nc

� + N f ×no+T ×k f

(14)

where Ln is the number of LSTM layers, nc is the memory
cell, k f is the input unit, N f is the fully connected input, and
no is the number of outputs. Notice that the computational time
for a network with a moderate number of inputs is dominated
by the term Ln × nc × (4k f + no) since k f 
 nc. Therefore,
the run time complexity can be simplified as

O ∼ Ln × �
nc × �

4k f + no
�� + N f × no� �� �

LSTM

+ T × k f� �� �
CUSUM

.

(15)

C. Complexity and Accuracy Tradeoff
The accuracy and computational complexity tradeoff is

discussed here by assessing the proposed RFA method alone
and also by a comparative analysis with conventional DL
designs. Table I now focuses in more detail on the RFA algo-
rithm. In particular, it analyzes the tradeoff between training
complexity and accuracy for the variable number of trees N
and the feature subsets size f selected for RFA processing at
each tree Ti .

In the cited table, we set the number of input features to
k f = 65. For all cases, the results confirm that increasing the
number of trees and features almost produces an improvement
in accuracy in exchange for increased complexity. Considering
the hardware architecture of Fig. 5, balancing accuracy and
computational cost is critical for practical implementation
due to resource constraints. For example, setting an accu-
racy target of 0.96, the optimal number of the trees N and

Fig. 12. Complexity and corresponding accuracy for a varying number
of input features kf and feature subset size f with N = 20.

features f combination is found to be equal to f = 10,
N = 50, while the complexity is equal to 1.15 × 105

operations.
Similarly, by setting N = 20, Fig. 12 shows the relation

between the number of input features k f , the feature subsets
size f selected for RFA, the computational complexity, and
the corresponding accuracy. For example, for N = 20 and
k f = 65 features, the best choice for feature subsets size is
f = 5 as this maximizes the accuracy up to 0.94.

In Table II, we compare the complexity results with LSTM
and CNN using the complexity parameters in Fig. 11 with
the corresponding values of Table III. CUSUM processing
is excluded in complexity calculation to compare the ML
tools’ complexity. It is apparent that the RFA computational
complexity is three times less than the LSTM one and 13 times
less with respect to the CNN as well.

D. Training and Processing Time Analysis
In what follows, we analyze the processing time, the training

time, and the memory usage of the proposed algorithms. Since
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TABLE III
SUMMARY OF THE PARAMETERS VALUES ADOPTED FOR THE COMPARISON OF THE COMPUTATIONAL

COMPLEXITY OF THE LSTM, CNN, AND RFA METHODS

the actual processing time depends on the specific hardware
and the software implementation, we will highlight relative
comparisons. To simplify the analysis, computing times are
measured using the same device, namely, a CPU @ 2.90 GHz
and 16-GB RAM. RFA, CNN, and LSTM methods are com-
pared, while the main results are summarized in Table II.
According to the complexity analysis previously discussed,
RFA has the lowest training and inference processing time.
In particular, this is 50% less for inference than LSTM time
and 75% less than the considered CNN algorithm. Regarding
the training time, RFA uses ten times less time than CNN
and LSTM. These results also confirm that a sensor fusion
algorithm using RFA is a promising candidate for integration
in the proposed multisensory edge device.

In Table II, we also quantify the memory usage for all
the proposed methods. The goal is to compare the memory
efficiency and the functionality of the proposed algorithm with
conventional DL methods as integrated in an edge device with
limited memory. Memory usage is quantified here as the size
of memory used by each algorithm to produce a fall detection
update. This is shown in megabytes (MB) in Table II. The
result confirms that the proposed RFA method uses about 83%
of memory (3.1 MB) compared with LSTM and about 78%
with respect to the CNN algorithm.

V. CONCLUSION

In this article, we propose an integrated device that imple-
ments real-time feature-based fusion using data obtained from
an IR array and a US sensor. The device implements data
distillation by exploiting a change detection algorithm and
extracts the features from both sensors using the CUSUM
function. A low-complexity RFA is adopted for feature selec-
tion and processing. The algorithm has been validated using
real data obtained from different field experiments to classify
body fall and walk events in a smart space environment. The
accuracy–complexity tradeoff is analyzed and compared with
conventional ML approaches.

The results of the experimental analysis confirm that the
proposed method is practical enough for implementation on
resource-constrained edge devices with limited computational
capacity and memory, specifically in the IoT applications.
They demonstrated that the proposed approach can obtain an
accuracy of 0.94, a reduction of the computational complexity
of at least three times, 80% less processing time for the
training, 50% less in the inference phase, and 10% less
memory usage of the best ML competing method.

Although this article targeted IR and US sensors integration,
the proposed method can be easily extended to integrate more

sensors since the proposed CUSUM feature processing is (raw)
data agnostic.

Future works will consider the deployment of the proposed
device in an industrial environment targeting a human–robot
workspace multisensory ecosystem.
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